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Abstract—We consider the multivariate max-linear regression
problem where the model parameters 31, ..., 3:r € R” need to be
estimated from n independent samples of the (noisy) observations
Y = maxi<j<k ﬂ]T:c + noise. The max-linear model vastly
generalizes the conventional linear model, and it can approximate
any convex function to an arbitrary accuracy when the number of
linear models £ is large enough. However, the inherent nonlinearity
of the max-linear model renders the estimation of the regression
parameters computationally challenging. Particularly, no estimator
based on convex programming is known in the literature. We
formulate and analyze a scalable convex program given by
anchored regression (AR) as the estimator for the max-linear
regression problem. Under the standard Gaussian observation
setting, we present a non-asymptotic performance guarantee
showing that the convex program recovers the parameters with
high probability. When the k linear components are equally likely
to achieve the maximum, our result shows a sufficient number of
noise-free observations for exact recovery scales as k*p up to a
logarithmic factor. This sample complexity coincides with that by
alternating minimization (Ghosh et al., 2021). Moreover, the same
sample complexity applies when the observations are corrupted
with arbitrary deterministic noise. We provide empirical results
that show that our method performs as our theoretical result
predicts, and is competitive with the alternating minimization
algorithm particularly in presence of multiplicative Bernoulli noise.
Furthermore, we also show empirically that a recursive application
of AR can significantly improve the estimation accuracy.

Index Terms—nonlinear regression, convex programming, max-
linear model, empirical processes, and sample complexity

I. INTRODUCTION

E consider the problem of estimating the parameters
Bii,--,Bsr € RP that determine the max-linear
function

x € R? — max Lx),
max (B..;,)

1.1
from independent and identically distributed (i.i.d.) observa-
tions, where [k] denotes the set {1,...,k}. Specifically, given
the data points xq,...,x, € RP, and denoting the value of a
max-linear function, with parameter 3, at these points by

fl(/B> — Imax <iL‘7;, ,8j> s (12)

j€lk]

we observe the nonlinear measurement

yi = fi(By) +w;,

of the parameter vector 3, = [Bs1; ... ; Bxk] € R*P where
w; denotes noise for i € [n].
The most relevant prior work studied an alternating minimiza-

tion (AM) algorithm to solve a slightly more general problem
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of max-affine regression [1]. Each iteration consists of a step to
identify the maximizing linear models followed by least-squares
update of model parameters. However, we observed that their
empirical performance significantly degrades with outliers,
mainly due to the sensitivity of the “maximizer identification”
step. Leveraging recent theory for convexifying nonlinear
inverse problems in the original domain [2], [3], [4], we propose
an alternative approach by convex programming. Due to the
inherent geometry of the formulation, the convex estimator
provides stable performance in the presence of adversarial
noise. It is worth mentioning that Ghosh et al. [1] considered
a random noise model, whereas we consider a deterministic
“gross error’” model. Nevertheless, in the noiseless case, both
results achieve exact parameter recovery at comparable sample
complexities.

A. Convex estimator
The common estimators for 3, such as the least absolute
deviation (LAD), i.e.,
1 n
minimize — S IHB) =il (1.3)
p i=1
are generally hard to compute as they involve nonconvex
optimization. Given an ‘“anchor vector” 6, we study the

estimation of (3, through anchored regression (AR) that
formulates the estimation by the convex program

maxfigmize (6, 3)
| Lo (L4)
subject to - ; (fi(B) —yi), <m,

where (-)+ denotes the positive-part function. The parameter 7
should be chosen so that the feasible set of (I.4) is not empty.
The anchored regression can be interpreted as a convexification
of the LAD estimator. Since the observation functions (I.2) are
convex, the LAD is nonconvex mainly due to the effect of the
absolute value operator in (I.3). This source of nonconvexity
is removed in anchored regression by relaxing the absolute
deviation to the positive part of the error. The linear objective
that is determined by the anchor vector 6 acts as a “regularizer”
to prevent degenerate solutions and guarantees exact recovery
of the true parameter (3, under certain conditions on the
measurement model in the noiseless scenario.

Anchored regression has been originally developed as a
scalable convex program to solve the phase retrieval problem
[2], [5] with provable guarantees. Anchored regression is
highly scalable compared to other convex relaxations in this
context [6], [7] that rely on semidefinite programming. The
idea of anchored regression is further studied in a broader
class of nonlinear parametric regression problems with convex
observations [4] and difference of convex functions [3].



B. Background and motivation

A closely related problem is the max-affine regression
problem. A max-affine model generalizes the max-linear model
in (I.1) by introducing an extra offset parameter to each
component. Alternatively, by fixing any regressor to constant
1, each linear component in (I.1) has its range away from the
origin, which turns the model into a max-affine model. Thus
methods developed for the two models are compatible. For the
sake of simplicity, we use the description in (I.1). If necessary,
a coordinate of x; can be fixed to 1 for all ¢ € [n].

Since the max-affine model can approximate a convex
function to an arbitrary accuracy, it has been utilized in
numerous applications, particularly in machine learning and
optimization. Recently it has been shown that an extension
called the max-affine spline operators (MASQOs) can represent
a large class of deep neural networks (DNNs) [8], [9], [10].
They leveraged the model to analyze the expressive power of
various DNNs. Max-affine model has also been leveraged to
approximate Bregeman divergences in metric learning [11]
and utility functions in energy storage and beer brewery
optimization problems [12].

As mentioned above, the max-affine and max-linear regres-
sion problems are challenging due to the inherent nonlinearity
in the model. In the literature, the max-affine regression
problem has been studied mostly as a nonlinear least squares
[13], [14], [15], [12], [1], [16]:

2
= argmin <max (@i, Bj) — yi) .
[B1;..;8k] ; 1<j<k

@5)

By utilizing a special structure in (I.5), a suite of iterative
optimization algorithms have been developed [13], [14], [15].
The fact that (I.1) is a special case of piecewise linear function
allows us to divide x1,...,x, into k partitions based on their
membership in the polyhedral cones

Cj = {weRp : <wa/@*,j_ﬂ*,l>207 Vl#]}’ je[kf],

1.6)
which are pairwise almost disjoint' and cover the entire space
RP. In other words, C; is determined according to which
component achieves the maximum in the max-linear model
in (I.1). If this oracle information is known a priori, then the
estimation is divided into k£ decoupled linear least squares

given by
Bj = argmin Z (<$i,5j> - yi)Qv j € [K].

B; i€Cy

1.7)

However, since the oracle partition information is not available
in practice, various adaptive partitioning methods have been
studied. Magnani and Boyd [13] proposed the least-squares
partition algorithm, which is an alternating minimization
algorithm that progressively refines the estimates for both
model parameters and partitions similar to the k-means
clustering algorithm. Hannah and Dunson [15] proposed the
convex adaptive partitioning (CAP) method, which is a greedy
algorithm that builds a partitioning of covariates through

'We say two sets are almost disjoint whenever their intersection has
measure zero with respect to an underlying measure.

dyadic splitting and refit. They have shown that the CAP
method is asymptotically consistent. Baldsz [12] proposed the
adaptive max-affine partitioning algorithm, which combines
AM and CAP using a cross-validation scheme and significantly
reduces computation time by partitioning at the median. The
performance of all these algorithms critically depends on
the initialization. Moreover, they proposed an initialization
scheme based on a random search, but its search space grows
exponentially in p. In a later work, Ghosh et al. [1] further
improved the random search method by using a spectral method
so that the size of the search space does not depend on p, even
though it grows exponentially in k. Their initialization scheme
remains a practical method when k& = O(1). Toriello and
Vielma [14] formulated (I.5) as a mixed integer program based
on the “big-M” method. Similar to other methods based on
mixed integer programming, their method also suffers from
a high computational cost and does not scale well to large
instances. Ho et al. [16] applied the DC algorithm [17] to a
reformulation of (I.5) as a difference-of-convex program. They
showed, empirically, fast convergence of their algorithm to a
local minimum.

The aforementioned methods demonstrated satisfactory em-
pirical performance on selected benchmark sets at a tractable
computational cost. However, except for the method of Ghosh
et al. [1], these methods lack non-asymptotic statistical guar-
antees even under reasonable simplifying assumptions. A non-
asymptotic analysis for the alternating minimization method is
first established in [1] which also provides a provably accurate
initialization scheme.

C. Contributions

We provide a scalable convex estimator for the max-linear
regression problem that is formulated as a linear program and
is backed by statistical guarantees. Under the standard Gaussian
covariate model, the convex estimator (I.4) is guaranteed to
recover the regression parameters exactly with high probability
if the number of observations n scales as ﬂr;fnp up to some log-
arithmic factors where 7y, is defined as minjey P(g €Cj)
for g € Normal(0, I,,). This sample complexity 1mp11c1t1y
depends on k (i.e., the number of components) through mpy,.
Particularly, when the k linear components form a “well-
balanced partition” in the sense that they are equally likely to
achieve the maximum, the smallest probability 7y, is close
to 1/k and the derived sample complexity reduces to k*p up
to the logarithmic factors. This is comparable to the sufficient
condition for exact recovery n = O(kpm.>) of alternating
minimization algorithm [1] in the noise-free scenario. Monte
Carlo simulations show that our proposed convex estimator,
as a convexification of the LAD estimator, exhibits robustness
against outliers, whereas AM appears to be fragile in the
presence of impulsive noise. Furthermore, the repetition of AR
significantly improves the accuracy of the estimation.

II. ACCURACY OF THE CONVEX ESTIMATOR

In this section, we provide our main results on the estimation
error of the convex program in (I.4). We consider the



anchor vector 6 constructed from a given initial estimate

5 [317---,@9} € RFP ag
1 n _ 1 n k
:%Zyﬂm:%ggﬁm@ﬁ®m(M>
where
Cj = {we[Rp . (w, B — B) >0, Vl;ﬁj}, je k]
(I1.2)

and e; € R* denotes the jth column of the k-by-k identity
matrix I}, for j € [k]. Since f; is differentiable except on a set
of measure zero, with a slight abuse of terminology, V f; in
(IL.1) is referred to as the “gradient”. In (II.1), the choice of
anchor vector follows from the geometry of convex equations
[4, Section 1.4]. In particular, in the noiseless case, 3, would
be a solution to

(0,8)

subject to  fi(8) < v,

maximize
B
Vi € [n].

if it satisfies the Karush—Kuhn-Tucker condition

—0+> AVfi(B.) =0
i=1
for some Aq,..., A, > 0. In other words, the anchor vector
60 needs to be in the cone ({Vfi(8)}:_,). The choice of € in
(II.1) is inspired by this condition.

The following theorem illustrates the sample complexity and
the corresponding estimation error achieved by the estimator
in (I.4). The estimation error is measured as the sum of the /o
norms of the difference between the corresponding components
of the ground truth 3, and the estimate 3.

Theorem 1: Let {C;}¥_, and {C;}%_, be respectively
defined as in (1.6) and (IL.2). Let 6 be as in (Il.1) and {x;} ,
be independent copies of g ~ Normal(0, I,,). Then there exist
absolute constants ¢, C' > 0, for which the following statement
holds for all w € R™ with probability at least 1 — : Suppose
that 3 is independent of {x;}? , satisfies

18; = By) = (B — Brilz
Hﬂ*,J 16*,3 H2 N
min ( 0.1, ﬁ““l B L Vi, e[kl j# 5
T i) ) Vi i £

(I1.3)
If the feasible set of the optimization problem in (I.4) is not
empty and the number of observations satisfies

n>C¢ 2 (4p10g3p10g5k+410g(1/5) logk) , (L4

where

C:fmm,/ [P’2{gEC}72maX\/[P>{g€CAC}
Jelk] S

then the solution ,@ to (I1.4) obeys

1 n
leﬁw ﬁjllz_g<n+ > (w )+>. (IL5)

Jj=1 =1

To make the optimization problem in (I.4) feasible, it suffices
to include the ground-truth 3, in the feasible set, i.e.

1 n
n=> o Z;(_wi)-i-

The error bound in (IL.5) reduces to C% i lw;| when the
parameter 7 is chosen so that the equality in (II.6) is achieved.
In practice, the noise entries are unknown and this error cannot
be achieved. If 7, as a parameter that determines the power
of the adversary, is chosen o that n > ||w||1/n, then the
resulting error bound becomes 2 ‘1 . In particular, if 7 satisfies

1 > ||w|| o0, then the resulting error bound will be 2l The
latter condition will be readily satisfied in practical applications.
Furthermore, as shown in the empirical sensitivity analysis in
Section III, the estimation error does not crucially depend on
the choice of 7.

(IL6)

A. Comparison with an oracle estimator

Assuming that the additive noise is i.i.d. sub-Gaussian with
zero mean and variance o2, the error bound in (II.5) becomes
O(c/¢), which implies that our estimator is not consistent.
However, in the adversarial noise setting which is our focus,
we can compare the performance case of our estimator with
an oracle-assisted estimator, similar to the analysis carried out
in [18] for the matrix completion problem. In this scenario,
the error bound by the convex estimator nearly matches the
performance of an oracle-assisted estimator (up to a factor
determined by 3,).

Lemma 1: Consider the same regression problem as in
Theorem 1 with {x;}?_; being independent copies of g ~
Normal(0, I,). Suppose that {C; }§:1 in (1.6) is given as the
oracle information. Then there exists an absolute constant

C > 0 such that if
n > Or 2 max(kplog(n/p),log(1/6)), IL.7)

then the estimates {8;}"_
least-squares (I.7) satisfy

, obtained through the decoupled

B2
I‘ﬂll’l"7
sup E]mu Bill2 2 (IL8)
lwlleo<n’ 524
with probability at least 1 — ¢, where Ty 1= mMaX ek P(g €
Cj).
Proof: See Appendix A. [ ]

One expects that the oracle estimator nearly achieves the
optimal performance. However, since the lower bound by
Lemma 1 does not vanish as n increases to infinity, the oracle
estimator is also biased in the presence of adversarial noise.
Note that the lower bound in (II.8) remains the same with
the feasible set substituted by ||w||; < nn’. Furthermore, if 7
achieves the equality in (I1.6), then the error bound in (IL.5)
implies

sup }jmxj Bjl2 < %l

ol <nn’ §=

(IL9)

Therefore, in this scenario, the error bound in (I1.9) matches that

by the oracle estimator up to an extra factor O(mmax/ C?Tmm)



In particular, if Tnax = Tmin & 1/k, then the error by the
convex estimator is sub-optimal up to a factor k°/2 relative to
the oracle estimator.

B. Initialization

Theorem 1 provides an error bound by the convex estimator
given an initial estimate satisfying (II.3). Finding such an initial
estimate is not a trivial task. Ghosh et al. [1] proposed an
initialization scheme that consists of dimensionality reduction
by a spectral method [1, Algorithm 2], followed by a low-
dimensional random search [1, Algorithm 3]. It has been shown
that if the observations are corrupted with independent sub-
Gaussian noise, then the initialization scheme provides an
estimate within a certain neighborhood of the ground-truth
in a polynomial time when k& = O(1). Their proof only uses
the fact that the maximum magnitude of sub-Gaussian noise
entries is bounded with high probability. Below, we extend the
analysis of their initialization scheme to the scenario where
the noise vector w is a fixed deterministic vector under the
only condition that ||w||e < 7.

To this end, we first recall the first stage in their initialization
scheme that extracts the eigenvectors corresponding to the k
dominant eigenvalues of the following matrix:

T

n/2 n/2 n/2
Zyzwz Zyzwz + = Zyz T; i
i=1
. e (I1.10)

Let M denote the noise-free version of M, i.e.,

9 n/2
M = — x,79 Li 7 - I

o3 (mtssom) ) (@l = 1)+
9 n/2 n/2 T
— a ,x) | x; a , X x;
n ; (gré[ﬁ</6*1 >> ; (%ﬁ(ﬁ*] z>> i

Then the ground-truth parameter vectors 37, ..., 3y are in the
columns space of EM. Ghosh et al. [1] derived a tail bound
on the perturbation of those eigenvectors due to sub-Gaussian
noise. We provide an analogous perturbation analysis in the
deterministic noise setting. The following lemma provides
upper bounds on the contributions of the noise to the two
summands in the right-hand side of (II. 10)

L

Lemma 2: Suppose that zi,...,x, Normal(O I,)

and w := (wy,...,w,) € R™ are arbitrary fixed. Then the
following inequalities hold with probability at least 1 — §:
1< log(1/6
— Z wix;|| S || p—i_oig(/),
n 4 n
=1
1 n
=3 w; (@] — 1)
n “
i=1
log(1/6 log(1/d
”woo,max< p+log(1/6) p-+log(1/ >>.
n n
dLin
Proof: See Appendix C. ]

Let U be a rga\ltrix whose columns are the k£ dominant
eigenvectors of M. Furthermore, let the columns of U* be

the eigenvectors of the noise-free component of EM. Then,
plugging the results in Lemma 2 into the proof of [1, Lemma 8]
yields that

PPN 2
|00~y =
lw]|% + max;epy 18y l3 kplog®(ph/s) 112
A2 (EM) n

holds with probability at least 1 — §. This is analogous to
[1, Theorem 2] which addresses the case of the sub-Gaussian
noise. The remainder of their initialization scheme does not
depend on any assumption on the noise model. Therefore, the
resulting initial estimate satisfies (I1.3) if

2R,
max ‘E[k] ||6*] |2k4 1Og1/2 (k/ﬂ-min)
max < ||w||% log [ 1+ / e ,
Tmin

(ol -+ max 3. 1) plog (n/F) - mosety 1Bl
AL (EM)

(I1.13)
The condition in (II.13) is obtained by applying the initial-
ization condition (IL.3) and substituting o by ||w| in [1,
Equation 20]. The requirement for the initial point of anchored
regression (I1.3) is more relaxed in terms of the dependence on
Tmin, cOmpared to the similar requirement for the alternating
minimization method [1, Theorem 1]. Furthermore, for both
anchored regression and alternating minimization, the sample
complexity of the initialization dominates that of the subsequent
stages of the algorithms.

In the above paragraphs, we have shown that the anchored
regression combined with the spectral initialization provides
a stable estimate in the presence of an arbitrarily fixed
deterministic noise of bounded magnitudes. However, this result
does not extend to the adversarial noise setting in Theorem 1
and Lemma 1. Maximization over ws that obey ||w]|oo <7’
in (I.11), can be addressed effectively by taking the union
bound over extreme points of 7 ball with the radius n’ and
choosing § = 27" with § € [0,1] denoting overall error
probability. Therefore, the terms M in (I.11) are equal
to w which are clearly bounded from below
by log 2. Consequently, in the adversarial setting, the error in
the spectral method does not vanish as n grows, and the desired
accuracy for the initialization scheme cannot be established.
Considering a relaxed condition ||w||; < nn’ exacerbates the
situation and the error bound in the spectral method becomes
even larger.

C. Compariosn with alternating minimization in computational
cost

This section compares AR and AM in their computational
costs. First, AR is implemented via an equivalent formulation
with auxiliary variables ¢ := [t1;...;t,] € R™ as



6,[B1;...;Bx])

maximize
(B)5—1-(ti)iy

: RS
subject to t; >0, (x;,B;) —vyi < i, " ;ti <,
Vi€ [n], Vj € [k].
(IL.14)
To compute the computational costs for (II.14), we
further reformulate it into the form of a linear program
mings—p s>0(c, s) by introducing an additional nk + 1 aux-
iliary variables to convert the second and third inequality
constraints into equality constraints. Then, we have nk + 1
equality constraints and 2pk + nk + n + 1 variables. By [19],
finding its exact solution costs O (((n + p)k)¢) with ¢ ~ 2.38.
In contrast, with finitely many operations, AM can find only an
approximate solution. The per-iteration cost of AM is O(nkp?).
In the noiseless case, due to the linear convergence of AM, the
total cost to obtain an e-accurate solution is O(nkp? log(1/€)).
In a special case where the observations are almost equally
distributed over the linear components of the max-linear
model, we have Tpnin &~ Tmax ~ 1/k. Qonsequently, the
sample complexity for both estimators is O(pk4).~ Thus, the
computational costs for AR and AM become O(p*3%k'?)
and O(p3k®), respectively. When p is much larger than k
(specifically, p > k!4, the computational cost of AR is
significantly lower than that of AM. However, in the opposite
scenario, AM is more cost-effective. We summarize the
comparison with respect to the computational cost, sample
complexity and model assumption in Section II.

III. NUMERICAL RESULTS

We present a set of Monte Carlo simulations to evaluate
the performance of the estimator by anchored regression
numerically. The experiments were designed to illustrate the
following perspectives on the estimation performance: i) The
empirical phase transition on exact recovery without noise
corroborates Theorem 1; ii) Further iterations of AR with
updated anchor vectors significantly reduce the estimation
error; iii) AR provides a competitive empirical performance
with additive Gaussian noise to AM; iv) AR provides a
stable estimation in the presence of sparse noise, where the
performance of AM significantly deteriorates. We implement
AR by the linear program given in (II.14). Since (II.14) is
in the standard form of a linear program, it can be solved
efficiently by readily available software such as CPLEX and
Gurobi [20]. AR is compared to the version of AM by Ghosh
et al. [1]. For a fair comparison, we let both methods start
from the same initial estimate, which will be specified later.

In the Monte Carlo simulations, the regressors xi, ..., x,
are generated as independent copies of a random vector
following Normal(0, I,,), as assumed in Theorem 1. For
each run, the estimation error is measured up to permutation

2The spectral initialization is not included in this comparison. To
incorporate the initialization into the analysis, it is necessary to modify the
noise model from an adversarial noise model to a gross error model as discussed
in Section II-B.

amblgulty, that is, the error 1s calculated as the minimum

of Y25 1 1Bry = Bullz/ 3j5—1 IBallz over all possible
permutation ™ over segment 1ndices, where (,8*7]4)?:1 and

( 37) 2‘521 denote the ground-truth parameters and their estimates,
respectively.

Since both AR and AM algorithms operate provided suitably
initialized parameter, it is crucial to obtain an initial estimate,
which lands near the ground-truth parameter. To this end,
throughout the simulations, we apply the heuristic known as the
AM with repeated random initialization in [12], summarized
as follows: One repeats the following procedure for ¢ € [m]:
i) Randomly generate parameters 3 ;, ..., 03, , € R”.ii) Run
the AM algorithm from given initial estimates for Ij,;; iterations
and obtain estimates (3° -+ B3 - Then choose the set of

FEERE
parameters 87, 1, ... 03 ., which achieves the least empirical
loss in (L.5), i.e.

¢ = argmin

a€lm] 1sisk

n 2

> ( max (z;, 3 ;) — y) .

i=1

Throughout all simulations, the initialization parameters are
set to m = 200 and I;;; = 10. Moreover, the maximum
iteration number for the AM algorithm, denoted by Iy, is
set to Ian = 120.

1500 1 1500 1
0.8 0.8
1000 1000
0.6 0.6
< <
04 0.4
500 500
0.2 0.2
0 0 0 0

10 20 30 40 50 10 20 30 40 50

(a) AR (b) AM

Fig. 1: Phase transition of recovery rate for varying n and p
in the noiseless case (k = 5).

Figures 1 and 2 illustrate the empirical phase transition
of exact recovery in the noise-free scenario as a function of
the sample size n per varying dimension parameters, which

2000 ! 2000 !
0.8 0.8
1500 1500
0.6 0.6
1000 0.4 1000 04
500 02 500 0.2
0 0
2 6 10 2 6 10

(a) AR

n

(b) AM

Fig. 2: Phase transition of recovery rate for varying n and k
in the noiseless case (p = 20).
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TABLE I: Comparison of local convergence of AR and AM.?

Method [ Cost for e-accuracy [ Cost for an ideal instance | Sample complexity | Covariate model | Noise model
AR 9} (((n + p)k)2'38) O(p>38k12) 9] (W;?ﬂp) Gaussian Adversarial
AM [1] O(nkp?log(1/e)) O(p3k®) O(ﬂ;?nkp) Gaussian Sub-Gaussian

Algorithm 1: Iterative Anchored Regression (IAR)

1: Input: data {x;,y;},_,; initialized parameter B € RF»;
fidelity upper bound 7); max. number of iterations /1ar

. Output: estimated parameter 3 € RPF

: for i =1 to I1ar do _

Compute anchor vector 6 from 3 by (IL1)

Estimate 3 by anchored regression in (IL.14)

BB

end for

N Ry

are the ambient dimension p and the number of segments k.
The reconstruction is determined as success if the normalized
estimation error is below 1075, The recovery rate is calculated
as the ratio of success out of 50 trials. In this simulation,
we assume that k < p. To satisfy the “well-balance partition”
condition, we generate the ground-truth parameter vectors so
that they are mutually orthogonal one another.

Figure 1 shows that for both AR and AM, the phase transition
occurs when n grows linearly with p while £ is fixed to 5. This
observation qualitatively coincides with the sample complexity
by Theorem 1. A complementary view is provided by Figure 2
for varying k while p is fixed to 20. Here, the phase transition
occurs when n is proportional to k! for some constant ¢ € (1,2).
The order of this polynomial is smaller than the corresponding
result by Theorem 1, where n is proportional to k*. A similar
gap between theoretical sufficient condition and empirical phase
transition was observed for AM in the noise-free setting [21,
Appendix L]. Overall, as shown in these figures, AR and
AM provide similar empirical performance in the noiseless
scenario.

In practice, observations are often corrupted with noise.
Next, we study the estimation under two noise models. In
these experiments, the ground-truth parameter vectors are
i.i.d Normal(0, Iy,). Furthermore, to deduce statistical per-
formance, the median of the estimation error in 50 trials is
observed.

First, we consider the i.i.d. Gaussian noise model, i.e. y; =
fi(Bs) + €;, where {€;}7_; are i.i.d following Normal(0, o2).
To track the change of the estimation performance as a function
of the noise strength, the dimension parameters are fixed as
p =30 and kK = 6. AM has shown to be consistent, with an
error rate that vanishes as n grows[1]. Its empirical estimation
error decays similarly in the experiment. However, we observe
that AR has a larger estimation error compared to AM, which
remains nontrivial even for large n. We conjecture that this
bias term is due to the regularizer with an imperfect anchor
vector. In fact, as the anchor vector is obtained from a more
accurate initial estimate, the result estimation error decays
accordingly. Motivated by this observation, we consider a
modification of AR with further iterative refinements, which we

call the iterative anchored regression (IAR). The first iteration
of IAR is equivalent to AR, but in the subsequent iterations,
the anchor vector is refined by using the estimate from the
previous iteration. The entire IAR algorithm is summarized
in Algorithm 1. The number of iterations in IAR is set to
Itar = 40. Figure 3 shows that with more iterations the
performance of iterative AR becomes as good as that of AM.
Moreover, for small n (e.g. n < 1,000), IAR provides a
smaller estimation error than AM. Moreover, we also study the
sensitivity to the choice of the parameter n in (I.4). The need
to tune this parameter can be a weakness of AR since AM
does not involve any such parameter. As shown in Figure 4,
the estimation error by AR does not critically depend on 7.
In this experiment, we vary 7 around 7), that achieves the
equality in (I1.6) with =50% margin. Within this range, the
estimation error remains small. Also, note that the minimum
estimation error is achieved when 7 is slightly smaller than 7.
It still remains to set the value of 1 within this range. Since the
observations are corrupted with i.i.d. noise in this experiment,
we applied a 5-fold cross-validation to estimate the validation
error. Figure 4 suggests that choosing an 7 value that yields
the smallest prediction error will likely result in the smallest
estimation error.

Next, we study the empirical performance of the estimators
under a gross error model. In Section II, we have shown that
the theoretical analysis of AR combined with the initialization
by Ghosh et al. [1] applies to this model. Specifically, each
observation is corrupted by a sparse noise according to the
multiplicative Bernoulli model with probability ¢, that is,
Plyi = —fi(B)} = ¢ and P{ly; = fi(B)} = 1 — ¢
for i € [n]. The multiplicative Bernoulli noise model has a
similarity with the Massart noise [22, Definition 1.1]. Similar
to the previous experiment, we compare AR to IAR and AM.
Furthermore, we also study the performance of a variation
of AM in which the least squares update is substituted by
LAD. It will be denoted by AM-LAD. Figure 5 illustrates
the estimation error in this setting where p = 30 and k£ = 6.
Unlike the case of Gaussian noise, AR outperforms AM in the
presence of multiplicative Bernoulli noise. Furthermore, IAR
and AM-LAD achieve exact recovery over the range of ¢ in
this experiment.

IV. PROOF OF THEOREM 1

We prove Theorem 1 in two steps. First, in the following
proposition, we present a sufficient condition for stable esti-
mation by convex program in (I.4). Then we derive an upper
bound on p in the proposition, which provides the sample
complexity condition along with the corresponding error bound
in Theorem 1.
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Fig. 3: Estimation error versus the number of observations n under Gaussian noise of variance o (k = 6 and p = 30): repeated
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markers), and AM (red dashed line). All methods start from the repeated random initialization.
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Proposition 1: Under the hypothesis of Theorem 1, suppose
that (3 satisfies

0= inf EﬂC](Q) ‘(ngH — sup [E]][f\c(g)<gaw>+
JE[K] JE[k] I
wE§P71 w€§p*1
— sup El. & (g9){g,w)y >0. (IV.1)
Jelk]
weSP!

Then there exists an absolute constant ¢ > 0 such that if
n>co 2 (4p log® plog® k 4 41log(6~ ) log k‘) , (V2

then the solution 3 to the optimization problem in (I.4) obeys

k R 9 n
D 1Bes =Bz < i > Jwil
j=1 o=

with probability 1 — 6.

Proof: We first show that there exists a constant ¢ > 0
such that the condition in (IL.3) implies ¢ > 0. Hence, we
consider

in/ ~ p2 R A/ CACs
min 32P{gecj} 2?»152[115]( P{g € C,AC;} > 0.

® (ii)

Iv.3)

av.4)
It follows from the definition of my;, that (i) in (IV.4) is
bounded from below as

(i) > ) =2

in- Iv.s
32 min ( )

It only remains to find an appropriate upper bound on (ii).
Since {C; };?:1 consists of disjoint sets (except their boundaries
corresponding to sets of measure zero), for a fixed j € [k], the
symmetric difference between C; and C; is written as

CJ‘ACJ‘ = (UJI#CJ» ﬁle) U (Ujl#jcj‘ ﬂle) .
Therefore, we obtain

(ii) < 2v2k max max

P(geCincy). ave
J€lk] 5" €[k {4} (g J J) (IV.6)

Moreover, since
ge€ 5] neCy = QTBj > wlgju ;B0 > x B j
— g'(B; —Bj) >0, g'(Bsj — Bsj) <0

- gT(Bj - Bj’) : gT(ﬂ*,j - ﬁ*,j’) < 0,
(IV.7)
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Fig. 5: Estimation error versus the number of observations n under multiplicative Bernoulli noise model with probability ¢
(k = 6 and p = 30): repeated random initialization (black line with square markers), AR (green line with triangle markers),
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start from repeated random initialization.

with [1, Lemma 9], (ii) in (IV.6) is further upper-bounded by
(if)
< 2V2k-

max ma i) <0
je[ﬁj,e[k]\x{j}\/ ~By) g(Bus —Bry) < )

H (:3*,] ﬂ*,j’)H?
<C
Vi e <\/ Hﬁm Bl
.10g1/4< 2||ﬂw Buy ))
18 = Bir) = (Bug = Br )z
(IV.8)

for an absolute constant C' > 0. Then, by plugging in (IV.5)
and (IV.8) to (IV.4), we obtain a sufficient condition for (IV.4)
as

OvVEmax max \/ 1B; — By) — (B — Bu 2
Jeli] 7€k ) Hﬁm

,3*,] H2
log1/4( = 2|~|ﬁ*’j
1(8; — Bjr)

—Beiz ><¢wﬁu
- /31/ - (ﬁ*,j - B*J’)H2 32

(IV.9)
For a fixed j' € [k] \ {j}, let
B = By) = (B =Bz oy Tin
18, = Byl " K

Since a,b € (0,0.1] and a < ¢ log_1/2(1/b) imply
alogl/Q(Z/a) < b, if one chooses ¢ in (II 3) so that ¢ < 5577,
then (IL.3) implies (IV.9) for all distinct j,j’ € [k]. In the
remainder of the proof, we will assume that (IV.4) holds.

We show that, for a sufficiently large p > 0, the following
three conditions cannot hold simultaneously:

1 n

~D (Bt 2) —y), <, (IV.10)
i=1

12]l,2 > p, av.11)

(6,2) >0 (IV.12)

Therefore, assuming (IV.11) and (IV.12) hold, it suffices to
show

%Z fz B +z )+ >1n. (Iv.13)
=1

To this end, we derive a lower bound on £(z) as follows:

n

L) 2 ) (hBet2) = iBa)y — 5 D wi)s

i=1

i=1 =1
LN [(VAB). )] 1 (VB 2)
B2 R P i

=1

V/i(B),2)

1 o (Vfi(Bs) —
+5Z< ()2

1 1 da 1](;] x;) ml,z]>|
DITETINS

=1 j=1
n k(e (@) — 1g (@)} 2)
2 )

i=1 j=1

_|_

. (IV.14)

S|

where (a) holds by the convexity of f;, which implies

fi(ﬂ* + Z) > fz(ﬂ*) + <Vfl(/8*)a Z> ;
(b) follows from (IL.1), and (c) is obtained by calculating
Vfi(B) at B = B, and 8 = 3. We further proceed by obtaining
lower bounds on the last two terms in (IV.14) by the following
lemmas, which are proved in Appendices D and E.



Lemma 3: Let (V,),crr» be a random process defined by

n k
V= D303 e, (@) (@25

i=1 j=1

where @1,...,x, are iid. Normal(0, I,,). Then, for g ~
Normal(0, I},) and any ¢ € (0,1), there exists an absolute
constant ¢y > 0 such that

V=

> min
jE[k],weSP—1

<p10g3p10g5 k +log(6~ 1) log k)
—c

inf
llzll, ,=1

V> EﬂCj(g)|<ng>‘

1/2

n

holds with probability at least 1 — §/2.
Proof: See Appendix D. ]
Lemma 4: Let (Qz)zeB, , be a random process defined by

Qs = iii{ngj(mi) 1, (@:) } (@i 23)

i=1 j=1

where @1,...,x, are iid. Normal(0, I,). Then, for g ~
Normal(0, I,) and any ¢ € (0,1), there exists an absolute
constant co > 0 such that

Q= < El~
G, 0 S i Fla (9 s
T jetT e Ele,e, (9)lg,w)+
<p log® plog® k 4 log(6~1) log k) 1/2
+ co
n
holds with probability at least 1 — §/2.
Proof: See Appendix E. ]

Since V, are (. are homogeneous in z, we obtain that the
third term in the right-hand side of (IV.14) is written as V,
and lower-bounded by

Vizll, .

1A
2 2

> Iv.15)
Similarly, the last term in the right-hand side of (IV.14) is
written as —(@), and lower-bounded by

Qllz
f% > f%. (IV.16)
2 2
Furthermore, by Lemmas 3 and 4, the condition in (IV.2)

implies that

V-Q>c30>0 (IV.17)

holds with probability 1 — ¢ for an absolute constant cs > 0.
Then we choose p so that it satisfies

Next, by plugging in the above estimates to (IV.14), we obtain
that, under the event in (IV.17), the conditions in (IV.11) and
(IV.12) imply

1 — (K—@)Hznm

" Z(wi)Jr + 5

>_7
; 2
=1
D o RS o
T T i+ T . i)+ T
=1 i=1
:’r}.

This lower bound implies (IV.13). Therefore we have shown
that the three conditions in (IV.10), (IV.11), and (IV.12) cannot
hold simultaneously. It remains to apply the claim to a special
case. R N

Let z = 3 — B,. Recall that both 3 and 3, are feasible
for the optimization problem in (1.4). Moreover, since 3 is
the maximizer, it follows that (8, 3) > (6, 3,), which implies
(8, z) > 0. Therefore the conditions in (IV.10) and (IV.12) are
satisfied with z substituted by Z. Since the three conditions
cannot be satisfied simultaneously, the condition in (IV.11)
cannot hold, i.e. z satisfies

A 2 1o
12,2 <p < o n+ EZ(wi)-i- :
=1

Since the noise vector w was arbitrary, (IV.18) holds for any
w. Furthermore, since the random processes in Lemma 3 and
Lemma 4 do not depend on the noise w, the conclusion of the
theorem applies to an adversarial noise without amplifying the
error probability. [ ]

Next, we use the following lemma to obtain a lower bound
on g in (IV.1).

Lemma 5: Let A C RP be of finite Gaussian measure and
g ~ Normal(0, I,,). Then we have

it ETalo) lgw)| > |/ 5Py € 4)

weSP~t

(IV.18)

and

sup ET4(g)(g, w)+ < /P{ge A}.

wesP~!
Proof: For an arbitrarily fixed ¢ > 0, let S, C RP denote
the set defined by

Sei={x e R?: [(x,w)| < €} .
Then we have

Elc(g)l{g, w)| > eElc(g)ls:(g)
=eE(lc(g) —Tc(g)ls.(9))
> eE(lc(g) — 1s.(9))
=c(P{geC}—-P{geS}) .

Moreover, since (g, w) ~ Normal(0, 1), P{g € S} is upper-

bounded by
€1 2 2
e 20y < \/7
e u <€ .
_e V2T o s
Iv.20)

(IV.19)

P{g € S} = P{l{g,w)| <€} =



By plugging in (IV.20) to (IV.19), we obtain

Elc(g)l(g, w)| > € (P{g €Ct- 6\/2) :

Since the parameter ¢ > 0 was arbitrary, one can we
maximize the right-hand side of (IV.21) with respect to €
to obtain the tightest lower bound. Note that the objective is
a concave quadratic function and the maximum is attained at
e = /m/8P{g € C}. This provides the lower bound in the
first assertion. Next, by the Cauchy-Schwarz inequality, we
obtain the upper bound in the second assertion as follows:

<VE(Talg \/ (g,w
— VETlg)y/ =

|

Finally, by applying Lemma 5 to each of the expectation
terms in o, we obtain a lower bound on g given by

7T ~
> min 4/ — P2 C;} — P C;i\C;
02 miny /o {g€C;} max {ge i\ J}

— P{gecC;\C;
?é?ﬁ\/ {g €C;\ (5}
™
> mi —Pp2{geC;}—2
= miny/ gz P 9 €6~ 2max

where the second inequality holds since C NC; = (C \Cj)

(C; \C ) for all j € [k]. This implies that (IL.4) is a sufﬁment
condition for (IV.2). Moreover, substituting o in (IV.3) by the
lower bound in (IV.22) provides (IL.5). This completes the
proof of Theorem 1.

Iv.21)

El4(g

P {g € CjA(?j} ,
(Iv.22)

A. Tightness of the lower bound on o

In (IV.22), we obtain a lower bound on ¢ by Lemma 5. We
show through the following example that the lower bound is
tight in terms of its dependence on P {g € C;} for j € [k].

Example 1: Let p = 2. Then C;\C; and C; \ C; are Lorentz
cones. Let fc;, 9C \G; and GC \C denote the angular width of

Cj, Cj \CJ, and C \ C; respectively. Furthermore, we assume
that

min P {g € C;} > maxP {g € C;AC; } (IV.23)

JEK]

In this case, the parameter g in Proposition 1 is expressed as

VA2 |2 (ecj ) A
min — sm —2 | —max —sin [ =2
I'(1) jelk] ™ 4 jelkl ™ 2

L. ch \C;
— max — Sin —_— .
jelk] ™ 2

When 6¢ is small enough, sin(f¢) = 6 holds by the Taylor
series approximation. Hence, there exists absolute constants
c1 > 0 and cg > 0 such that

— in P? - P C.AC;}
0= c1 min {9€Cj} c2 ax {g € C;AC;}

(IV.24)

This example shows that ¢ in Theorem 1 is tight in the sense
that the dominating term in both g and ( is proportional to the
squared probability measure of the smallest C;.

Let 0c; denote the angular width of C;. Without loss of
generality, we may assume that min ez fc; < 7. Furthermore,
the assumption in (IV.23) implies that the angular width of
C;AC; is at most 7 for all j € [k]. Therefore, the identity in
(IV.24) is obtained by applying the following lemma, proved
in Appendix B, to the infimum/supremum of expectation terms
in (IV.1).

Lemma 6: Let C be a polyhedral cone in R? and g ~
Normal(0, I5). Suppose that the angular width of C, denoted
by 6 satisfies 0 < f¢ < . Then we have

6
it Elelg)lig,w)| = 2@(%/2)%2 (%)
and
‘ _V2I(3/2) . (6
ub;lelgl Ele(g)(g, w)+ = T(?) sin (> .
Proof: See Appendix B. [ ]

V. DISCUSSION

As discussed in Section III, the proposed convex estimator
provides a comparable error bound relative to an oracle estima-
tor in the adversarial noise case. However, it does not provide
a consistent estimator with random noise. This inconsistency
arises due to the maximization of the correlation with the anchor
vector 6. Since the direction of the anchor vector does not
coincide with the ground truth, the convex estimator introduces
a bias. As a way to mitigate the bias in the convex estimator,
we propose the iterative anchored regression that recursively
refines the anchor vector to better align its direction with that
of the ground truth. We have demonstrated that the iterative
anchored regression empirically provides an exact recovery
of the ground-truth parameters in the presence of outliers.
Hence, it would be fruitful to pursue the theoretical analysis
of the iterative anchored regression, particularly in terms of its
behavior in the presence of outliers and random noise. Each
iteration solves a linear program, which costs O (((n + p)k)¢)
with ¢ =~ 2.38 as discussed in Section II-C. Therefore, the
per-iteration cost of the iterative anchored regression might
be higher than that of the alternating minimization, which is
O(nkp?). To further alleviate the computational cost of the
iterative version, one might consider warm-start strategies in
interior-point methods for linear programming (e.g. [23]).

APPENDIX

A. Proof of Lemma 1

For brevity, we introduce the shorthand notations

n

Aj = Z ﬂcj (Jﬁz)iﬂlibz, and bj = Z ]]C]. ($Z)y2$2

i=1 i=1



Then, since each C; is given by the intersection of (k — 1)
half-planes in RP, by [24, Theorem 2], it holds with probability
at least 1 — §/3 that

sup Z Te,(xi) —P(g €Cj)| <
J€lk] (A.1)
o \/1og<3/6> + kplog(n/p)
1 n )
which implies
ConTrmin < 3 Ve, (@) < Canfrmax, Vi € [K].  (A2)

i=1
Moreover, by [25, Theorem 5.7], with probability at least
1—4/3, we have

SUP  Amax (Z:c ) ) < Cy/an

T:|Z|<an s
provided
n > max < ’1og(3/5)> . (A3)
!
We also use the following claim: If
n > G54~ max(plog(n/p),log(3/4)),  (A4)

then it holds with probability 1 — ¢/3 that

f T
] lr‘ll'|>ﬂn (Z(B T;

i€

) > cenfBe. (A.5)

Proof of Claim: For an arbitrarily fixed 7' > 0, we have

fz &i,v)? > 7, VIC[n]:|Z|>Bn (A6
i€L
provided
N(v) *iﬂ 2 (m-)>nf@ (A7)
- {z:(x,v)2>T}\Li 9 .

i=1

Since {x : (x,v)? > T} is consists of two half-spaces in R?,
by [24, Theorem 2], there exists an absolute constant C; > 0,
for which it holds with probability at least 1 — ¢/3 that

EN('U) 2 1|EN('U)—C7\/p10g(n/p) + 10g(3/6)’ V'U c Spfl.
n n n
(A.8)
Moreover, due to [21, Lemma 15], we have
l[EN(v) =P ([{z,v)]*>T) >1—Vel. (A.9)
n

Plugging in (A.9) into (A.8) yields
EN(’U) 2 1— /6T07\/p10g(n/p) + 10g(3/5), You € Spfl.
n n

Then (A.7) is satisfied for all v € SP by T' = —2 and C5 =
(407) . |

Since (II.7) implies (A.3) and (A.4), combining the above
results provides that

< >\m1n<Ag) < )\max(A

C8n7rm1n = VJ € [k]a

j) < CQ”\/ Tmax

holds with probability 1 — ¢. Then the least squares solution
in (1.7) is written as 3; = A;lbj and satisfies

A2 (A
185 — ﬂj||2 2 )\rmnmi(AJ) H(wi>i:miecj ,
3/2 3/2
C10Mmin. (w3), C11T i (wn),
= m v)izx; €C; 2 T e i)izw,eC; -

(A.10)
Then taking a sum over j € [k] and maximizing over w
satisfying ||wl/s < 7', we obtain

3/2 4
C12T ’I]
sup Z”ﬁ*] 53”2 .

lwlloo <n’ j=1 max

This completes the proof.

B. Proof of Lemma 6

We first prove the first assertion. Since C is a cone, it follows
that g € C if and only g/||g||, € C. Moreover, Bayes’ rule
implies

Elc(g) (g, w)| =P {g € C}E[[(g,

Therefore we have

inf Elc(g)|(g,w)]
weS?t

w)l| geC].

. g g
— inf P C E : ¢
o, Pleect {”9”2 o '“’>‘ ol }
2 it g c0rellable ||| ]
m) V2I'(3/2) . bc {< g > ‘ ]
= VY2 inf E = ——ec(C|,
T2 wes 27 ||\l /| | Talz © L

where (a) holds since ||g||2 and g/||g||2 are independent and
(b) follows from E||g|, = v2I'(3/2)/T(2) and

ec}z

Then it remains to compute the expectation in (A.11). Below
we show that

Oc

g
P clCl=P{ —— —.
lgedy {92 o

[ | 4
inf E < g ,w> 9 eC| = —sin? (96
wes? [\ [lgll2 lgll2 — 1 b 2

A12)
and

[ 1 2 0
sup E < g ,w> g €C| =—sin (C
wes? L\ gll2 lgll2 Oc 2

(A.13)
Let 7 = {a,b} C S! satisfy that C is the conic hull of
T. Then let z be the unit vector obtained by normalizing
(a+b)/2. Then we have Z(a, z) = 0c/2 and Z(b, z) = ¢ /2.
Let ¢ : S' — R be defined by ¢(w) = Z(z,w). Since
the conditional expectation applies to |(g/||g||5, w)|, which
is invariant under the global sign change in w, it suffices to
consider w that satisfies 0 < ¢(w) < . Since g/||gl2 is



uniformly distributed on the unit sphere, the expectation term

in (A.12) is written as
$(w)+0c /2
e |l o =] - /.
P(w)—0c /2

It follows from the assumption on the range of d¢ and ¢(w)
that —7/2 < ¢(w) —0c/2 < wand 0 < p(w)+60c/2 < 37/2.
We proceed by separately considering the complementary
cases for (6¢, ¢(w)) given below.

1
Oc

g
lgll2

ol | cos 6|d .

Case 1: Suppose that

T Oc O =
— < — < —. .
3 P(w) — 2<¢>(w)+2_2 (A.15)
Then ¢(w) is constrained by
0<¢(w) <7/2—0c/2. (A.16)
Furthermore, the integral in (A.14) is rewritten as
p(w)+0c /2 d(w)+bc/2
/ | cos 0|do :/ cos 0df
b(w)—0c /2 d(w)—0c /2
0 0
= sin ((b(w) + ;) — sin ((b(w) - <
. (0c
= 2cos (¢(w)) sin 5 ) (A.17)

Since sin(6¢/2) > 0, the expression in (A.17) monotonically
decreases in ¢(w) for the interval given in (A.16). Thus
the maximum (resp. minimum) is attained as 2sin(f/2) at

B(w) = 0 (resp. 2sin?(fc/2) at p(w) = 7/2 — ¢ /2).

Case 2: Suppose that

T Oc w Oc 3w
—< - L= L <= (Al
5 So(w) -5 <5 <dlw)+ <5 (A.18)
Then ¢(w) satisfies
T T O
5** <ow) < 5+ (A.19)
and the integral in (A.14) reduces to
(w)+0c /2
/ | cos 6|d0
$(w)—0c /2
3 (w)+f
= / cos 0df — / cos 6d0
(w)-f 3
=2 —sin ((b(w) - 9;) — sin (qS(w) + 026)

C

9).

5 (A.20)

=2 — 2sin ($(w)) cos (

Since cos(f¢/2) > 0 for all f¢c € [0, 7], the maximum (resp.
minimum) is attained as 2sin*(6c/2) at ¢(w) = 7/2 — Oc /2
(resp. 4sin?(6¢/4) at ¢p(w) = 7/2).

Case 3: Suppose that
fc

5 < ¢(w) +

<

fc
5 (A21)

3
3 < o(w) - e

:)

Then we have

g + %C <pw)< T (A22)
and
¢(w)+0c/2
/ | cos 6]d6
¢(w)—0c /2
d(w)+6c/2

= / (—cos0)do
d(w)—bc/2

= sin <¢(w) — 926) — sin (gb('w) + 926)

6

(A.23)

—2 cos ¢(w) sin ?c .

The maximum (resp. minimum) of (A.23) is attained as
2sin(fc/2) at ¢(w) 7 (resp. 2sin?(fc/2) at ¢p(w) =
/24 0c/2).

By combining the results in the above three cases, we obtain
(A.12) and (A.13). Then substituting the expectation term in
(A.11) by (A.12) provides the first assertion.

Next we prove the second assertion. Similarly to (A.11), we
have

sup Elc,(g)(g,w)+
wes?!

= sup P{geC}E [||g||2-<|g ,w> geC]
wes! QH2
(@) g
= sup. P{geC}E[|gl-] [ ol C]
weS! g”
®) V2U(3/2) e < g w> 9 .
['(2)  est 27 lgll2""/ . ’

where (a) holds since ||g||2 and g/||g||2 are independent, (b)
follows from E||g|, = v2I'(3/2)/T(2), and

P{gEC}:P{gEC}:
lgll2
bc

If suffices to show that
2
<g ,w> eC :sin<) .
lgll2 n Oc 2
(A.24)

Since g/||g||2 is uniformly distributed on the unit sphere S'
and uy = (u + |u])/2 for all u € R, we have
g

; [<||g||2’w>+ ‘ C]

/¢(w)+0‘3/2 cosf + \cos@|d0
H(w)—0c/2 20c

< d(w)+0c /2

| cos0|dO + —
(e

Oc
om

max [E
weSt

g

)
1 o(w)+0c /2

I

1
()¢ /2 Oc ()~
lgll

)
Nzed
rel(ig) i)

0c/2

N = N =

H9H2

lgll2



As shown above, the first term in (A.25) is maximized at
¢(w) = 0 and the maximum is given in (A.13). Furthermore,
the second term in (A.25) is rewritten as

)+0c/2

/¢(w
d(w)—0c /2

= 2 cos ¢(w) sin (92(:) .

Since sin (6¢/2) > 0, the expression in (A.26) is a decreasing
function of ¢(w) € [0, 7]. Hence, the maximum is attained at
p(w) =0 as

(0N . (b
max 2 cos ¢p(w) sin <2> = 2sin <2> .

Since the two terms in (A.25) are maximized simultaneously,
by plugging in the above results to (A.24), the second assertion
is obtained.

(A.27)

C. Proof of Lemma 2

By construction, we have

1 [wl]3
— E w;x; ~ Normal [ O, 22Ip .
n n

i=1

Then, the concentration of the Euclidean norm of a standard
Gaussian vector guarantees, with probability at least 1 — /2,
that

(A.28)

< ”2 (VP + 10g(1/9))

2

E Wi

for some absolute constant C'. This implies the first bound in
(IL.11).

Next, we want to obtain an upper bound on the second term
in (I.11). By the variational characterization of the spectral

norm, we have
E w; ((zju)® —1)].
n
=1

Z wz T; i
(A.29)

For brevity, we introduce a shorthand notation to denote the
following random process

u:—Zw, ziu 1)

indexed by u € BY. Then, for u,u’ € B, we have

< sup
ueBh

Yo — Yy = Zwi(mi,u — )z, u+ ).

i=1
Therefore, we bound the subexponential norm of each summand
as

||wz<wla u — ul><wi7 u + ul> H¢'1

< will (i, w = u) g, - 20w+ wlly, S willu— ]l

cos 0df = sin <q5(w) + 9;) —sin (¢<w> B 92C>

Applying the Bernstein inequality (e.g. see [26, Theorem 2.8.1])
then yields

P ([Yu — Yurl = ¢ (VEwllallu — /2 + tw]loclu — w]l2))
< 2 eXp(it)a

(A.30)
for any ¢ > 0 and an absolute constant c. Then, the process
Y., has mixed tail increments (i.e, see [27, Equation 12]) with
respect to the metrics (dq, d2) where di(a,b) = ||w||~|la —
bl|2 and dz(a,b) = ||w]|2|la — b||2 for any a,b € BS. Hence,
applying [27, Corollary 5.2] with the bound on ~-functional
(i.e, see [27, Equation 4]) provides

sup [Ya|
ueB?

S ol ([ g N B8z, + /foa(175)

+ Jlw|l o </0 log N (BY, || - [|2,7)dn + log(l/5)>

b)

< Jlwll2(vp + V/10g(1/6)) + [|wl|oo (p + log(1/9)),
holds with probability at least 1—4/2 where (b) holds due to an
upper bound on the covering number N (B, |- |2, 1) < (3/n)?
(e.g. see [26, Example 8.1.11]). This implies the second bound
in (IL11).

D. Proof of Lemma 3

For any z satisfying ||z[|, , = 1, we have

V> min EV, — sup |V, —EV,]|.
llzll, 2=1 z€DB1 2

(A.31)

In what follows, we derive lower estimates of the summands
in the right-hand side of (A.31).

First, we derive a lower bound on miny . -1 EV;. Since
Z1,..., T, are iid. Normal(0, I,,), we have
EV,=E— ZZHC x;) ml,zJ|—[EZﬂc ) (g, z;)]
=1 j=1
2
=3 sl e, () (o:20)
2 B

where z = [z1; ...;

EV: > HZ||1,2j

2. Then EV is lower-bounded by
L, Elei(9) g, wil

Next, we show that (V, —EV.).ep, , is concentrated around
0 with high probability by using the following lemma.

Lemma 7: Suppose that A, ..., Ay be disjoint subsets in
RP. Let (U;)zeB, , be a random process defined by

n k
— %ZZ ﬂAj (.’Bi)<xi7zj>+

i=1 j=1

(A.32)

where x1,...,, are iid. Normal(0, I},). Then, for any § €
(0,1), there exists an absolute constant ¢ > 0 such that

plog® plog® k + log(6—1) log k

n

sup |U,
z€DB1 2

—EU,| <c¢ (
(A33)



holds with probability at least 1 — 6.
Proof: We first show that U, has sub-Gaussian increments
with respect to the £%_(/5)-norm, i.e.

102~ Uaily, § CBE [z, — (=)
z 2 lapy ~> \/ﬁ J/j=1 jj:l ego(z:l?))
(A.34
Since Aq, ..., A are disjoint, it follows that

1 n k
Us = Unl < =303 1, (@) [(@i, 25 - 25)|

i=1 j=1

/
< - z 11?;2(1@ | Ti, Zj — zj>| (A.35)
holds almost surely, where the last step follows from Holder’s
inequality. We proceed with the following lemma.
Lemma 8 ([28, Lemma 2.2.2]): Let g ~ Normal(0, I,) and

ay,...,ap € RP, Then

max [{(g,

log k 1l
jelk] o8 %?ﬁ”aj\l?

It follows from (A.35) and Lemma 8 that

1 n
— E max| i, Zj —
n je[k

U= — UZ’H¢2 <

Z)]

2

2
max| xTi, 25 — zj>|

17L
szl

P2
< Viogk ,
S maxllz -l
_ Vlogk H(z_)k B ,_)k
v 10527 el gy

where the second inequality follows from [26, Proposi-
tion 2.6.1].

Since U, has a sub-Gaussian increment as in (A.34), by [26,
Lemma 2.6.8], which says that centering does not harm the
sub-gaussianity, we also have

Uz = BUZ) = (Uzr — EU) |y,
1ogk k k
< . — (2
~ \/ﬁ H(zj)jzl (z])jzl ok (e7) : (A36)

Therefore Dudley’s inequality [29] applies to provide a tail
bound on the left-hand side of (A.33). Specifically it follows
from a version of Dudley’s inequality [26, Theorem 8.1.6] that

sup |U, — EU,| <
zEDB; 2

Viogk
Jn

(A37)

holds with probability at least 1 — 2 exp(—u?). Note that the
diameter term in (A.37) is trivially upper-bounded by

diam(By2) = sup

z— 2 <2,
o I llex_ (2

o
(/ \/log N (B2, I llex, (egy, m)dn + u diam (Bl}g)>
0

Moreover, since B1,2 C /pB1, where By denotes the unit ball
in /1, we have

/0 \/IOgN(Bl,27 -llx_(ezy» mdn

S/O \/logN(\/ﬁBl,||-||zg;,<eg),n)dn
< vplog®?

where the second inequality follows from Maurey’s empirical
method [30] (also see [31, Lemma 3.4]). By plugging in these
estimates to (A.37), we obtain that

(ploggplog5 k +log(6~1) log k‘) 1/2

plog”k,

sup |U, —EU,| <

z€DB1 2 n
holds with probability at least 1 — 4. ]
Note that Cy, . .., C are disjoint except on a boundary, which

corresponds to a set of measure zero. Since the standard multi-
variate normal distribution is absolutely continuous relative to
the Lebesgue measure, these null sets can be ignored in getting
a tail bound on the infimum of the random process (V;).en, ,-
Moreover, V, is written as V, = VI + V[, where '

n k
+._ %ZZHQ(%K%?%‘%

i=1j=1
and
1 n k
- . E Z Z ]]cj (:cl)<:1;l, —Zj>+ .
=1 j=1
Since (V')zeB,, and (V ).ep, , are in the form of (A.32),

by Lemma 7, we obtain that

sup V. —EVL| < sup |VF—

B2 z€DB1 2

[EV;| + sup ’V; — [EV;|

z€DB1 2

< <p10g plog® k +log(6~1) log k
~ n

(A.38)

holds with probability at least 1 — §/2.
Finally, the assertion is obtained by plugging in the above
estimates to (A.31).

E. Proof of Lemma 4
Note that @), is decomposed into

n k
1
Qz=— Z Z HQ\CJ () (s, 25)
i=1j=1
1 n k
+ n Z Z ]]cj\c (i) (@i, —2;)
i=1 j=1
(A.39)

Then the summands in the right-hand side of (A.39) are
respectively upper-bounded by

ST

m7,7zj>+

:\'—‘



and
n k
1 1

Q= n ZZ Teag, (@) (@i, —25) + -

i=1 j=1

We upper-bound sup,cp, , @, and sup,cp, , Q7 to get an
upper bound on sup,¢p, , @~ through (A.39) by the triangle
inequality. Specifically, we show that there exists an absolute
constant ¢ > 0 such that

swp Q< sup  Elgc (g)lg,w)s
llz]l, =1 jE[k],weSr—1 (ANl
te plog® plog® k +log(6~1) log k 12
n
(A.40)
and

sup Q) < sup [ET]C/\(?_(g)(g7w>Jr
l=ll,,.=1 jelkl,wesp—1 7

e (plog3plog5 k +log(6—1) logk> bz
n

hold simultaneously with probability at least 1 — 6/2.

Due to the symmetry, it suffices to show that (A.40) holds
with probability 1 — §/4. By the triangle inequality, it follows
that

sup EQ} + sup |Q, —EQ].

l=ll,,,=1 2&B1.2

sup Q) <

l=ll,,2=1

Then, similar to Lemma 3, we derive (A.40) through the con-
centration of the maximum deviation, that is, sup,¢p, , QL —
EQ’| and an upper bound on sup, ¢, , EQ’. The supremum
of the expectation is upper-bounded as

k
EQ, =E) Tgc,(9)(g zi)+
=1

k
< el T @90 3l
Moreover, since C~1, e ,5k are disjoint (except on a set of

measure zero), by Lemma 7, we obtain that

<p10g3plog5 k+1log(671) log k)
n

1/2

sup |Q} —EQ| S
zEB; 2

(A.41)
holds with probability at least 1 — /4. This provides the
assertion in (A.40).
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