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Near-Minimax Optimal Estimation With
Shallow ReLLU Neural Networks

Rahul Parhi

Abstract— We study the problem of estimating an unknown
function from noisy data using shallow ReLU neural networks.
The estimators we study minimize the sum of squared data-fitting
errors plus a regularization term proportional to the squared
Euclidean norm of the network weights. This minimization
corresponds to the common approach of training a neural
network with weight decay. We quantify the performance (mean-
squared error) of these neural network estimators when the
data-generating function belongs to the second-order Radon-
domain bounded variation space. This space of functions was
recently proposed as the natural function space associated with
shallow ReLU neural networks. We derive a minimax lower
bound for the estimation problem for this function space and
show that the neural network estimators are minimax optimal up
to logarithmic factors. This minimax rate is immune to the curse
of dimensionality. We quantify an explicit gap between neural
networks and linear methods (which include kernel methods)
by deriving a linear minimax lower bound for the estimation
problem, showing that linear methods necessarily suffer the curse
of dimensionality in this function space. As a result, this paper
sheds light on the phenomenon that neural networks seem to
break the curse of dimensionality.

Index Terms— Neural networks, ridge functions, sparsity, func-
tion approximation, nonparametric function estimation.

I. INTRODUCTION

HE fundamental building blocks of neural networks are
ridge functions. A ridge function is a multivariate func-
tion mapping R? — R of the form

x— p(w'z), =cR

where p : R — R is referred to as the profile of the ridge
function and w € R?\ {0} is referred to as the direction of
the ridge function.
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This paper studies the problem estimating functions from
noisy samples using shallow neural networks, which are
superpositions of ridge functions, of the form

K
fl@) = opplwiz—b), =R’ (1)
k=1

where the p : R — R is the activation function, K is the width
of the neural network, and, for £ = 1,..., K, v, € R\ {0}
and wy, € R?\ {0} are the weights of the neural network
and b, € R are the biases of the neural network. Throughout
the paper, we will focus on the rectified linear unit (ReLU)
activation function, p(z) = max{0, z}, which is widely used
in practice [28].

We consider the problem of nonparametric function esti-
mation where the goal is to estimate an unknown function
f:Q — R, where Q C R? is a bounded domain, from the
noisy samples

yTL:f(wTL)+57L)nzl)"'7N7 (2)

where the noise {,,})_; are i.i.d. Gaussian random variables
and {z,}_; C Q are the design points. We study the
performance of neural network estimators of the form in (1)
that minimize the objective of the sum of squared data-fitting
errors plus a regularization term proportional to the squared
Euclidean norm of the network weights. This minimization
corresponds to the common approach of gradient-based train-
ing of a neural network with weight decay [26]. That is,
training a neural network using gradient descent with weight
decay is simply gradient descent applied to this objective.

In order to quantify the performance of such estimators,
we consider cases in which f is an unknown function within a
known function space. To this end, we will consider functions
mapping 2 — R which belong to the Banach space of
functions of second-order bounded variation in the Radon
domain, denoted %’BVQ(Q). Our recent work in [35], [37]
proposed this Banach space as the “natural” function space
associated with shallow ReLLU networks. This space contains
several classical multivariate function spaces including certain
Sobolev spaces as well as certain spectral Barron spaces,
pioneered in the seminal work of Barron on approximation
and estimation using shallow sigmoidal networks [2].

It was first observed in [2] that neural network estimators
can be immune to the curse of dimensionality. This paper
sheds light on this phenomenon. % BVQ(Q) contains classical
multivariate function spaces including the L*- and L2-Sobolev
spaces of order d + 1, where d is the ambient dimension of
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the domain Q C R? It is classically known that this sort
of Sobolev-regularity is sufficient to overcome the curse of
dimensionality. On the other hand, % BV?(Q) also contains
functions that are much less regular. In particular, functions
with significant variation and irregularity, but only in a few
directions, also belong to % BV?(Q). For example, any ridge
function with a profile that has just its first two weak deriv-
atives in L?(Q) is included in 2 BV?(Q). This shows that
X BVQ(Q) may be regarded as a mixed variation space [12],
since it contains functions that are more regular in some
directions and less in others. This makes % BV?(Q) a com-
pelling framework for high-dimensional estimation. Moreover,
the neural network estimators we study are locally adaptive
to such mixed variation.

Our past work [35], [37] derives a neural network repre-
senter theorem which proves that shallow ReLLU networks are
solutions to data-fitting problems in % BV?(R%), the space
of functions defined on R of second-order bounded variation
in the Radon domain. Remarkably, this variational problem
can be recast as a finite-dimensional neural network training
problem where the regularization corresponds to training a
shallow ReLU network with weight decay. This is the reason
we view these spaces as the natural function space of shallow
ReLU networks. This connection is reminiscent of the classical
reproducing kernel Hilbert space (RKHS) representer theorem
which says that kernel machines are solutions to data-fitting
variational problems over the associated RKHS, although
the neural network variational problem is posed over a
(non-Hilbertian) Banach space.

We summarize the contributions of this paper below.

1) We first discuss how to define Z BV?(Q), where Q C
R? is a bounded domain, while preserving a representer
theorem for shallow ReLU networks. This implies that
data-fitting with functions in %2 BV?(Q) can be recast
as a finite-dimensional neural network training problem
that may be solved using gradient-descent with weight
decay. This result sets the stage for discussing approxi-
mation and estimation error for functions in Z BV?(Q).

2) We relate Z BV?(£2) spaces to previously studied func-
tion spaces related to shallow neural networks. In par-
ticular, we show that Z BV*(1) is exactly the same (in
the sense of equivalent Banach spaces) as the so-called
variation space associated to shallow ReLU networks
that has been studied by a number of authors [1], [27],
[31], [43]. This provides a novel analytic characteriza-
tion of this space. Using this characterization, we can
apply previously derived optimal approximation rates
for functions from the variation space [1], [44] to char-
acterize the optimal approximation rates for functions
in 2 BV?(Q). The approximation rate (with respect to
the L°°(2)-norm) is K~ , where K is the number
of neurons in the approximant. Remarkably, this rate is
immune to the curse of dimensionality, as it tends to
K~1/2 as d — co. We also show that ZBV?(Q) is
larger than the second-order spectral Barron space.

3) We show that a shallow ReLU network that mini-
mizes the sum of squared data-fitting errors plus a
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regularization term proportional to the sum of squared
weights (i.e., training a shallow ReLU network with
weight decay to a global minimizer) is a minimax opti-
mal (up to logarithmic factors) estimator when the data
are generated according to (2), where f € ZBV?(Q).
The minimax rate of the mean-squared error is, up to
logarithmic factors, N 7%. Remarkably, this rate is
immune to the curse of dimensionality, as it tends to
N2 as d — .

4) Using the results of this paper, we show that there
is a fundamental gap between neural networks and
more classical linear methods (which include kernel
methods). In particular, we use ridgelet analysis to derive
a minimax lower bound for the estimation problem when
restricted to linear estimatorsg. We find that the linear
minimax lower bound is N~ @+3, which suffers the curse
of dimensionality as d — oo. This result says that
linear methods are suboptimal for estimating functions
in ZBV?(Q). We also show this gap qualitatively via
numerical experiments.

A. Related Work

There is a large body of work regarding the problem
of statistical estimation with ridge functions, under many
different names, including projection pursuit regression [17],
ridgelet shrinkage [8], and, of course, estimation with neural
networks [2]. The last few years have led to a number of
related works that consider the problem of minimax estima-
tion with neural networks [18], [20], [24], [41], [47]. These
works fall into two categories: 1) they consider the problem
of estimating a function that is explicitly synthesized from
a dictionary of neurons; 2) they consider the problem of
estimating a function from a particular (classical) space of
functions (e.g., Holder, Sobolev, Besov, etc.). Moreover, the
procedures for actually constructing the estimators in these
works usually involve greedy algorithms and do not corre-
spond to how neural networks are actually trained in practice.
The work of this paper is different from these past works in
that we consider the problem of estimating functions from
a new, not classical, function space, %’BVQ(Q), and study
the performance of estimators that correspond to solutions
to problem of training shallow ReLU networks with weight
decay, a common regularization scheme used when training
neural networks in practice.

B. Roadmap

In Section II we introduce notation used in the remainder
of the paper. In Section III we introduce relevant results
from our previous work [35], [37]. In Section IV we discuss
how to define ZBV?(Q) where Q@ C R? is a bounded
domain and derive a new representer theorem for shallow
ReLU networks by considering variational problems over
ZBV?(Q). In Section V we relate ZBV?(Q) to previ-
ously studied function spaces associated to shallow networks.
In Section VI we derive optimal approximation rates for
functions in % BV?(£2), where the approximants are shallow
ReLU networks. In Section VII we show that shallow ReLU
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network estimators are minimax optimal (up to logarithmic
factors) for estimating functions in % BV?(Q). In Section VIII
we show that there is a fundamental gap between neural
networks and linear methods (including kernel methods).

II. PRELIMINARIES AND NOTATION

Let LP(2) denote the usual Lebesgue space, where € is a
domain (either bounded or unbounded). This space is a Banach
space when equipped with the norm

1/p
HfHLP(Q) — </Q|f(a:)|Pdw) , 1<p<oo,
[l fllzo<(q) = esssup|f(x)|, p = ooc.
xe)

When we do not specify the underlying measure, it will
correspond to the Haar measure of €2 (e.g., Lebesgue measure
when Q = R? or the surface measure when Q = S% !, the
surface of the Euclidean sphere in R?). When we do specify
a particular measure, say p, we will write LP($; p).

We will also work with the Banach space of finite Radon
measures on 2, denoted M (£2). The norm |[|-[| p¢(q) is exactly
the fotal variation norm (in the sense of measures). We can
view this space as a subspace of distributions (generalized
functions) on Q. The space M(f2) may be regarded as a
“generalization” of L!(Q) in the sense that if f € L'(Q),
I fllzr ) = Ifllatce), but M(Q) is a strictly larger space that
also contains the shifted Dirac impulses 0(- — @¢), xo € Q,
such that |[0(- — o)||ar) = 1. We also remark that the
M-norm is the continuous-domain analogue of the ¢!-norm.
We refer the reader to [15, Chapter 7] for more details about
this space.

We will also use the notation ay < by to mean there exists
a constant C' (independent of N) such that ay < C'by, any 2
by to mean by < ap, and ay < by to mean ay < by
and ay 2 by. We will also subscript <, 2, and < with any

~? A~

parameters that the implicit constant depends on.

III. SHALLOW NEURAL NETWORKS, SPLINES,
AND VARIATIONAL METHODS

In this section we will discuss relevant results from our prior
work in [35] and [37], making connections between shallow
neural networks, splines, and variational methods. Our work
in [35] proved a representer theorem for single-hidden layer
ReLU networks with scalar outputs by considering variational
problems over the space of functions of second-order bounded
variation in the Radon domain. The Radon transform of a
function f : R? — R is given by

w0 = [

{zyTx=t}

fx)ds(z), (v,1) € ST xR,

where s denotes the (d — 1)-dimensional Lebesgue measure
on the hyperplane {x : 4"« = t}. The Radon domain is
parameterized by a direction v € S?~! and an offset t € R.
When working with the Radon transform of functions defined
on R?, the following ramp filter arises in the Radon inversion
formula

AT = (-0
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where 0; denotes the partial derivative with respect to the
offset variable, ¢, of the Radon domain and fractional powers
are defined in terms of Riesz potentials. The space of functions
of second-order bounded variation in the Radon domain is then
given by

ZBV2(RY) = {f € LYR?Y) : ZTV(f) <o}, (3)
where L>-!(R?) is the Banach space' of functions mapping
R? — R of at most linear growth and

ATV (f) = Cd||3t2Ad71'@fHM(sdflxR) @)

denotes the second-order total variation of a function in the
offset variable of the (filtered) Radon domain, where cgl =
2(27)?~! is a dimension-dependant constant that arises when
working with the Radon transform. Note that all the operators
that appear in (4) must be understood in the distributional
sense. We refer the reader to [35, Section 3] for more details.

The % TV?-seminorm was first proposed in [33] and stud-
ied in extensive detail in [35] and [37]. When equipped with
the norm

d
£l mve@ay = ZTV2(f) +£(0) + > |f(ex) — f(0)],
k=1

where {ej, }¢_, denotes the canonical basis of R?, Z BV*(R¢)
is a Banach space [37, Lemma 2.4]. In particular, it is a Banach
space with a sparsity-promoting norm as % TVQ(-) is defined
via an M-norm. The terms | f(0)| +ZZ:1|f(ek) — f(0)] that
appear in the above display impose a norm on the null space
of # TVQ('), which corresponds to affine functions on R?,
and is an upper bound on the Lipschitz constant of the affine
portion of f.

Intuitively, the TV?-seminorm measures sparsity of sec-
ond derivatives in the Radon domain. The Radon transform
naturally arises when working with ridge functions. In partic-
ular, the second derivative of the (filtered) Radon transform
of a ReLU ridge function is essentially a Dirac impulse
located at the weight and bias of the ReLLU ridge function [35,
Lemma 17]. This arises due to the fact that in the univariate
case, the second derivative of the ReLL.U is a Dirac impulse.
Thus, the seminorm in (4) favors ReLU ridge functions and
so functions in 2 BV?(R?) with small 2 TV?>-seminorm will
typically take the form of a sparse superposition of ReLU ridge
functions. We now state the main result of [35].

Proposition 1 (Special Case of [35, Theorem 1]): Let
(-,-) : Rx R — R be a strictly convex, coercive, and
lower-semicontinuous in its second argument loss function
and let A > 0 be an adjustable regularization parameter. Then,
for any data {(x,,,y,)}2_; C R? x R, there exists a solution
to the variational problem

N

D llyn, fln) + X ZTVE(F)  (5)

mir%
7 d
FERBV?(RY) “—

"t is a Banach space when equipped with the norm |f|lco,1 =
ess supg cga |f(®)|(1+ [l2[2) .
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that takes the form of a shallow ReLU network plus an affine
function. In particular, it takes the form

K
s(x) = ka plwix —by) +c'x+co, R (6)
k=1

where K < N — (d + 1), p is the ReLU, w;, € S 1, v, €
R\ {0}, by €R, c € RY, and ¢y € R.

We remark that the affine function that appears in (6) is
known as a skip connection in neural network parlance [19].
In other words, (6) is a shallow ReLU network with a skip
connection.

A. Shallow Neural Networks and Splines

When d = 1, the space ZBV?*(R%) is the classical
second-order bounded variation space

BVZR) = {f:R—R: TV(f) < o0},

where

TV(f) = HD2f||M(R)

is the second-order total variation of a function
f + R — R, where D is the (distributional) derivative
operator [35, Section 5.1]. In this case, the result of
Proposition 1 recovers the classical representer theorem
for locally adaptive linear splines, which dates back to
the 1970s [14], [29], [48]. Moreover, we also have that
R TV?(f) = TV3(f) [35, Section 5.1].

B. Connections to Neural Network Training

We view Z BV? (R9) as the natural function space associ-
ated with shallow ReLU networks since the problem in (5) can
be recast as a finite-dimensional neural network training prob-
lem that corresponds to training a sufficiently wide shallow
ReLU network (with a skip connection) with weight decay
or with the so-called “path-norm” regularizer. In particular,
consider the shallow ReLLU network with a skip connection:

K
fo(z) = ka plwix —by) + 'z + co,
k=1
where 0 denotes the parameters of the neural network, i.e.,
{vg, wy, bk}szl, c and c¢g. Then, it was shown in [35, Theo-
rem 8] that, the solutions to either of the following (equivalent)
finite-dimensional neural network training problems

N A K
. 2 2
gggn:1€<yn,fe(xn>>+§;|vk| +lwil3 @
N K
gggme(yn,fe(wn))+A;|vk|||wk||2 ®)

where © = RM is the parameter space and M is the total
number of scalar parameters of network, are solutions to the
variational problem in (5), so long as K > N — (d + 1).
The problem in (7) corresponds to training a shallow ReLU
network with weight decay [26] and the problem in (8)
corresponds to training a neural network with path-norm
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regularization [32]. Therefore, the above says that trained?
shallow ReLU networks are “optimal” with respect to the
space Z BV?(R?). This result follows from the fact that

K
ATV (fo) = D _|vkl|welz2, ®
k=1

which can be viewed as a kind of ¢!-norm, giving insight
into the sparsity promoting nature of the % TV?>-seminorm on
neural network parameters.® Moreover, this result also gives
insight into the sparsity-promoting nature of training a shallow
ReLU network with weight decay. We refer the reader to [35]
for more details about recasting the problem in (5) as the
problems in (7) and (8), the equivalence of (7) and (8), and
the derivation of the equality in (9).

This result also says, in the univariate case, that the function
learned by training a sufficiently wide ReLU network with
weight decay or with path-norm regularization on data is a
locally adaptive linear spline [34], [40].

IV. THE Z BV2-SPACE ON A BOUNDED DOMAIN

In approximation theory and nonparametric function esti-
mation it is common to quantify error with respect to the
LP(Q)-norm, 1 < p < oo, where  C R? is a bounded
domain. Therefore, we are interested in working with the
X BVQ-Space defined on a bounded domain. In this section we
will define the BVQ—space on a bounded domain while still
maintaining a similar representer theorem as in 2 BV?(R%).

We can define the % BV?-space on a bounded domain
) C R? using the standard approach of considering restric-
tions of functions in % BV?(R?). This provides the following
definition:

ZBV*(Q) = {f € 2'(Q): 3g € ZBV*(RY)s.t. g, = f},

where 27(Q2) denotes the space of distributions (generalized
functions) on €2. Similarly, we can define the second-order
total variation in the Radon domain of a function f defined
on a bounded domain 2 C R%:

RTVH(f) =

inf  ZTV*(g) st. glo=Ff (10)

gEA BV? (RY)
This gives an alternative characterization of Z BV?*(Q) as

ZBV2(Q)={fe€2'(Q): ZTVEH(f) < oo}

We also remark that since % BV?(R?) is a Banach space,

4 BVQ(Q) is also a Banach space. In particular, it is a Banach
space when equipped with the norm

inf

P lamveqey = _ink,

)HQH?ZBVZ(]RFI) st. glg=f.

2 Assuming that the network is trained to a global minimizer.

3The equality in (9) assumes that the neural network is written in reduced
form, i.e., the weight bias pairs (wy,bx) k = 1,..., K are unique up to
certain symmetries. See [35] for more details.
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A. Extensions From ZBV? () to ZBV? (RY)

In this section we will discuss how to identify functions in
2 BV?(Q) with functions in Z BV?(R?), where Q C R? is
a bounded domain.

Lemma 2: Let Q C R? be a bounded domain. Given f &
ZBV?(Q), there exists an extension fe: € Z BV?(R?) that
admits an integral representation

fext(x) = / plwTx —b) dp(w,b) + c¢'x + co,
S4-1xR
such that supp u C Zq, where Zq is the set
{z=(w,b) €SI xR: {z: wlx =0} NQ# T},
Y

where A denotes the closure of the set A. This extension has
the property that fe|, = f and

BTV =R TV? (o) =1l pasa-1xm) = | 1 20l ma(20) -

The set Zo simply excludes ReLU functions that are lin-
ear functions (no activation threshold) when restricted to €).
The proof of Lemma 2 relies on several properties of the
space Z BV? (R4) from our previous work in [35]. We intro-
duce the relevant background and then prove Lemma 2 in
Appendix A.

Remark 3: When

Q=B ={xcR?: ||z|2 <1}, (12)

the Euclidean unit ball in R?, we have that Zg from (11) is
exactly
Zg =St x[~1,1].

Therefore, from Lemma 2, we can identify functions in f €
ZBV?(BY) with integral representations of the form

flx) = / plwTx —b) dp(w,b) + "z + co,
Sd-1x[1,1]

where x € BY.

Remark 4: Similar to the discussion in Section III-A,
when d = 1, the space ZBV?(B?) is exactly the clas-
sical second-order bounded variation spaces defined on
[—1,1]:

BV?[-1,1) = {f: [-L1] - R: TV, ,(f) < oo},

where

TV[Q,Ll](f) = ||D2fHM[71,1]’

where we recall that D is the (distributional) derivative
operator. Moreover, we also have that %TV[Q_M] (f)y =

TVE 1 1y(f)-

B. A Representer Theorem in 2 BV?(Q)

We will now discuss a representer theorem for functions
in ZBV?(2), where @ ¢ R? is a bounded domain. For
simplicity we will suppose that = B¢ as defined in (12).
Similar results as those stated in the sequel can be derived
for more general bounded domains 2 C RY. We have the
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following new representer theorem for data-fitting variational
problems over Z BV?(B%).

Theorem 5: Let £(-,-) : R x R — R be a strictly convex,
coercive, and lower-semicontinuous loss function and let A >
0 be an adjustable regularization parameter. Then, for any
data {(xn,y,)}N_; C B¢ x R, there exists a solution to the
variational problem

N

Z [(ym f(mn)) + A '@TVIQB‘IZ (f)

n=1

min

13
feZBV2(BY) (13)

that takes the form of a shallow ReLU network with a skip
connection. In particular, it takes the form

K
s(x) = ka plwie —by) +c'x+co, xecBY, (14)
k=1

where K < N — (d + 1), p is the ReLU, w;, € S, v, €
R\ {0}, by € [-1,1], ¢ € R% and ¢ € R.

Just as in Section III-B, we view % BV?*(B¢) is the natural
function space associated with shallow ReLLU networks since
the problem in (13) can also be recast as a finite-dimensional
neural network training problem that corresponds to training a
sufficiently wide shallow ReLU network (with a skip connec-
tion) with weight decay or with path-norm regularization as
in (7) and (8) with the additional restriction that the activation
thresholds of the neurons stay within IB%‘li. Moreover, similar
to (9) we have in this case that*

K
RTVE(fo) =D |villlwg]2- (15)
k=1

V. ZBV?(Q) AND PREVIOUSLY STUDIED SPACES

Understanding the properties of shallow neural networks
has received much attention since the 1990s starting with
the seminal work of Barron [2] in which he studied the
approximation properties of shallow sigmoidal networks in the
so-called first-order spectral Barron space. The fundamental
idea is to consider functions that are synthesized from contin-
uously many neurons. Such functions can be expressed as an
integral of a neural activation function against a finite (Radon)
measure. This idea was adopted by a number of authors in
the study of the so-called variation spaces of shallow neural
networks [1], [27], [31], [43].

In this section we will discuss how % BV?(Q) is related
to previously studied function spaces, including the varia-
tion spaces. For simplicity we will suppose that = B¢
as defined in (12). Similar results as those stated in the
sequel can be derived for more general bounded domains
Q Cc R

A. Variation Spaces

Following the setup from [43], in the case of shallow ReL.U
networks, the associated variation space for functions defined

4Just as in (9), the equality in (15) holds assuming the neural network is
written in reduced form.
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on BY is defined as

72(BY) :—{f B¢ - R:

f=

Sd-1x[-2,2]

p(w'(-) —b) du(w,b)},

where p is the ReLU and p1 € M(S?~1 x [~2, 2]). The reason
for integrating the b variable over [—2,2] is so that affine
functions can be captured by this space (see [43, Section 3]
for more details). This space is known to be a Banach space
(see [43]) when equipped with the norm

Hf”"l/z(]E‘f') = HMHM(S"*X%Q,Q])

inf
HEM(S4—1x[—2,2])
st f = / p(w™ () = b) dpa(w, ).
§d—1x[—2,2]

We will now show that 2 BV?(B¢) and #2(B¢) are in fact the
same space, providing more evidence that % BV? (BY) is the
natural function space associated to shallow ReLU networks.
Theorem 6: ZBV?(BY) and ¥2(BY) are equivalent
Banach spaces (i.e., Banach spaces with equivalent norms).
Proof: Given f € 72(B¢), we have the representation

f@)= [ p(wTe — b)du(w,b).  (16)
Sd-1x[-2,2]

Given g € ZBV?*(B{), we have from Remark 3 the
representation

g(x) = / plwTx —b)dp(w,b) + c'x + co.
Sd—1x[~1,1]

Clearly we can represent any function in #?2(BY) with
the representation of % BV? (B¢) and vice-versa. Therefore,
ZBV?(B}) = #2(B{). To see why the norms are equivalent,
note that the only difference between the norms is how they
handle the null space of the %ZTVga.(-) seminorm. Since
this null space is the space of affine functions, which is
finite-dimensional combined with the fact that all norms are
equivalent on finite-dimensional spaces, we have that the
norms ||| pvz(gay and [|-[|y2(re) are equivalent. O

B. Spectral Barron Spaces

The spectral Barron spaces were first studied by Barron
in [2]. These spaces are defined by

B°(BY) = 7' (BY) . inf E/?‘ <00y,
(B1) [ 7'(BY) et L1z
9\3%=f

where 2'(B¢) denotes the space of distributions (generalized
functions) on R?, ~ denotes the (generalized) Fourier transform
and A denotes the (weak) Laplacian operator where fractional
powers are defined in terms of Riesz potentials.

Barron studied the first-order spectral Barron space, %' (B¢)
in his seminal work about approximation and estimation
with shallow sigmoidal networks in [2]. The higher-order
variants were studied by a number of authors [25], [36],
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[43], [52]. In particular, it was shown in [25] that
A%(BY) C 7%(BY). Therefore, by Theorem 6, we have that

B2 (BY) ¢ Z#BV*(BY).

C. Sobolev Spaces

ZBV?(BY) also contains the classical L'- and L2-Sobolev
spaces of order d + 1. Let Q C R? be a domain (either
bounded or unbounded) and recall the Sobolev space W ((2)
of functions in LP(2) with all (weak) derivatives up to and
including order k also in L?(2). This is a Banach space when
equipped with the norm

1/p

D% ey |

lo| <k

I fllwer) =

where o = (a1, ..., 0aq) € N4, |a| = a3 + - + oy, and 9%

is the usual multi-index notation for mixed partial derivatives.

When p = 2, Wk2(Q) is a Hilbert space and we write

H¥(Q) for W*2(€)). The following theorem summarizes the

relationship between Sobolev spaces and % BV?(BY).
Theorem 7: Given f € H Y (BY),

‘%TVIQB‘f(f) Sa lfllwarrgay Sa llfllgavisey,

where we recall that <; means the implicit constant depends
on d. In particular, the above display says that H4+1(BY) C
WL BY) ¢ ZBV(BY).

The proof of Theorem 7 appears in Appendix C. We also
remark that in order to generalize Theorem 7 to more general
bounded domains 2 C R? requires that the boundary of € is
sufficiently nice. It suffices that {2 has Lipschitz boundary.

D. Observations

The result of Theorem 7 says that very regular functions
(those with d + 1 derivatives in either L' (B¢) or L?(B¢)) are
contained in 2 BV?(B%). On the other hand, functions that are
not very regular are also in % BV? (B¢). For example, take any
univariate function g € H?(R) and use it as the profile of a
ridge function

flx)=g(w'x), = cBf, (17)

where w € S If g has only has two weak derivatives,
then the function f is in Z BV?(B¢) and H?(B%), but not in
H*Y(BY). Although this function may not be very regular,
it only varies in the direction w € S?~!. This shows that
ZBV?(BY) can be viewed as a mixed variation space [12] in
that it includes highly regular functions that are very isotropic,
e.g., functions from the Sobolev space HYt1(B¢) or less
regular functions that are highly anisotropic, e.g., the ridge
function in (17).

V1. APPROXIMATION RATES IN % BV?(Q)

A well-known result in approximation theory, first due to
Maurey and Pisier [38], is that given a dictionary of atoms
contained in a Hilbert space ‘H, the closure (with respect to the
topology of ‘H) of the convex, symmetric hull of the dictionary
is immune to the curse of dimensionality [2], [3], [11], [22],
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[38]. This means that given a function f in the closure of
the convex, symmetric hull of the dictionary, there exists a
K-term superposition of atoms from the dictionary fr such
that ||f — fr|l% < K~'/2, which does not depend on the
input dimension of the function. This fact was fundamental to
the approximation rates (which do not grow with the input
dimension) derived for functions belonging to the spectral
Barron spaces (first studied by Barron in [2]).

It turns out that the unit-ball in the variation spaces of
shallow neural networks can be characterized by the closure of
the convex, symmetric hull of a dictionary of neural activation
functions and are therefore also immune to the curse of
dimensionality [1], [43]. We will use results from [1], [43] to
readily derive approximation rates for functions in % BV? ()
that are immune to the curse of dimensionality. For simplicity
we will suppose that 2 = B¢ as defined in (12). Similar results
as those stated in the sequel can be derived for more general
bounded domains 2 C R

Theorem 8: Given f € #BV?(BY), there exists a shallow
ReLU network (with a skip connection) with K neurons of
the form in (14), denoted fx, such that

_d+3

1f = frllLe@e) Sd %’TV]QBg(f)K 2.

Proof: Given f € ZBV?*(B?), we have from Remark 3
the representation

flx) = / plwTx —b) dp(w,b) + 'z + co.
Sd-1x[-1,1]

It is known that the integral in the above display can be
approximated in L°°(B{) by a superposition of K ReLU
neurons of the form x — p(w'z —b), w € S and
b € [—1,1], denoted fx, with an approximation rate of

We refer the reader to [30] and [1, Proposition 1] for this
fact. Next, since ||| pqsa-1x[—1,1)) = %’TVéf,(f), the result
follows by choosing fx () == fx(z) + c @ + co. O

Remark 9: The approximation rate in Theorem 8 cannot be
improved. We refer the reader to [44] for approximation lower
bounds in the variation spaces of shallow neural networks.
We also remark that since Theorem 8 holds in L>°(B¢), it also
holds for any LP(B{), 1 < p < 0o, where the implicit constant
will depend on d and p.

Remark 10: As d — oo, Theorem 8 and Remark 9 says
that the approximation rate is K /2 and is therefore immune
to the curse of dimensionality.

/ p(wT () — b dpu(w, b) — Fc
Sa-1x[—1,1]

L= (BY)
_dis
Sa Il msa-1x[—1,1)) 20

VII. FUNCTION ESTIMATION IN Z BV?(Q)

In this section we will consider the usual setup of non-
parametric regression in the fixed design setting. Consider the
problem of estimating a function f € ZBV?() from the
noisy samples

yn:f(wn)+€na TL:].,...,N,
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where {e,}_, are iid. N(0,02) random variables and
{z,}N_, C Q are fixed, but scattered, design points. For
simplicity we will suppose that Q = B¢ as defined in (12).
Similar results as those stated in the sequel can be derived for
more general bounded domains 2 C RY,

Theorem 11: Consider the problem of estimating a function
f € ZBV*(BY) such that ZTVa.(f) < C from the noisy
samples '

yn:f(wn)+€na TL:].,...,N,

where {e,}_, are iid. N(0,02) random variables and
{z,}N_; C B are fixed design points. Then, any solution
to the variational problem

N

fe argmin Y |y, — f(za)*st. ZTVE(f) < C
FERBV2(BY) =y '
(18)

has a mean-squared error bound of

N\ 2dd+33
- o I+
Sd 0<CQ“"+3 (p) )

19)

2
E

1< =
7 2| /(@) = Fle)

where 5() hides universal constants and logarithmic factors,
where the only random variables in the expectation above are
the noise terms {e, }2_;.

Remark 12: Notice that as d — oo, we have that C 3048
C and so the bound scales linearly with the constant C.
The proof of Theorem 11 follows standard techniques (see,
e.g., [49, Chapter 9] or [51, Chapter 13]) based on the metric
entropy of the model class

{f € ZBV*(BY) : ZTV;u(f) < C} (20)

with respect to the empirical L?>-norm defined with respect to
the sampling locations {zx,, })\_;

N

1713 = 5 Dol @1
n=1

We use our approximation rate Section VI to upper bound

this metric entropy. The proof of Theorem 11 appears in

Appendix D.

Remark 13: Computing an estimator that satisfies the
bound in (19) requires finding a solution to the variational
problem in (18). By Theorem 5, one can find a solution to
the variational problem by training a sufficiently wide shallow
ReLU network via gradient descent with weight decay (to
a global minimizer). This is the same as finding a solution
to the non-convex neural network training problem in (7),
where, by Lagrange calculus, the choice of \ depends on
C and the data through the data-fitting term. An alternative
approach would be to the use greedy algorithms (also known
as Frank—Wolfe algorithms) [1], [16], [22], [45].

Remark 14: Since when d = 1, ZBV?(B{) is exactly the
space BV?[—1, 1] (see the discussion in Section IV), the result
of Theorem 11 recovers the well-known mean-squared error
rate of N~/ of locally adaptive linear spline estimators [29].
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The result of Theorem 11 can be extended from the fixed
design setting to the random design setting using standard
techniques (see, e.g., [51, Chapter 14]). In particular, assuming
the design points {z,})_; C B¢ are i.i.d. uniform random
variables on IB%il, we can use the techniques outlined in
[51, Chapter 14] to derive the same mean-squared error rate
(for sufficiently large N) with respect to ||-|| p2(ga,p ), Where
Px denotes the uniform probability measure on B¢. This fol-
lows from the fact that the empirical norm ||-|| 5 concentrates
to the population norm ||| ,1(ga;p,) at the same rate as the
right-hand side of (19) [51, Chapter 14, Corollary 14.15].
Therefore, we have the following corollary to Theorem 11.

Corollary 15: Consider the problem of estimating a func-
tion f : B{ — R satisfying %’TV?B%(f) <C

Yn = f(xn) +en,n=1,... N,

where {e,}Y_, are iid. N(0,02) random variables and
{z,}N_; C B{ are i.i.d. uniform random variables on BY.
Then, for sufficiently large /N, any solution to the variational
problem

N

argmin Z|yn — f(zn)|?st. ZTVZ.(f) < C
JeRBV(B]) 121 1

fe
has a mean-squared error bound of

Bl 7]
f= L2(Bf;Px)

NNES S
~ 2d 2d4: 2d+:
<d 0(0% (?) + (5) )

where 5() hides universal constants and logarithmic factors,
C’" > 0 is a constant that depends on C, and Px denotes the
uniform probability measure on B{.

Remark 16: Corollary 15 also provides an upper bound on
the sampling number for the % BV?(B¢) model class when
o — 0. We refer the reader to [4] for a precise definition of
sampling numbers for model classes.

The following theorem shows that this mean-squared error
rate cannot be improved. In other words, the rate in Theo-
rem 11 is (up to logarithmic factors) minimax optimal.

Theorem 17: Consider the problem of estimating a function
f: BY — R satisfying ZTVZ.(f) < C from the noisy
samples '

2

yn:f(wn)+€na TL:].,...,N,

where {g,}V_; are ii.d. N(0,0?) random variables. Then,
we have the following minimax lower bound
inf sup

_ d+3
EHf ﬂ 2 > ( N ) o
- Zd | =3 ;
F reaBV?(BY) L?(BfPx) o

%TV;,{( <L
where the inf is over all functions of the data and Px denotes
the uniform probability measure on BY.

The proof of Theorem 17 invokes a general result of Yang
and Barron [53] regarding minimax rates over model classes.
Invoking the result involves bounds on the L?(B{; P x )-metric
entropy of the model class in (20). We can readily bound this
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metric entropy due to recent results which tightly bound the
metric entropy of model classes in the variation space 7%(B¢)
from [44]. The proof of Theorem 17 appears in Appendix E.

A. Breaking the Curse of Dimensionality

When d = 1, Theorems 11 and 17 recovers (up to loga-
rithmic factors) the well-known minimax rate of N~%/5 for
BV?[—1, 1] model classes [13]. On the other hand, when d —
0, the rate approaches (up to logarithmic factors) N~'/2, and
is therefore immune to the curse of dimensionality. To under-
stand why this is happening, we recall from Section V-D that
Z#BV?(B{) can be viewed as a mixed variation space.

Classical folklore in nonparametric statistics says that the
minimax rate for H*(B¢) model classes is N ~2t%a. From
Theorem 7, we have that Ht'(B{) ¢ % BV?*(Bf). The
minimax rate for H%(BY) model classes is then N~ 37%2 .
As d — oo, this rate is N~2/3. Therefore, we see that the
space H4t1(B¢) is also immune to the curse of dimensional-
ity, but estimating functions in H*!(IB¢) is strictly easier than
estimating functions in the larger Z BV?(B{) space. This is
due to the fact that 22 BV?(B¢) is a mixed variation space that
contains highly isotropically regular functions that belong to
the Sobolev space H4+1(B¢) as well as anistropic less regular
functions such as the ridge function defined in (17), which may
only have two weak derivatives.

These observations about % BV?(B¢) make it a compelling
framework for high-dimensional nonparametric estimation.
Moreover, the connections with shallow ReLU networks could
also shed light on the empirical success of neural networks in
practice: neural networks learn functions in spaces that are
immune to the curse of dimensionality.

VIII. NEURAL NETWORKS VS. LINEAR METHODS

In this section we will illustrate the idea that the estimator
studied in Section VII is locally adaptive (a term coined
by Donoho and Johnstone in [13]) unlike more classical
linear methods (which include kernel methods [42]). We will
illustrate this both quantitatively via rates for function esti-
mation as well as qualitatively via numerical experiments.
For the problem of function estimation, a linear method is
a method in which the estimator is a linear function of the
data (y1,...,yn), i.e., the estimator is computed via a linear
map T : RN — %, where .# is some model class and T
can depend on the design points {x,}N_; in an arbitrary
way. Due to the sparsity-promoting nature of the M-norm
used to define %’TV]QM(-), the estimator in Theorem 11 is a
nonlinear function of the data. This is analogous to LASSO-
type estimators arising from /'-norm regularized problems,
which are nonlinear estimators for discrete-domain problems.

A. The Univariate Case
In the univariate case, we have from Remark 4 that the vari-
ational problem in (18) reduces to the (regularized) variational
problem
N
. B 2 2
feBI\];I’A’l[nfl,ll ;wn flan)l+A|D fHM[—l,ll’

1=1

(22)
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where A > 0 is the regularization parameter. The solutions are
locally adaptive linear spline estimators [29]. It is known that
the minimax rate for BV?[—1, 1] model classes is N ~*/% [13],
which is achieved by the locally adaptive linear spline estima-
tor [29]. Moreover, when restricted to linear estimators, the
linear minimax rate is known to be N—3/% [13], which is
achieved (up to logarithmic factors) by the cubic smoothing
spline estimator [10], [23]. The cubic smoothing spline is a
solution to the variational problem

N
. 2
fefrzgl%r_lml n:1|yn - f(mn)|2 +A HD2 fHLz[—Ll]’ (23)

where

H2[-1,1] = {f € Z[-1,1] : ||D? [l 21, < o0}

is the second-order L?-Sobolev space and %'[—1, 1] denotes
the space of distributions (generalized functions) on [—1,1].
Moreover, we have the strict containment H?[—1,1] C
BV?[—1,1]. The key difference between the problem in (22)
and the problem in (23) is the difference between the sparsity-
promoting M-norm regularization in (22) and the L2-norm
regularization in (23). This is analogous to the difference
between ('-norm and ¢?-norm regularization in discrete-
domain problems.

The main takeaway message here is that this difference
quantifies a fundamental gap between neural network esti-
mators and any linear/kernel estimator; the gap between the
rates N~*/% and N—3/4 The reason for this gap is that
functions in BVQ[—l, 1] are spatially inhomogeneous, while
functions in H2%[—1,1] are spatially homogeneous. Neural
network estimators are able to adapt to the inhomogeneities
of the data-generating function (and are therefore locally
adaptive), while linear methods cannot. This shows that even
the simplest neural networks (shallow, univariate) outperform
linear methods when the data-generating function is spatially
inhomogeneous. We illustrate this phenomenon in Fig. 1,
where we consider the problem of fitting data generated from
a spatially inhomogenous function in BV?[—1, 1] that is not
in H?[—1,1] using a shallow ReLU network and a cubic
smoothing spline. As these results are qualitative, we manually
adjusted the regularization parameter A in the experiments in
order to find solutions that visually capture the phenomenon
described above. The code to generate Fig. 1 is publicly
available.’

In Fig. 1(a) we plot a function (in blue) and generate a
data set by taking noisy samples (in red) of the function plus
i.i.d. Gaussian noise. Clearly this function is in BV*[—1, 1] but
not in H?[—1,1] since taking two (distributional) derivatives
of this function is an impulse train. This function is spatially
inhomogeneous since it is highly oscillatory in some regions
and less oscillatory in others.

In Fig. 1(b) and Fig. 1(c), we plot the cubic smoothing
spline fit to the data for large and small ), respectively.
This illustrates that the cubic smoothing spline (which is a
kernel method) cannot adapt to the spatial inhomogeneity of
the underlying function. Even by adjusting the regularization

Shttps://github.com/rp/estimation-shallow-relu
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(b) Cubic smoothing spline with large A.

(c) Cubic smoothing spline with small .

(d) Shallow ReLU network or locally adaptive linear spline.

Fig. 1. In (a) we generate data from noisy samples of a function in
BVQ[—I, 1] but not in H2[—1,1]. In (b) and (c) we fit the data using a
cubic smoothing spline with both large and small A. In (d) we fit the data
using a locally adaptive linear spline which corresponds to training a shallow
ReLU network (to a global minimizer) with weight decay (or path-norm
regularization).

parameter )\, the solution cannot adapt to the spatial inhomo-
geneity of the underlying function. Indeed, we see for large
A in Fig. 1(b) that the cubic smoothing spline oversmooths
the high variation portion of the data and we see for small
A in Fig. 1(c) that the cubic smoothing spline undersmooths
(overfits) the low variation portion of the data.

In Fig. 1(d) we plot a solution to the variational problem
in (22), which is a locally adaptive linear spline which can be
computed by training a shallow ReLU network (to a global
minimizer) with weight decay or path-norm regularization.
In this case, we see that the locally adaptive linear spline is
able to adapt to the spatial inhomogeneities of the underlying
function.

We also remark that wavelet shrinkage estimators, in which
the mother wavelet is sufficiently regular, are also a minimax
optimal estimators for nonparametric estimation of BV?[—1, 1]
functions [13]. This shows that in the simplest setting, shallow
ReLU networks trained with weight decay (to a global mini-
mizer) perform exactly the same as classical techniques such
as locally adaptive spline estimators and wavelet shrinkage
estimators.

B. The Multivariate Case

In the multivariate case, we see a similar gap from the
univariate case. In particular, we derive the following lin-
ear minimax lower bound for the estimation problem over
ZBV?(BY).

Theorem 18: Consider the problem of estimating a function
f € ZBV?(BY) satistying Z TVz.(f) < C from the noisy
samples '

Yn :f(wn)+€na n=1,...,N,
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(a) True function and data.

Fig. 2.
data with a shallow ReLU network trained with weight decay.

where {e,}N_, are ii.d. N(0,02%) random variables and
{z,})_, C B¢ are i.i.d. uniform random variables on B{.
Then, for sufficiently large N, we have the following linear
minimax lower bound

3

T d+3
>d (N)
~ 2 )
(o

where the inf is over all linear functions of the data and Px
denotes the uniform probability measure on B¢,

The proof of Theorem 18 appears in Appendix F and
hinges on several results from ridgelet analysis developed by
Candes [7], [8]. Just as in the univariate case, the takeaway
message here is that this lower bound quantifies a fundamental
gap between neural network estimators and any linear/kernel
estimator. Thgglinimax rates for nonlinear and linear estima-
tion are N~ 24+3 and N~ 4+3, respectively. As d — oo, the
nonlinear estimation rate tends to N ~!/2, which is immune
to the curse of dimensionality, while the linear estimation
rate suffers the curse of dimensionality. Moreover, these rates
recover the univariate (d = 1) rates of N~%/5 and N—3/4,
The reason for the gap between the nonlinear and linear
minimax rates is that functions in % BV?(B¢) are spatially
inhomogeneous since it is a mixed variation space and neural
network estimators are able to adapt to the inhomogeneities
of the data-generating function (and are therefore locally
adaptive), while linear methods cannot.

We illustrate this phenomenon by considering the problem
of estimating a two-dimensional function and compare solu-
tions to the variational problem in (18) with the thin-plate
spline estimator [50], which is a linear method and a special
case of a kernel method. The thin-plate spline is a solution to
the variational problem

min

FEH?(B?) an (@)

+ A(”@clf”m(mag) + 2||8x28x1f||%2(153§) + ||a§2f||%2(13f))>

_inf sup
f linear ez BV2(]Bd)
%TV2d(f)SC
1

sl -7,

L2(BY;P

(b) Thin-plate spline.

(c) Shallow ReLLU network.

In (a) we generate noisy samples of a function in both % BV2(]B§) and H?2(B?). In (b) we fit the data using a thin-plate spline. In (c) we fit the

where H?(B?) is the second-order L?-Sobolev space, which
is defined as the space of all functions where the regularizer in
the above display is finite. Notice that the problem in the above
is a generalization of the cubic smoothing spline problem
in (23). We compare the shallow ReLU network estimator
to the thin-plate spline estimator for two functions, one that
is in both ZBV?(B?) and H?(B?), and one that is only in
ZBV?(B?). In all the experiments, we manually adjusted
the regularization parameter A\ to obtain the best results for
each method. Thus, the results (visually) compare the best
performance of each method.

In Fig. 2 we consider a function that is a superposition
of three Gaussians. This function is infinitely differentiable
and therefore in both 2 BV?(B¢) and H?(B?). In Fig. 2(a),
we plot the function with a heatmap where lighter colors
correspond to larger values and darker colors correspond to
smaller values. We then generate a data set by taking noisy
samples (in red) of the function plus i.i.d. Gaussian noise.
In Fig. 2(b), we plot the heatmap of the thin-plate spline fit to
the data. We see that the thin-plate spline estimates the original
function quite well. In Fig. 2(c), we plot the heatmap of the
shallow ReLU network. We also see that the shallow ReLU
network estimates the original function quite well.

In Fig. 3 we consider a function that is a ridge function in a
random direction where the profile is a continuous piecewise-
linear function, a triangular waveform. This function does not
have two weak derivatives and is therefore not in H?(B?),
but is in ZBV*(B{). In Fig. 3(a), we plot the heatmap of
the function. We then generate a data set by taking noisy
samples (in red) of the function plus i.i.d. Gaussian noise.
In Fig. 3(b), we plot the heatmap of the thin-plate spline
fit to the data. We see that the thin-plate spline struggles to
estimate the original function. In Fig. 3(c), we plot the heatmap
of the shallow ReLU network. We see that the shallow ReLU
network estimates the original function quite well.

The main takeaway message here is that the shallow ReLU
network is able to locally adapt to the mixed variation of the
data-generating function, whether it be a highly isotropically
regular function or a anistropically less regular function,
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(a) True function and data.

(b) Thin-plate spline.

(c) Shallow ReLLU network.

Fig. 3. In (a) we generate noisy samples of a function in % BVZ(B?) but not in H?(B2). In (b) we fit the data using a thin-plate spline. In (c) we fit the

data with a shallow ReLU network trained with weight decay.

while linear/kernel methods cannot. The code to generate
Figs. 2 and 3 is publicly available.®

Remark 19: We believe that the results of Sections VIII-
A and VIII-B provide compelling evidence that trying to
understand neural networks via linearization schemes such as
the neural tangent kernel [21] do not properly capture what
neural networks are actually doing in practice. The key idea
being that neural networks are able to locally adapt to the
mixed variation of the underlying data-generating function.

IX. CONCLUSION

In this paper we studied the problem of estimating an
unknown function defined on a bounded domain Q C R?
from % BV?((2), the natural function space of shallow ReL.U
networks, from noisy samples. We studied the estimators that
correspond to training a shallow ReLU network with weight
decay (or path-norm regularization) to a global minimizer.
We showed that these estimators provide (up to logarithmic
factors) minimax optimal rates of convergence for 2 BV?*(Q)
model classes. Moreover, these rates were immune to the curse
of dimensionality. We showed that 22 BV?(2) contains highly
isotropically regular functions that belong to the Sobolev
space H9T1(Q) as well as anisotropic less regular functions,
and therefore can be viewed as mixed variation spaces,
giving insight into why shallow ReLU network estimators
are immune to the curse of dimensionality. In particular,
we quantify an explicit gap between linear and nonlinear
methods and show that linear methods are suboptimal for
estimating functions in % BV?*(Q).

There are a number of open questions that may be asked.
For example, considering higher-order variants of 2 BV?(Q).
Our previous work in [35] also studied the higher-order
variants defined on RY, ZBV™ (R?), where m > 2 is an
integer. These higher-order spaces are defined by the semi-
norm % TV™(-), which corresponds to replacing 97 with
0/ in (4) and considering a different growth restriction than
in (3). These higher-order spaces correspond to shallow neural

Shttps://github.com/rp/estimation-shallow-relu

networks with activation functions that are the (m — 1)th
power of the ReLU. Although many of the results in this
paper are straightforward to generalize to % BV -spaces,
some of the results are also very specific to %BVz-spaces.
In particular, it is currently an open question on whether or not
similar approximation rates as in Theorem 8 can be derived
in L°°(B¢). Using results from [44], we can derive similar
optimal approximation rates in L?(B¢), but the mean-squared
error rates hinged on the L°°(B¢) approximation rates. Finally,
perhaps the most important open question regards estima-
tion with deep ReLU networks fit to data. Our prior work
in [37] developed a deep variant of % BV*(R?), and derived
a representer theorem for deep ReLU networks. This deep
X BV2-space could provide the right framework for nonpara-
metric estimation with deep ReLLU networks.

APPENDIX A
PROOF OF LEMMA 2

The proof of Lemma 2 relies on the direct-sum decomposi-
tion of the space Z BV?(R?) from our previous work in [35].

A. The Direct-Sum Decomposition of Z BV?(R®)

It was shown in [35, Theorem 22] that % BVZ*(R?) is
a non-reflexive Banach space, in particular, it is a Banach
space with a sparsity-promoting norm. In this section we will
summarize the relevant results from [35] about the Banach
structure of #Z BV?(R?). We first remark that the space
ZBV?(RY) as defined in (3) is defined by a seminorm
% TV?(-). The null space of this seminorm on % BV?(R%)
is the space of affine functions, i.e., polynomials of degree
strictly less than 2, on RY, denoted by P;(R%). In [35],
we equip Z BV?(R%) with a bona fide norm by considering
an arbitrary biorthogonal system for Py (R?).

Definition 20: defn]defn:biorthogonal-system Let N be a
finite-dimensional space with Ny = dimN. The pair
(¢,0) = {(¢n,pn) 22, is called a biorthogonal system for N
if p= {pn}2°, is a basis of A" and the “boundary” functionals
¢ = {dn},2, with ¢, € N’ (the continuous dual of N)
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satisfy the biorthogonality condition {¢x,pn) = Ik — n],
k,n=1,..., Ny, where §[-] is the Kronecker impulse.
Recall from (4) that

RTIVE(f) = cal|OFA R f| yyamr iy

For brevity, put
R = cqO}A"' %,

ie, ZTV*(f) =
dimP;(RY) =d + 1.

Proposition 21 (See [35, Lemma 21 and Theorem 22]):
prop]prop:direct-sum-inverse Let (¢, p) be a biorthogonal
system for P;(R%). Then, every f € #BV?(R%) has the
unique direct-sum decomposition

IR fll p(sa-1xr)- Also, note that

f=Ry n+aq, (24)
where it = R,,, f € M(S?"! x R) is an even measure,” q =
Zi}<¢kvf>pk € P1(R%), and

Ryt 96 (-, z) du(2), (25)

Sd—1 xR

where
d+1

9p(@,2) = r2(x) = Y pr(@)ai(2), (26)
k=1

where r, = 7(y 5 = p(w'(-) —b), where p is the ReLU, and
qr(z) = {¢r,72), where z = (w,b) € S~ x R.

The operator R;l defined in (25) has several useful proper-
ties (see [35, Theorem 22, Items 1 and 2]). In particular, it is
a stable (i.e., bounded) right-inverse of R and, when restricted
to

ZABVL(RY) = {f € ZBV*(R?) : ¢(f) =0},

it is the bona fide inverse of R when restricted to the
subspace of even measures in M(S?"! x R). The space
%BV;(R‘I) is a concrete transcription of the abstract
quotient % BV*(R%)/P;(RY). Additionally we have from
Proposition 21 the direct-sum decomposition % BV?(R?) =
Rx BV?/, (RY) @ Py (R?), where 27 BV?,J (R9) is a Banach space
when equipped with the norm f — ||R f[|pqi-1xr) and
P1(R%) is a Banach space when equipped with the norm
f = ll¢(f)]]1- We also remark that the construction of bel
guarantees orthogonality of the two components in (24) and
the biorthogonal system (¢, p) guarantees unicity. This leads
the following result equipping % BV?(R?) with a norm to
provide a Banach space structure.

Proposition 22 (See [35, Theorem 22, Item 3]): Let (¢, p)
be a biorthogonal system for P;(R?). Then, ZBV?(R%)
equipped with the norm

1£llee Bv2 ey = 2 TVZ(f) + [ 6(f)l]1,

where ¢(f) = ({61, f), -, (bas1, f)) € R, is a Banach
space.
With these results we can now prove Lemma 2.

Tie., du(z) = du(—=).

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 69, NO. 2, FEBRUARY 2023

Proof of Lemma 2: Given f € ZBV?*(Q) suppose
= f and
RTIVE(f) =% TVQ(]ixt) with direct-sum decomposition

Fo = / 9o 2) dii(z) + T
Sd—1xR

there exists an extension fext such that fext
Q

27)

such that supp & ¢ Zq. Next, notice that given ge(-, z), where
z € Zg, we have that g4 (-, z)|, is an affine function. There-
fore, we can find another extensioll fext such that fou|o = f
where 2TV (foa) < ZTV?(foa) = [lfillpme—1xr) by
absorbing every ge(-,z) where z ¢ Zq in the integrand
of (27) into the affine term in the direct-sum decomposition
so that the restriction to () stays the same, a contradiction.
Therefore, there exists an extension feq € % BV? (R%) that
admits an integral representation

forle) = [ ol (w.b) du(w,b) + gla) @9

such that supp  C Zq, where p is an even measure and q is
an affine function.

Next, since  C R? is a bounded domain, Zg C S 1 x R
is also a bounded domain. Therefore, since suppu C Zgq,
we can write

Jet(x) = /Z p('wTa: —b) dp(w, b) + q(x), (29)

where we combine the affine terms from g4 (defined in (26))
and ¢ into the new affine function ¢. Moreover, with the
above representation we have that 2 TVg(f) = | ul| M(Zg)-
We also remark that although y is even from Proposition 21,
we can replace p with a generic, i.e., not restricted to being
even, measure 1 € M(Zq) by noting that integrating against
an even measure in (28) corresponds to integrating against a
generic measure by considering the activation function p = |-|.
Then, since |-| and max{0, - } only differ by an affine function,
we can absorb this difference for every neuron in the integrand
with and the affine function ¢ into a new affine function gq.
Finally, this generic, i.e., not even, measure has the same
M-norm as the even measure. O

APPENDIX B
PROOF OF THEOREM 5

The proof of Theorem 5 relies on notation introduced in
Appendix A.

Proof: Let (¢, p) be a biorthogonal system for P; (R%).
From the proof of Lemma 2, we can identify functions in
% BV? (B{) with integral representations as in (28). Therefore,
we can instead consider the variational problem

N
Z C(Yny [(@n)) + MR fllpgsa—1x[=1,1))-

n=1

min

fe%BV2(R?)

=Ry nta
supp pCS41 x [—1,1]
The restrictions of the functions in the solution set of the above
display to B¢ will then correspond to the solution set of the
problem in (13). Next, we remark that the proof is identical
to the proof of Proposition 1 (which is a special case of our
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prior work in [35, Theorem 1]). This is because the proof of
[35, Theorem 1] boiled down to the fact that S* ! x R is
locally compact. Since S¢~! x [—1,1] is also locally compact,
the same proof holds. (|

APPENDIX C
PROOF OF THEOREM 7

Proof: Since B¢ has a Lipschitz boundary, there exists a
bounded extension operator
£ Wd+1’1(Bil) _ Wd+1’1(Rd),

where we refer the reader to [6] or [46, Chapter VI] for explicit
constructions of this operator. Therefore, for f € WL (BY),

1€ fllwa+t1iray Sa [l fllwarra(say-
Given f € WaTLY(R?), it was shown in [33] that
RTV(f) Sa llf llwasra gay.

Next, we have from the definition of Z T Véij(j in (10)
that given any g € Z BV*(R?),

ATV, (ghBi,) < BTV(g).
Therefore, for any f € WAatL1(BY),
BTV (f) < RTVA(E )

Sa I€ fllwarrrgay

Sa [lf lwariasa)-

The result then follows from the fact that L?(IB¢) is continu-
ously embedded in L'(B{). O

APPENDIX D
PROOF OF THEOREM 11

To prove Theorem 11, we will use the general result regard-
ing nonparametric least squares estimators from [51, Chap-
ter 13]. This general result follows from Theorem 13.5 and
the remarks following, the discussion on pg. 424, and Corol-
lary 13.7 in [51, Chapter 13]. We summarize this general result
in the following proposition.

Proposition 23 (See [51, Chapter 13]): Let % be a con-
vex model class that contains the constant function, i.e.,
f=1¢€.Z.Given f € %, consider the problem of estimating
f from the noisy samples

yn:f(wn)+€na TL:].,...,N,

where {e,}Y_, are ii.d. N(0,02) random variables and
{z,}N_, are fixed design points in the domain of f. Then,
assuming a solution exists, any solution to the nonparametric
least-squares problem

N
fe arg min Z|yn - f(a:n)|2

feF n=1

has a mean-squared error bound of

12
E[lr - 7| s

1137

where ||-||n is defined in (21) and dy = ¢ satisfies the

inequality

16 [° — 52
\/_N/s Ve NT0Z [ wde < . G0

where N (¢,0.%, ||-|| ) denotes the t-covering number of the
metric space (0.7, ||-||n) and

OF =F —F ={fi—fo: fi,f2€ F}.

We will now use Proposition 23 to prove Theorem 11.
Proof of Theorem 11: In Theorem 11, our model class is

Fo={f € ZBV*B]) : #TVi(f)<C}. (D
Since %’TV]QBf(-) is a seminorm on a Banach space, #¢ is
convex. The constant function is contained in .%¢ since the
null space of %’TV]QM(-) is the space of affine functions.

Notice that
0Fc = Fo — Fo =2Fc C ygc,

so it suffices to upper bound the metric entropy of .%a¢ to find
a dy that satisfies (30). By noticing that |||y < [|*[| o (ga),
we can use the approximation rate from Theorem 8 to upper
bound (up to logarithmic factors) the metric entropy

g Tt Fac 1) 51 (§)
where < hides constant and logarithmic factors. The sub-
script d denotes that the implicit constant depends on d. The
connection between approximation rates and metric entropy
can be viewed as a variant of Carl’s inequality [9] (also see
[44, Theorem 10])

Next,

1 6
\/_N/s VIogN 6,07, [ ) dt

1 6
< — 1 t, 07, ||-[|n)dt
— [ VieA@07 [T

From (30), we want to find 6y = ¢ that satisfies

3
a_ )d+3 (52
o= 5. =

VN o

We have (up to logarithmic factors) that

(32)

N d+3
2d 2d+3
03 =4 C'Za+3 (—2)

g

satisfies (32). ]
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APPENDIX E
PROOF OF THEOREM 17

To prove Theorem 17 we will use the general result of Yang
and Barron (see [53, Proposition 1] and [51, Chapter 15])
regarding minimax rates over model classes. We summarize
this result in the following proposition.

Proposition 24 (See [53, Proposition 1] and [51, Chap-
ter 15]): Let . be a model class. Given f € .%, consider the
problem of estimating f from the noisy samples

yn:f(wn)+€na TL:].,...,N,

where {e,})_, are iid. N(0,0?) random variables and
{z,}N_, are i.i.d. from some probability measure Px sup-
ported on B{. Then, if functions in .# are uniformly bounded
and the metric entropy is of the form

1 T
g (4 7 | 1zsge) = (1)« 70

where ||| 12sep,) denotes the L?-norm with respect to the
measure Px on B{, we have the minimax rate

inf sup EHf —ﬂ

f fes

- 42
’\tNa

2
L2(Bf;Px)
where 3 = 12 satisfies

2 log N'(t, 7, ||| L2(Basp 1))
N .

We will use the result of Proposition 24 to derive the
minimax rate for the model class

Yo :={f € V*B)) : |Iflly2ms) < C},

where 7%(B¢) is the variation space defined in Section V.
We will then use this minimax rate to derive a minimax lower
bound for the model class in (20).

Lemma 25: Consider the problem of estimating f € %¢
(defined in (33)) from the noisy samples

(33)

Yn = f(xn) +en,n=1,... N,

where {e,}Y_, are ii.d. N(0,02) random variables and
{z,}N_, are i.i.d. uniform random variables on B¢. The
minimax rate for this model class is

inf sup EHf —f‘

I feYe

2 d+3
=g N~ 2d+3,
L2Bipx)

where the L2(B¢;Px)-norm is the L?-norm with respect to
the uniform probability measure on BY.

Proof: We are interested in applying Proposition 24 with
Px being the uniform probability measure on B¢. Since the
Lebesgue measure is just a constant scaling of the uniform
measure (where the constant is the volume of IB%‘li), it suffices
to know the metric entropy with respect to the L?(B{)-norm.
The model class in (33) was extensively studied in [44] and
it is known that

1\ s
log N'(t,9c, ||| 2e)) =d (E) :

We refer the reader to [44, Theorem 4 and Equation (68)] for
the upper bound and [44, Theorem 8] for the lower bound.
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We also remark that the model class ¥¢ is uniformly bounded
since the functions in #2(B¢) can be written as a superposition
of L>(B%)-bounded atoms. With the metric entropy in the
above display, we immediately have the minimax rate in the
lemma statement by applying Proposition 24. g

We will now use Lemma 25 to derive a minimax lower
bound for the model class in (20).

Proof of Theorem 17: 1t suffices to show that ¥ C %¢,
where Z¢ is defined in (31). Given f € 72(BY) (or in
% BV?(BY), since they are the same space by Theorem 6),
we can find an integral representation as in (16) such that

[ £l @ay = Bl amesi-1x—2,2))-

Next, if we let v = pifga1,(_q,4, We can write f as an
integral representation as in Remark 3 such that

‘%TVI%Bf(f) < ||V||M(Sd*1><[—1,1])~

The previous two displays imply %"TV%EJ,(f) < [ flly2ay-
Therefore, Y- C Fc. O

APPENDIX F
PROOF OF THEOREM 18

To prove Theorem 18, we will require several results from
ridgelet analysis. It was shown in [7, Theorem 7] that we have
the continuous embedding

d
RV (BY) ¢ v*(BY)

where we recall that #2(B¢) is the variation space for shallow
ReLU networks, and R;  (B{) denotes the ridgelet space of
Candes [7]. Ridgelet spaces were proposed as a generalization
of Besov spaces, and in the univariate case, the ridgelet space
R: . (BY) coincides with the Besov space Bj ,[—1,1].

Next, recall that we showed in the proof of Theorem 17 that
Yo C Fc, where 9- and .%¢ are the model classes defined
in (33) and (20), respectively. Combining this fact with the
above display, we see that to prove Theorem 18, it suffices
to show the linear minimax lower bound for the model
class

e = {f € RV BY) ¢ |If | s ga) < C-

We will make use of the following generic result.
Proposition 26 (See [8, Proof of Theorem 4.1]): Let . C

L?(B%) be a convex model class and consider the problem of

estimating f € % from the continuous white noise model

AdYe(z) = f(z)dz +edW(z), x € BY,

where ¢ is the noise level and dW(z) is a standard
d-dimensional Wiener process. Furthermore, suppose that for
any § > 0, there exists <, K5 orthogonal elements {g; } 5, C
7 such that ||gk|| L2gs) = 0, k =1,..., K. Then, the linear
minimax rate is lower-bounded by

inf sup EHf — ﬂ

f linear fe.#

2
>4 2
r2mg) Y

where 0. = § solves
52 = 62K5.
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Proposition 27 (See [7, Theorem 11] and [8, Lemmas A.l,
A.2, and A.3]):

For any integer j > 2, There exists a set {gx}i | of
orthogonal elements with K >, 27¢ contained in

{f € R} ,(BY) : HfHRil(le) <O},

where C' > 0 is a constant, such that
HngL2(IB§) = 2j(s_d/2), k=1,...,K.

If we choose § = 27(5=9/2) we see that K >4 §—24/(25=d)
and so the linear minimax lower bound is 62, where 6. = 6

solves
52 _ 525—2d/(28—d)

ie.,
53 _ (52)(23—d)/23.

With these results, we will now prove Theorem 18.

Proof of Theorem 18: The linear minimax lower bound
for the model class ¢ corresponds to the case when s =
(d + 3)/2 and so the linear minimax lower bound for this
model class (in the continuous white noise setting) will be

(62)3/(d+3)

By a standard sampling argument,® we have that the contin-
uous white noise model is asymptotically equivalent to the
estimation problem with discrete samples drawn uniformly on
B¢, where ¢ = o/ VN, for sufficiently large N, so we get the

linear minimax lower bound of
3

)"
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