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Bistability of an HIV Model with Immune Impairment⇤

Shaoli Wang†, Tengfei Wang†, Fei Xu‡, and Libin Rong§

Abstract. The immune response is a crucial factor in controlling HIV infection. However, oxidative stress
poses a significant challenge to the HIV-specific immune response, compromising the body’s ability
to control viral replication. In this paper, we develop an HIV infection model to investigate the
impact of immune impairment on virus dynamics. We derive the basic reproduction number (R0)
and threshold (Rc). Utilizing the antioxidant parameter as a bifurcation parameter, we establish
that the system exhibits saddle-node bifurcation backward and forward bifurcations. Specifically,
when R0 > Rc, the virus will rebound if the antioxidant parameter falls below the post-treatment
control threshold. Conversely, when the antioxidant parameter exceeds the elite control threshold,
the virus remains under elite control. The region between the two thresholds represents a bistable
interval. These results can explain why some HIV-infected patients experience rapid viral rebound
after treatment cessation while others achieve post-treatment control for a longer time.

Key words. immune impairment, post-treatment control threshold, elite control threshold, saddle-node bifur-
cation, backward bifurcation
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1. Introduction. HIV mainly infects activated CD4+ T cells. During the early stage of
HIV infection, the virus significantly decreases the number of CD4+ T cells. The host initially
responds rapidly and nonspecifically by activating natural killer cells, macrophages, and other
innate immune responses. Then, the level of CD4+ T cells remains almost constant or very
slowly declines for several years due to the viral inhibition provided by the adaptive immune
response. The host develops virus-specific adaptive responses by activating cytotoxic T lym-
phocytes (CTLs) and antibody-producing cells. CTLs attack infected cells while antibodies
target the viruses, providing an antiviral defense for the host.

The dynamics of viral infection and the immune responses have been investigated using
mathematical models. For example, the references [13, 25] used a model to study the in-
terplay between activated CD4+ T cells, infected CD4+ T cells, viruses, and immune cells.
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BISTABILITY OF AN HIV MODEL WITH IMMUNE IMPAIRMENT 1109

Komarova et al. [22] modeled the interrelationship among timing and e�ciency of antiviral
drug therapy. References [1] and [40] studied HIV infection and showed that the turnover
rate of free virus is much faster than that of infected cells. Based on these findings, they used
the quasi-steady-state assumption, which means that the viral load is proportional to the
number of infected cells. As a result, the dimension of the model can be reduced, facilitating
the parameter estimation using available viral load data. Models have also been developed
to explore the spread of HIV infection, taking into account factors such as mobility [41] and
transmission among MSM (men who have sex with men) [44].

HIV can mutate into new forms that escape specific immune responses. Because of pro-
longed exposure to the virus, chronic inflammation, and the release of inhibitory molecules by
the virus, immune exhaustion also occurs and T cells become less responsive and e↵ective in
their ability to kill virus-infected cells; see [5, 11, 18, 19, 20, 26, 28, 29]. Regoes, Wodarz, and
Nowak, [31] performed investigations on a variety of HIV models with immune impairment.
They showed that when the impairment rate overwhelms a threshold value, the immune sys-
tem of the host may collapse. Iwami and his colleagues [16, 17] constructed mathematical
models to study HIV infection and carried out an analysis to obtain a “risky threshold” and
an “immunodeficiency threshold” for the impairment rate. Their investigations imply that
when the impairment rate is greater than the threshold value, the immune system of the host
always collapses.

Combination antiretroviral therapy (ART) can suppress HIV for long periods, keeping
the virus undetectable. However, the therapy cannot eradicate the virus. The latent HIV
reservoir consisting of latently infected CD4+ T cells can be established very rapidly after the
infection. These latent cells can survive ART and remain una↵ected by the immune response.
They can be activated to produce new virus, igniting new infections. When patients stop
the ART, the plasma viremia can rebound to a detectable level. Thus, the latent reservoir
represents a major barrier to the elimination of HIV. Mathematical models have been employed
to investigate HIV treatment. For instance, in [24], the authors devised an optimal treatment
strategy for combined ART. This strategy aims to maximize the levels of healthy CD4+ T cells
while minimizing side e↵ects and costs. The dynamics of the latent reservoir have also been
investigated [21, 33, 34, 37]. In [37], the authors investigated HIV infection with the latent
reservoir activation using a stochastic simulation. They showed that the latent reservoir has
a relatively stable size. In [21], the influence of ongoing viral replication on the evolution of
the latent reservoir was investigated, and the authors revealed the influences of a variety of
viral and host factors on the dynamics of the latent reservoirs. In [33], a mathematical model
was established to study the activation of latently infected cells, and the mechanism behind
the replenishment of latent reservoirs was investigated.

The time to viral rebound after treatment termination is of great interest. Many patients
experienced viral rebound to a detectable level within a couple of weeks. However, the case of
the “Mississippi baby” is di↵erent. The infant was started on ART within 30 hours of birth,
much earlier than the standard practice of initiating ART in HIV-exposed infants at 4–6weeks
of age. The baby’s viral load became undetectable after several weeks of treatment, and the
infant remained on ART for approximately 18 months. In 2013, at 30 months of age, the
baby was reported as a potential cure for HIV, as the baby’s viral load remained undetectable
12 months after ART was discontinued. However, in 2014 when the child was 46 months
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1110 S. WANG, T. WANG, F. XU, AND L. RONG

old, it was announced that the virus had rebounded in the child’s blood, and the functional
cure was no longer considered to be achieved. Despite the outcome of the Mississippi baby
case, it has provided valuable insights into the potential for early and aggressive treatment of
HIV-infected patients [27].

Conway and Perelson [7] developed a mathematical model to study the viral rebound after
treatment interruption. They predicted that the strength of the immune response and the
initial size of the latent reservoir could a↵ect the dynamics. Their results suggest that patients
who receive ART early after HIV infection have a higher chance of achieving post-treatment
control, where the amount of plasma virus remains undetectable after the termination of
medical treatment. However, only a small proportion of such patients attain post-treatment
control. Further investigations are needed to reveal the mechanism behind post-treatment
control.

Oxidative stress refers to an imbalance between the production of reactive oxygen species
(ROS), which are highly reactive molecules, and the ability of cells to detoxify and repair the
resulting damage [8]. Oxidative stress can have multiple detrimental e↵ects on HIV infection
and immune response [35], including promoting viral replication [14, 43], impairing immune
cell function [12, 36, 43], triggering inflammation [32], and depleting antioxidant defenses [15].
Managing oxidative stress may be an important therapeutic strategy in the management of
HIV infection to potentially reduce disease progression and improve immune function. In this
paper, we develop a mathematical model to better understand the complex interplay between
oxidative stress and HIV infection. The model is given by

(1.1)

8
>>>><

>>>>:

dx(t)
dt = s� dx(t)� (1� ✏)�x(t)y(t),

dL(t)
dt = ↵L(1� ✏)�x(t)y(t) + (⇢� a� dL)L(t),

dy(t)
dt = (1� ↵L)(1� ✏)�x(t)y(t) + aL(t)� �y(t)� py(t)z(t),

dz(t)
dt = cy(t)z(t)

1+⌘y(t)K(y)� bz(t),

where x denotes activated CD4+ T cells, L latently infected cells, y productively infected
cells, and z immune cells. Because HIV turnover is more rapid than that of infected cells,
we make the quasi-steady assumption by assuming that the viral load is in proportion to the
number of infected cells. The parameter s is the generation rate of target cells, and d is the
death rate. � is the infection rate and ↵L is the fraction of infection that leads to latency.
Parameters ⇢, a, and dL are the proliferation rate, activation rate, and death rate of latently
infected cells, respectively. The parameter � is the death rate of productively infected cells and
p is the killing rate of infected cells by the immune cells. The overall treatment e↵ectiveness
is denoted by ✏, where 0  ✏  1. When ✏ = 1, the therapy is 100% e↵ective. If there is
no treatment, ✏ = 0 [7, 34]. A saturation term cy(t)z(t)

1+⌘y(t) is used to describe the generation of
immune cells due to the infection and b is the death rate of immune cells.

HIV infection can lead to a high level of ROS, causing impairment to the immune response.
Inspired by the work by [10, 42, 45, 46], we use K(y) = h

⇢(y) to model the influence of oxidative
stress, where ⇢(y) = k + ry represents the level of oxidative stress due to the infection. The
constant h represents the influence of antioxidant on the immune response, k is the influence
of naturally produced oxidant, and r is the influence of oxidant due to infection. It is noted
that this immune term incorporates the e↵ect of ROS, which is di↵erent from the immune
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BISTABILITY OF AN HIV MODEL WITH IMMUNE IMPAIRMENT 1111

response and immune impairment term cyz
1+⌘y � bz �myz used in [22, 3, 39, 30], where m is

the rate of immune impairment.
The rest of this article is organized as follows. In section 2, we present some preliminary

results on the structure of the equilibria of the model. In section 3, we perform stability
analysis on the equilibria. In section 4, we analyze bifurcations of the system. In section 5, we
study the robustness of the bistable system. We then present sensitive analysis and numerical
simulations in section 6. Finally, we conclude the paper in section 7.

2. Preliminary results.

2.1. Positiveness and boundedness. We have the following result on the well-posedness
of system (1.1). The proof is given in Appendix A.

Theorem 2.1. System (1.1) has a unique and nonnegative solution with the initial condition
(x0,L0, y0, z0) 2 R4

+, where R4
+ = {(x1, x2, x3, x4)kxj � 0, j = 1,2,3,4}. Furthermore, the

solution is bounded.

2.2. Equilibria and thresholds. In this section, we study the equilibria for system (1.1)
and present some threshold values, which will be used to investigate the viral dynamics of
model (1.1).

System (1.1) always admits an infection-free equilibrium E0 = (x0,0,0,0), where x0 = s/d.
Let

R0 = (1� ✏)�
h
(1� ↵L) +

a↵L

a+ dL � ⇢

i
.
s

d
.
1

�

=
s�(1� ✏)

h
a↵L + (1� ↵L)(a+ dL � ⇢)

i

d�(a+ dL � ⇢)
.

Since (1� ✏)�. sd .
1
� is the basic reproduction number of the model without latent infection, R0

represents the basic reproduction number of model (1.1). It describes the average number of
newly infected cells generated from an infected cell assuming all cells are susceptible.

(i) If R0 > 1, system (1.1) also has an immune-free equilibrium E1 = (x1,L1, y1,0), where

x1 =
�(a+ dL � ⇢)

�(1� ✏)
h
a↵L + (1� ↵L)(a+ dL � ⇢)

i ,

L1 =
↵L�(1� ✏)x1y1

a+ dL � ⇢
,

y1 =
d(R0 � 1)

�(1� ✏)
.

(ii) We define h1 =
br+b⌘k

c � 2b
p
⌘rk
c and h2 =

br+b⌘k
c + 2b

p
⌘rk
c . If 0<h<h1 or h> h2, then

cyz
1+⌘y

h
k+ry � bz = 0 has two positive roots.
Because of the interest in achieving post-treatment control, we only consider h > h2 and

call h2 the post-treatment immune control threshold. In this case, system (1.1) may have two
immune equilibria E⇤

� = (x⇤�,L
⇤
�, y

⇤
�, z

⇤
�) and E⇤

+ = (x⇤+,L
⇤
+, y

⇤
+, z

⇤
+), where
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D
ow

nl
oa

de
d 

08
/1

4/
24

 to
 1

28
.2

27
.1

04
.9

1 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



1112 S. WANG, T. WANG, F. XU, AND L. RONG

x⇤± =
s

d+ �(1� ✏)y⇤±
,

L⇤
± =

↵L(1� ✏)�x⇤±y
⇤
±

a+ dL � ⇢
,

y⇤± =
B ±

p
B2 � 4b2kr⌘

2b⌘r
,

z⇤± =
�(R⇤

± � 1)

p
.

In the positive equilibria, we have

R⇤
± =

s�(1� ✏)
h
(1� ↵L) +

a↵L

a+dL�⇢

i

�
h
d+ b�(1�✏)

B±
p

B2�4b2kr⌘

2k

i

=
2b⌘rs�(1� ✏)

h
a↵L + (a+ dL � ⇢)(1� ↵L)

i

�(a+ dL � ⇢)
n
2b⌘rd+ �(1� ✏)

h
B ±

p
B2 � 4b2kr⌘

io ,

where B = ch� br� bk⌘. It can be calculated that s�(1�✏)

�[d+ b�(1�✏)

c
]
is the basic immune reproduc-

tion number of the model with the bilinear immune incidence (cyz) and without the latent
reservoir. Here, R⇤

± represent the two additional threshold parameters, which can characterize
the dynamics of the model, that is, E⇤

± exists when R⇤
± > 1.

Let Rc = 1+ �(1�✏)
p
⌘rk

dr⌘ . We define

h⇤ =
br+ b⌘k

c
+

2b⌘ry1
c

and the elite control threshold

h⇤⇤ =
br+ b⌘k

c
+

bk�(1� ✏)

cd(R0 � 1)
+

bd⌘r(R0 � 1)

c�(1� ✏)
.

Then we have the following results with straightforward calculation.

Lemma 2.2. We state that R0 >Rc , h⇤ >h⇤⇤ , h⇤ >h2 , y1 >
q

k
⌘r .

Lemma 2.3.
(i) If Rc >R0 > 1, then R⇤

+ > 1 has no solution, and R⇤
� > 1, h> h⇤⇤.

(ii) If R0 >Rc > 1, then R⇤
+ > 1, h2 <h<h⇤⇤, and R⇤

� > 1, h> h2.

Based on Lemmas 2.2 and 2.3, combining the aforementioned analysis leads to the exis-
tence results regarding the equilibria of system (1.1). The results for positive equilibria are
summarized in Tables 1 and 2.

Theorem 2.4.
(i) System (1.1) always admits an uninfected equilibrium E0.
(ii) If R0 > 1, system (1.1) also has an immune-free equilibrium E1.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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BISTABILITY OF AN HIV MODEL WITH IMMUNE IMPAIRMENT 1113

Table 1
The existence of the positive equilibria when Rc >R0 > 1.

h2 <h<h⇤⇤ h> h⇤⇤

E⇤
� — Exist

E⇤
+ — —

Table 2
The existence of the positive equilibria when R0 >Rc > 1.

h2 <h<h⇤⇤ h> h⇤⇤

E⇤
� Exist Exist

E⇤
+ Exist —

(iii) Suppose that Rc > R0 > 1. When h > h⇤⇤, system (1.1) has only one positive equilib-
rium E⇤

�.
(iv) Suppose that R0 >Rc > 1. When h2 <h<h⇤⇤, system (1.1) has two positive equilibria

E⇤
� and E⇤

+; when h > h⇤⇤, system (1.1) has only one positive equilibrium E⇤
�; when

h= h2, system (1.1) has a coinciding equilibrium E⇤.

3. Stability analysis. In this section, we consider the stability of equilibria for system
(1.1).

Let Ẽ be any arbitrary equilibrium of system (1.1) and denote

J =

2

6664

�d� �(1� ✏)ỹ 0 ��(1� ✏)x̃ 0
↵L�(1� ✏)ỹ ⇢� a� dL ↵L(1� ✏)�x̃ 0

(1� ↵L)�(1� ✏)ỹ a (1� ↵L)�(1� ✏)x̃� �� pz̃ �pỹ

0 0 chz̃(k�⌘rỹ2)
(1+⌘ỹ)2(k+rỹ)2

chỹ
(1+⌘ỹ)(k+rỹ) � b

3

7775
.

The characteristic equation of the linearized system of (1.1) at Ẽ is then obtained as

(3.1) Det(�I �J ) = 0,

where Det means the determinant of a matrix and � is the eigenvalue.

3.1. Stability analysis of equilibrium E0.
Theorem 3.1. If R0 < 1, then the uninfected equilibrium E0 of system (1.1) is locally

asymptotically stable. If R0 > 1, E0 is unstable.

Theorem 3.2. If R0 < 1, then the uninfected equilibrium E0 of system (1.1) is global asymp-
totically stable.

The proofs of these theorems are given in Appendices B and C. The global asymptotic
stability of the uninfected equilibrium E0 in system (1.1) shows that the virus will eventually
be cleared within the host. In general, when treatment is su�ciently e↵ective, we have R0 < 1,
indicating the eradication of the virus.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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1114 S. WANG, T. WANG, F. XU, AND L. RONG

Table 3
The stability of the equilibria and the behavior of system (1.1) under assumption A3(A1A2 �A3)�A2

1A4 > 0.

E0 E1 E⇤
� E⇤

+ System (1.1)

R0 < 1 GAS — — — Tends to E0

Rc >R0 > 1,0<h<h⇤⇤ US LAS — — Tends to E1

Rc >R0 > 1,h > h⇤⇤ US US LAS — Tends to E⇤
�

Table 4
The stability of the equilibria and the behavior of system (1.1) under assumption A3(A1A2 �A3)�A2

1A4 > 0.

E0 E1 E⇤
� E⇤

+ System (1.1)

R0 < 1 GAS — — — Tends to E0

R0 > 1, 0<h<h2, US LAS — — Tends to E1

R0 >Rc > 1,h2 <h<h⇤⇤ US LAS LAS US Bistable
R0 >Rc > 1,h > h⇤⇤ US US LAS – Tends to E⇤

�

3.2. Stability of equilibrium E1.
Theorem 3.3. Assume R0 > 1. If 0 < h < h⇤⇤, then the immune free equilibrium E1 of

system (1.1) is locally asymptotically stable. If h> h⇤⇤, E1 is unstable.

The proof is given in Appendix D. From this analysis, we know that the elite control
threshold h⇤⇤ plays a crucial role in determining whether a system is under elite control, as
described by [7].

3.3. Stability of positive equilibria.
Theorem 3.4. (i) Suppose that (A)A3(A1A2�A3)�A2

1A4 > 0. If we further assume (A.1)
1 < R0 < Rc and h > h⇤⇤ or (A.2) R0 > Rc and h > h2, then system (1.1) has a positive
equilibrium E⇤

�, which is a stable node.
(ii) If R0 >Rc and h2 <h<h⇤⇤, system (1.1) also has a positive equilibrium E⇤

+, which is
an unstable saddle point.

The proof is given in Appendix E. The stability of the equilibria and the behavior of
system (1.1) are summarized in Tables 3 and 4. In those tables, US, LAS, and GAS represent
unstable, locally asymptotically stable and global asymptotically stable, respectively.

4. Bifurcations analysis.

4.1. Saddle-node bifurcation. In section 2.3, we have discussed the conditions for the
existence of equilibria, namely E⇤

� and E⇤
+. If R0 > Rc > 1 and h > h2, system (1.1)

possesses two positive equilibria. On the other hand, if h is smaller than h2, the system will
not have any positive equilibria. When h is equal to h2, the system will exhibit a unique

positive equilibrium denoted as E⇤ = (x⇤,L⇤, y⇤, z⇤), where y⇤ =
q

k
⌘r . The disappearance or

emergence of the positive equilibria is attributed to a saddle-node bifurcation, which occurs
at h[sn], defined as h[sn] = h2 =

br+b⌘k
c + 2b

p
⌘rk
c . We prove it in the following theorem.

Theorem 4.1. If R0 >Rc > 1 and h= h[sn], system (1.1) undergoes a saddle-node bifurca-
tion around E⇤.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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BISTABILITY OF AN HIV MODEL WITH IMMUNE IMPAIRMENT 1115

Proof. We utilize Sotomayor’s theorem to establish the occurrence of a saddle-node bifur-
cation in system (1.1) near h[sn]. Proving Det[JE⇤ ] = 0 is not challenging, which implies the
presence of a zero eigenvalue in the Jacobian matrix evaluated at E⇤.

Let V = (V1, V2, V3, V4)T and W = (W1,W2,W3,W4)T represent the eigenvectors of JE⇤

and J T
E⇤

corresponding to the zero eigenvalue, respectively. Then we have

W =

2

664

W1

W2

W3

W4

3

775=

2

664

0
0
0
1

3

775 ,

V =

2

664

V1

V2

V3

V4

3

775=

2

66664

1
↵Ld

⇢�a�dL

�d+�(1�✏)y⇤
�(1�✏)x⇤

[(�+pz⇤)[d+�(1�✏)y⇤]��dx⇤(1�↵L)(1�✏)](⇢�a�dL)+↵L�ad(1�✏)x⇤
�py⇤(⇢�a�dL)(1�✏)x⇤

3

77775
.

Let F = (f1, f2, f3, f4) represent the right-hand side of system (1.1). Then we get

Fh(E⇤;h
[sn]) =

2

664

0
0
0

cy⇤z⇤
(1+⌘y⇤)(k+ry⇤)

3

775

and

D2F (E⇤;h
[sn])(V,V )

=

2

66664

�2(1� ✏)�V1V3

2↵L(1� ✏)�V1V3

�2pV3V4 + 2(1� ↵L)(1� ✏)�V1V3

�2cz⇤h(3⌘rky⇤+k2⌘+rk�⌘2r2(y⇤)3)
(1+⌘y⇤)3(k+ry⇤)3

V 2
3

3

77775
.

Therefore, we obtain

⌦1 =WTFh(E⇤;h
[sn]) =

cy⇤z⇤
(1 + ⌘y⇤)(k+ ry⇤)

6= 0,

⌦2 =WT[D2F (E⇤;h
[sn])(V,V )] =

�2chz⇤(3⌘rky⇤ + k2⌘+ rk� ⌘2r2y3⇤)

(1 + ⌘y⇤)3(k+ ry⇤)3
V 2
3 6= 0.

.

Therefore, system (1.1) undergoes a saddle-node bifurcation at E⇤ when h= h[sn]. When
h< h[sn], there is no positive equilibrium. When h> h[sn], there are two positive equilibria.

4.2. Backward and forward bifurcations. The above analysis implies that when R0 >
Rc > 1 and h = br+b⌘k

c + bk�(1�✏)
cd(R0�1) +

bd⌘r(R0�1)
c�(1�✏) , the immune-free equilibrium E1 will lose its

stability, and the characteristic equation at E1 has a zero eigenvalue. Therefore, bifurcation
may occur at E1. Next, we will take h as the bifurcation parameter and study backward and
forward bifurcations.
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1116 S. WANG, T. WANG, F. XU, AND L. RONG

Theorem 4.2. If R0 >Rc > 1 and h= h⇤⇤, system (1.1) undergoes a backward bifurcation.
The bifurcation parameter is h= h⇤⇤ = br+b⌘k

c + bk�(1�✏)
cd(R0�1) +

bd⌘r(R0�1)
c�(1�✏) .

Proof. We use the Castillo-Chavez and Song theorem [6] to prove the existence of the
backward bifurcation at h = h[tb]. It is easy to prove that Det[JE1

] = 0 at h = h[tb], which
implies that one of the eigenvalues of the Jacobian at E1 is zero. Let v = (v1, v2, v3, v4)T and
w= (w1,w2,w3,w4) represent the right and left eigenvector of JE1

corresponding to the zero
eigenvalue, respectively. Then we have

v=

2

664

v1
v2
v3
v4

3

775=

2

6664

1
↵Ld

⇢�a�dL

�d+�(1�✏)y1

�(1�✏)x1

� �d
ps

3

7775
.

The left eigenvector w satisfying v ·w= 1 is

wT =

2

664

w1

w2

w3

w4

3

775=

2

664

0
0
0

� ps
�d

3

775 .

Then we get

D2F (E1;h
[tb])(v, v)

=

2

66664

�2(1� ✏)�v1v3

2↵L(1� ✏)�v1v3

�2pv3v4 + 2(1� ↵L)(1� ✏)�v1v3
2ch(k�⌘ry2

1)
(1+⌘y1)2(k+ry1)2

v3v4

3

77775

and

DFh(E1;h
[tb])v

=

2

6664

0 0 0 0
0 0 0 0
0 0 0 0

0 0 cz(k�⌘ry2)
(1+⌘y)2(k+ry)2

cy
(1+⌘y)(k+ry)

3

7775

(E1;h[tb])

·

2

664

v1
v2
v3
v4

3

775

=

2

664

0
0
0

cy1

(1+⌘y1)(k+ry1)
v4

3

775 .

Therefore, we have

a=w · [D2F (E1;h
[tb])(v, v)] =

2ch(k� ⌘ry21)

(1 + ⌘y1)2(k+ ry1)2
w4v3v4,

b=w · T [DFh(E1;h
[tb])v] =

cy1
(1 + ⌘y1)(k+ ry1)

w4v4.
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BISTABILITY OF AN HIV MODEL WITH IMMUNE IMPAIRMENT 1117

It is clear that w4v4 = 1 > 0 and b > 0. It follows from Lemma 2.2 that y1 >
q

k
⌘r

when R0 > Rc. Thus, k � ⌘ry21 < 0 and w4v3v4 =�d+�(1�✏)y1

�(1�✏)x1
< 0. We then get a > 0. From

Corollary 4.1 in [6], we know that both a and b are positive. Therefore, system (1.1) undergoes
a backward bifurcation at h= h⇤⇤.

When 1 < R0 < Rc, the direction of the bifurcation in system (1.1) will change from
backward to forward.

Theorem 4.3. If 1 < R0 < Rc and h = h⇤⇤, system (1.1) undergoes a forward bifurcation.
The bifurcation parameter is h= h⇤⇤ = br+b⌘k

c + bk�(1�✏)
cd(R0�1) +

bd⌘r(R0�1)
c�(1�✏) .

Proof. From Lemma 2.2, we know that y1 <
q

k
⌘r when 1 < R0 < Rc, which implies that

k� ⌘ry21 > 0. Thus, from the proof of Theorem 4.2, when 1<R0 <Rc, we get

a=w · [D2F (E1;h
[tb])(v, v)] =

2ch(k� ⌘ry21)

(1 + ⌘y1)2(k+ ry1)2
w4v3v4 < 0

and

b=w · T [DFh(E1;h
[tb])v] =

cy1
(1 + ⌘y1)(k+ ry1)

w4v4 > 0.

Therefore, from Theorem 4.1 in [6], when a < 0 and b > 0, system (1.1) undergoes a forward
bifurcation at h= h⇤⇤.

5. Robustness of bistability. The system exhibiting a backward bifurcation is bistable,
meaning it possesses two basins of attraction [9, 38]. Here we define the robustness of the
bistable system (1.1) as the area under the positive steady solution curve within the interval
[h2, h⇤⇤], representing one basin of attraction. The robustness associated with variable y in
the bistable system (1.1) can be computed by

Ry =

Z h⇤⇤

h2

y⇤+dh

=

Z h⇤⇤

h2

 
B +

p
B2 � 4b2kr⌘

2b⌘r

!
dh

=

Z h⇤⇤

h2

 
ch� br� bk⌘+

p
(ch� br� bk⌘)2 � 4b2kr⌘

2b⌘r

!
dh,

and the robustness associated with L is

RL =

Z h⇤⇤

h2

L⇤
+dh

=

Z h⇤⇤

h2

✓
↵L(1� ✏)�x⇤+y

⇤
+

a+ dL � ⇢

◆
dh.

For instance, the cyan-colored area depicted in Figures 3, 7, and 8 represents Ry, which
corresponds to the robustness of variable y in the bistable system (1.1). Similarly, the cyan-
colored area shown in Figures 4, 9, and 10 represents RL, the robustness corresponding to
variable L in the bistable system (1.1).
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1118 S. WANG, T. WANG, F. XU, AND L. RONG

Table 5
The robustness Ry and RL for the bistable system (1.1) with di↵erent values of k (the influence of naturally

produced oxidant). Other parameter values are listed in Table 7.

k Ry RL

0.8 1.1418 2.6680
0.9 1.0589 2.4535
1.0 0.9816 2.2565
1.1 0.9093 2.0750
1.2 0.8415 1.9072

Table 6
The robustness R and RL for the bistable system (1.1) with di↵erent values of r (the influence of oxidant

produced by infected CD4+ T cells or HIV viral load). Other parameter values are listed in Table 7.

r Ry RL

0.1 0.9816 2.2565
0.2 2.8639 6.8995
0.3 4.8900 12.0462
0.4 6.9751 17.4191
0.5 9.0924 22.9228

The robustness measures Ry and RL reflect the resistance to virus rebound. A larger value
of Ry or RL indicates a stronger robustness in the bistable system. A stronger robustness
means that it is more challenging for the virus to rebound.

To investigate the influence of parameters k and r on the robustness of the bistable system
(1.1), we calculate the robustness values Ry and RL for di↵erent parameter values of k and r.
The corresponding results are presented in Figures 7 to 10 and Tables 5 and 6. We observe
that as the value of k (representing the impact of naturally produced oxidant) increases,
the robustness of the bistable system (1.1) decreases, indicating a higher likelihood of virus
rebound. Conversely, a larger value of r (representing the influence of oxidant produced by
infected CD4+ T cells or HIV viral load) leads to better robustness in the bistable system
(1.1), indicating a lower likelihood of virus rebound.

6. Sensitivity analysis and numerical simulations.

6.1. Sensitivity analysis. Sensitivity analysis is a widely employed technique to examine
the impact of various parameters on the basic reproductive number, R0, in epidemic models
[41]. In this study, we conduct sensitivity analysis to investigate the relationship between
R0 and the basic immune reproductive number, R⇤

�, as well as the system parameters in our
model. Latin hypercube sampling (LHS) and partial rank correlation coe�cients (PRCCs) are
utilized for this purpose [2, 23]. LHS is a statistical sampling method that e�ciently explores
parameter variations within specified uncertainty ranges for each parameter [2]. On the other
hand, PRCCs indicate the level of significance associated with each parameter. PRCCs are
calculated using rank-transformed LHS matrices and output matrices [23]. For our analysis, we
conducted 4000 simulations per run and employed a uniform distribution function to evaluate
the significance of PRCCs for all parameters, considering their wide ranges.
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Figure 1. Partial rank correlation coe�cients illustrate the dependence of R0 for system (1.1) on each
parameter, along with the frequency distribution of R0.
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Figure 2. Partial rank correlation coe�cients illustrate the dependence of R⇤
� for system (1.1) on each

parameter.

The PRCC results presented in Figures 1 and 2 depict the relationship between R0 and R⇤
�

with each system parameter, and provide an estimation of the normal distributions for these
variables. When the absolute value of PRCC exceeds 0.4, it indicates a significant correlation
between the input parameters and the output variables. Correlations ranging between 0.2
and 0.4 represent moderate correlations. For PRCC values within the range of [0, 0.2], the
correlations are weak.

Upon analysis, we observe that the proliferation rate of CD4+ T cells (s), the decay rate
of CD4+ T cells (d), the infection rate of CD4+ T cells (�), the drug e�cacy (✏), and the
latently infected cell death rate (dL) significantly influence the infection reproduction number
(R0) and the immune reproduction number (R⇤

�).

6.2. Numerical simulations. In this section, we conducted some numerical simulations
using the default parameter values listed in Table 7. We acknowledged that certain parameter
values, specifically those associated with oxidative stress, were chosen for the purpose of
illustrating the dynamics as no prior data were available.
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1120 S. WANG, T. WANG, F. XU, AND L. RONG

Table 7
Parameters for system (1.1).

Symbol description Value Reference

s Proliferation rate of CD4+ T cells 10 cells/µ L/ day [4]
d Decay rate of CD4+ T cells 0.01 day�1 [4]
� Infection rate of CD4+ T cells 0.015 µ L/ day –
✏ Drug e�cacy 0.8 –
↵L Fraction of newly infected cells that become latently infected 0.001 –
⇢ Proliferation rate of latently infected cells 0.0045 day�1 [7]
a Activation rate 0.001 day�1 [7]
dL Death rate of latently infected cells 0.004 day�1 [7]
� Death rate of infected cells 1 day�1 [7]
p Killing rate of infected CD4+ T cells 0.1 day�1 –
c Proliferation rate of CTLs 0.1 day�1 –
⌘ E↵ector cell production hill function scaling 1 cells/µ L –
b Decay rate of CTLs 0.1 day�1 –
h Antioxidant parameter 1.8 day�1 –
k The natural oxidant content 1 cells/µ L –
r Oxidant content induced by HIV 0.1 cells/µ L –

Figure 3. Bistability and bifurcation diagram of system (1.1) where the vertical axis represents y (infected
CD4+ T cells). The bistable interval is (1.7325,1.9174). When h< 1.7325, the model exhibits a steady state with
high viral load, indicating viral rebound. Conversely, when h> 1.9174, the model displays a steady state with low
viral load, indicating elite control in patients. When h is between these two values, the model exhibits bistability
depending on the initial conditions, such as the size of infected cells or immune cells at the time of treatment
cessation. By choosing h as the bifurcation parameter, system (1.1) undergoes a saddle-node bifurcation at
h = h2 and a backward bifurcation at h = h⇤⇤. The parameter values can be found in Table 7. The cyan area
represents the robustness Ry = 0.9816 for the bistable system. (Figure in color online.)

With these default parameters, we obtained the following threshold values: R0 ⇡ 3.0030,
Rc ⇡ 2.0392 < R0, h2 ⇡ 1.7325, and h⇤⇤ ⇡ 1.9174. The bistable interval was found to be
(1.7325,1.9174). From Figures 3 and 4, it can be observed that there is no positive equi-
librium for h < 1.7325, and a saddle-node bifurcation occurs when h passes through 1.7325.
Additionally, system (1.1) exhibits a backward bifurcation when h passes through 1.9174.
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BISTABILITY OF AN HIV MODEL WITH IMMUNE IMPAIRMENT 1121

Figure 4. Bistability and bifurcation diagram of system (1.1) where the vertical axis represents L (viral
latent reservoir). The bistable interval is (1.7325,1.9174). When h < 1.7325, the model exhibits a steady state
with a high viral latent reservoir, indicating viral rebound. Conversely, when h > 1.9174, the model displays
a steady state with a low viral latent reservoir, indicating elite control in patients. When h is between these
two values, the model exhibits bistability depending on the initial conditions, such as the size of infected cells
or immune cells at the time of treatment cessation. By choosing h as the bifurcation parameter, system (1.1)
undergoes a saddle-node bifurcation at h= h2 and a backward bifurcation at h= h⇤⇤. The parameter values can
be found in Table 7. The cyan area represents the robustness RL = 2.2565 for the bistable system. (Figure in
color online.)

If we set � = 2 while keeping the other parameter values listed in Table 7, we obtain
R0 ⇡ 1.5015, Rc ⇡ 2.0392 > R0, h2 ⇡ 3.4798, and h⇤⇤ ⇡ 3.5522. As shown in Figures 5 and
6, there is no positive equilibrium for h < 3.5522, and a forward bifurcation occurs when h
passes through 3.5522. Figure 11 illustrates that when h2 < h < h⇤⇤, system (1.1) has two
stable equilibria.

Furthermore, we investigated the influence of system parameters on the virus rebound
threshold h2 and the elite control threshold h⇤⇤. From the PRCCs in Figure 12, we can
observe that the decay rate of CTLs (b), the e↵ector cell production hill function scaling
(⌘), and the natural oxidant content (k) are significantly positively correlated with the virus
rebound threshold h2. Conversely, the proliferation rate of CTLs (c) is significantly negatively
correlated with the virus rebound threshold h2.

Figure 13 indicates that the activation rate of infected cell death (�) is significantly neg-
atively correlated with the elite control threshold h⇤⇤, while the proliferation rate of latently
infected cells (⇢) is significantly positively correlated with the elite control threshold h⇤⇤.
Biologically, an increased decay rate of CTLs, e↵ector cell production hill function scaling,
and natural oxidant content make it more challenging to treat the disease. Conversely, an
increased proliferation rate of CTLs is beneficial for disease treatment.

The phenomenon of bistability can also arise in other HIV infection models that involve
oxidative stress. As an example, we investigated the HIV infection model (6.1) with a logistic
proliferation rate of latently infected cells. Through simulations, we demonstrated the exis-
tence of bistability. Figure 14 shows that system (6.1) exhibits bistable behavior for di↵erent
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1122 S. WANG, T. WANG, F. XU, AND L. RONG

Figure 5. Bifurcation diagram of system (1.1) where the vertical axis represents y (infected CD4+ T cells).
When h< 3.5522, the model exhibits a steady state with a high viral load, indicating viral rebound. Conversely,
when h > 3.5522, the model displays a steady state with a low viral load, indicating elite control in patients.
By choosing h as the bifurcation parameter, system (1.1) undergoes a forward bifurcation at h = h⇤⇤. In this
diagram, we set �= 2 day�1 while keeping the other parameter values as shown in Table 7.

Figure 6. Bifurcation diagram of system (1.1) where the vertical axis represents L (viral latent reservoir).
When h < 3.5522, the model exhibits a steady state with a high viral latent reservoir, indicating viral rebound.
Conversely, when h> 3.5522, the model displays a steady state with a low viral latent reservoir, indicating elite
control in patients. By choosing h as the bifurcation parameter, system (1.1) undergoes a forward bifurcation
at h= h⇤⇤. In this diagram, we set �= 2 day�1 while keeping the other parameter values as shown in Table 7.

initial values when Lmax = 50 (with the values of other parameters listed in Table 12). We
then have

(6.1)

8
>>>><

>>>>:

dx(t)
dt = s� dx(t)� (1� ✏)�x(t)y(t),

dL(t)
dt = ↵L(1� ✏)�x(t)y(t)� (a+ dL)L(t) + ⇢L(t)(1� L(t)

Lmax
),

dy(t)
dt = (1� ↵L)(1� ✏)�x(t)y(t) + aL(t)� �y(t)� py(t)z(t),

dz(t)
dt = cy(t)z(t)

1+⌘y(t)
h

k+ry(t) � bz(t).
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BISTABILITY OF AN HIV MODEL WITH IMMUNE IMPAIRMENT 1123

Figure 7. Bistability and bifurcation diagram of system (1.1) with di↵erent values of k (the influence of
naturally produced oxidant), where the vertical axis represents y (infected CD4+ T cells). The parameter values
for the other variables are shown in Table 7. The cyan-colored area represents the robustness Ry of the bistable
system. (Figure in color online.)

Figure 8. Bistability and bifurcation diagram of system (1.1) with di↵erent values of r (the influence of
oxidant produced by infected CD4+ T cells or HIV viral load), where the vertical axis represents y (infected
CD4+ T cells). The parameter values for the other variables are shown in Table 7. The cyan-colored area
denotes the robustness Ry of the bistable system. (Figure in color online.)

7. Conclusion. In this paper, we propose a simplified within-host model to investigate
the mechanisms of post-treatment immune control and elite control in HIV infection. We de-
termine the thresholds for post-treatment immune control and elite control within the model
and demonstrate that the model exhibits a diverse range of dynamic behaviors. Through sen-
sitivity analysis and numerical simulations, we discover that reducing the immune impairment
rate is advantageous for the host to achieve post-treatment immune control and elite control.
Specifically, a therapeutic approach aimed at decreasing the immune impairment rate of the
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Figure 9. Bistability and bifurcation diagram of system (1.1) with di↵erent values of k (the influence of
naturally produced oxidant), where the vertical axis represents L (viral latent reservoir). The parameter values
for the other variables are shown in Table 7. The cyan-colored area denotes the robustness RL of the bistable
system. (Figure in color online.)

Figure 10. Bistability and bifurcation diagram of system (1.1) with di↵erent values of r (the influence of
oxidant produced by infected CD4+ T cells or HIV viral load), where the vertical axis represents L (viral latent
reservoir). The parameter values for the other variables are shown in Table 7. The cyan-colored area denotes
the robustness RL of the bistable system. (Figure in color online.)

virus, as well as the decay rate of CTLs and the e↵ector cell production hill function scal-
ing, can significantly enhance the host’s ability to achieve elite control. These findings hold
potential for practical applications in the design of optimal treatment strategies for relevant
diseases. We also note that oxidative stress is a common feature observed across various viral
infections, including hepatitis B, C, and delta viruses, as well as herpes and respiratory viruses
[15]. The modeling process and analysis methods employed in this study may be applied to
these viral infections and immune responses.
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Figure 11. Bistability of system (1.1) with initial values x(0) = 600, L(0) = 80, y(0) = 20, z(0) = 1 (blue)
and x(0) = 600, L(0) = 80, y(0) = 20, z(0) = 20 (red). The parameter values are listed in Table 7. (Figure in
color online.)

Figure 12. Partial rank correlation coe�cients show the dependence of h2 on each parameter.

Appendix A. Proof of Theorem 2.1.

Proof. According to the fundamental theory of ordinary di↵erential equations, system
(1.1), with nonnegative initial conditions, possesses a unique solution. For any nonnegative
initial data, let t1 > 0 denote the first time at which x(t1) = 0. The first equation of (1.1)
implies that ẋ(t1) = s > 0. This implies that x(t) < 0 for t 2 (t1 � "1, t1), where "1 is
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Figure 13. Partial rank correlation coe�cients show the dependence of h⇤⇤ on each parameter.

Figure 14. Bistability of system (6.1) with Lmax = 50. The initial values are x(0) = 600, L(0) = 20,
y(0) = 20, z(0) = 1 (blue) and x(0) = 600, L(0) = 80, y(0) = 20, z(0) = 20 (red). The parameter values are listed
in Table 7. (Figure in color online.)

an arbitrarily small positive constant. However, the aforementioned discussion leads to a
contradiction. Hence, it can be concluded that x(t) remains positive. As the last equation
of (1.1) has a constant solution z = 0, the fundamental existence and uniqueness theorem
establishes that z > 0 for all t > 0.
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Suppose that at time t2 > 0, y(t2)z(t2) reaches 0 for the first time. Thus, we have
(i) L(t2) = 0, y(t)� 0 for t2 [0, t2], or
(ii) y(t2) = 0,L(t)� 0 for t2 [0, t2].
For case (i), because x(t) is positive, it follows from the variation of constants formula

that L(t2) = L(0) + e�
R t2
0

(a+dL�⇢)d⇠
R t2
0 ↵L(1 � ✏)�x(⇠)y(⇠)d⇠ > 0, which is in contradiction

with L(t2) = 0.
For case (ii), the third equation of system (1.1) implies that
y(t2) = y(0) + e

R t2
0

[(1�↵L)(1�✏)�x(⇠)���pz(⇠)]d⇠
R t2
0 aL(⇠)d⇠ > 0, which contradicts y(t2) = 0.

Thus, L(t) and y(t) are always positive.
Next, we will elaborate on the boundedness of the solutions to system (1.1). Let

M(t) = �x(t) + aL(t) + (a+ dL � ⇢)y(t) +
pk(a+ dL � ⇢)z(t)

ch
,

where �= a↵L + (1� ↵L)(a+ dL � ⇢). Since all solutions of (1.1) are positive, we have

dM
dt = �

h
s� dx� (1� ✏)�xy

i
+ a
h
↵L(1� ✏)�xy+ (⇢� a� dL)L

i

+(a+ dL � ⇢)
h
(1� ↵L)(1� ✏)�xy+ aL� �y� pyz

i

+pk(a+dL�⇢)
ch

⇣
cyz
1+⌘y

h
k+ry � bz

⌘

 �s� �dx� (a+ dL � ⇢)�y� bpk(a+dL�⇢)z
ch

< �s� ⌫M.

Here ⌫ =min{d, �, b}. Let ' be the solution of
8
><

>:

d'

dt
= �s� ⌫',

'0 = �x0 + aL0 + (a+ dL � ⇢)y0 +
pk(a+ dL � ⇢)z0

ch
,

where x0, y0, and z0 are initial values of system (1.1) and '0 = M0 > 0. We then evaluate
limt!+1 sup'(t) = �s

⌫ . It follows from the comparison theorem that M(t)<'(t). Thus, x(t),
L(t), y(t), and z(t) are bounded.

Appendix B. Proof of Theorem 3.1.

Proof. It is clear that the characteristic equation at the equilibrium E0(x0,0,0,0) has two
negative roots �d and �b. The other two eigenvalues are solutions of

(B.1) �2 + a1�+ a2 = 0,

where

a1 = a+ dL � ⇢+ �


1� (1� ↵L)(1� ✏)�x0

�

�
,

a2 = (a+ dL � ⇢)� a�(1� ✏)[�� (1� ↵L)(1� ✏)�x0]�
as�↵L(1� ✏)

d
= �(a+ dL � ⇢)(1�R0).
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It is easy to see that a1 > 0 and a2 > 0 for R0 < 1. Therefore, when R0 < 1, (B.1) has two
negative roots, indicating that E0 is locally stable. On the other hand, when R0 > 1, we have
a2 < 0. E0 is a saddle with dim W s(E0) = 2 and dimW u(E0) = 1, and it is hence unstable.
This completes the proof of Theorem 3.1.

Appendix C. Proof of Theorem 3.2.

Proof. Define a function

V =
1

2
(x� x0)

2 +AL+By+
pB

ch
z,

where A and B are positive coe�cients to be determined. It is easy to see that V is a positive
Lyapunov function. Evaluating the time derivative of V along the solution of system (1.1)
yields

V̇ k(1.1) = (x� x0)
h
s� dx� (1� ✏)�xy

i
+A

h
↵L(1� ✏)�xy� (a+ dL � ⇢)L

i

+B
h
(1� ↵L)(1� ✏)�xy+ aL� �y� pyz

i
+

pB

ch

✓
cyz

1 + ⌘y

h

k+ ry
� bz

◆

= (x� x0)
h
dx0 � dx� (1� ✏)�xy+ (1� ✏)�x0y� (1� ✏)�x0y

i

+A↵L(1� ✏)�xy�A(a+ dL � ⇢)L+B(1� ↵L)(1� ✏)�xy

+BaL�B�y�Bpyz +
pB

ch

cyz

1 + ⌘y

h

k+ ry
� pB

ch
bz

�
⇣
d+ (1� ✏)�y

⌘
(x� x0)

2 �
h
x0 �A↵L �B(1� ↵L)

i
(1� ✏)�xy

�
h
B�� (1� ✏)�x20

i
y�

h
A(a+ dL � ⇢)�Ba

i
L� pB

ch
bz.

Choosing

A=
x0

(1� ↵L)[
a+dL�⇢

a + ↵L

1�↵L
]
,

B =
A(a+ dL � ⇢)

a
,

we get

x0 �A↵L �B(1� ↵L)� 0,

B�� (1� ✏)�x20 � 0,

A(a+ dL � ⇢)�Ba� 0.

Thus, if R0  1, we have V̇ k(1.1)  0. Since x,L, y, and z are positive, we get V̇ k(1.1) = 0 if and
only if (x,L, y, z) = (x0,0,0). It thus follows from the classical Krasovskii–LaSalle principle
that E0 is globally asymptotically stable.

Appendix D. Proof of Theorem 3.3.

Proof. The characteristic equation of the linearized system of (1.1) at E1 is given by
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BISTABILITY OF AN HIV MODEL WITH IMMUNE IMPAIRMENT 1129

(�3 + b1�
2 + b2�+ b3)


chy1

(1 + ⌘y1)(k+ ry1)
� b

�
= 0,

where

b1 = d+ (1� ✏)�y1 + a+ dL � ⇢+ a↵L(1�✏)�x1

a+dL�⇢ ,

b2 = d(a+ dL � ⇢+ aL1

y1
) + (1� ✏)�aL1 + (1� ✏)�y1(a+ dL � ⇢)

+(1� ✏)�x1(1� ↵L)(1� ✏)�y1,
b3 = a↵L(1� ✏)�x1(1� ✏)�y1 + (a+ dL � ⇢)(1� ✏)�x1(1� aL)(1� ✏)�y1.

Furthermore, we have

b1b2 � b3 = b2[d+ (1� ✏)�y1] + (a+ dL � ⇢)

"
d

✓
a+ dL � ⇢+

aL1

y1

◆

+(1� ✏)�aL1 + (1� ✏)�y1(a+ dL � ⇢)

#
+ [a↵L(1�✏)�x1

a+dL�⇢ ][d(a

+dL � ⇢+ aL1

y1
) + (1� ✏)�aL1 + (1� ✏)�x1(1� ↵L)(1� ✏)�y1]

> 0.

Next, we determine the sign of the eigenvalue. We have

�4 =
chy1

(1 + ⌘y1)(k+ ry1)
� b < 0

, �br⌘y21 + (ch� br� bk⌘)y1 � bk

(1 + ⌘y1)(k+ ry1)
< 0

, h< h⇤⇤.

From the Routh–Hurwitz criterion, the assumption R0 > 1, and 0<h<h⇤⇤, we know that
the equilibrium E1 of system (1.1) is locally asymptotically stable. On the other hand, when
h> h⇤⇤, E1 is unstable.

Appendix E. Proof of Theorem 3.4.

Proof. The characteristic equation of the linearized system of (1.1) at any arbitrary posi-
tive equilibrium E⇤ is obtained as

�4 +A1�
3 +A2�

2 +A3�+A4 = 0,

where

A1 = a+ dL � ⇢+ d+ �(1� ✏)y⇤ + aL⇤

y⇤ ,

A2 = (a+ dL � ⇢)
h
d+ �(1� ✏)y⇤

i
+ aL⇤

y⇤

h
d+ �(1� ✏)y⇤

i

+py⇤z⇤ chz⇤(k�⌘ry⇤2)
(1+⌘y⇤)2(k+ry⇤)2 + (1� ↵L)(1� ✏)�x⇤(1� ✏)�y⇤,

A3 =
aL⇤

y⇤ (a+ dL � ⇢)(1� ✏)�y⇤ + (1� ↵L)(1� ✏)�x⇤(1� ✏)�y⇤(a+ dL � ⇢)

+py⇤z⇤ chz⇤(k�⌘ry⇤2)
(1+⌘y⇤)2(k+ry⇤)2

h
a+ dL � ⇢+ d+ �(1� ✏)y⇤

i
,

A4 = py⇤z⇤ chz⇤(k�⌘ry⇤2)
(1+⌘y⇤)2(k+ry⇤)2 (a+ dL � ⇢)

h
d+ �(1� ✏)y⇤

i
.
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Then we have

A1A2 �A3 =
aL⇤

y⇤ d(a+ dL � ⇢) + (aL
⇤

y⇤ )2
h
d+ �(1� ✏)y⇤

i

+aL⇤

y⇤ py⇤z⇤ chz⇤(k�⌘ry⇤2)
(1+⌘y⇤)2(k+ry⇤)2 +

aL⇤

y⇤ (1� ↵L)(1� ✏)�x⇤(1� ✏)�y⇤

+
h
a+ dL � ⇢+ d+ �(1� ✏)y⇤

i
(a+ dL � ⇢)

h
d+ �(1� ✏)y⇤

i

+aL⇤

y⇤

h
d+ �(1� ✏)y⇤

ih
a+ dL � ⇢+ d+ �(1� ✏)y⇤

i

+(1� ↵L)(1� ✏)�x⇤(1� ✏)�y⇤
h
a+ dL � ⇢+ d+ �(1� ✏)y⇤

i
.

(i) For equilibrium E⇤
�, we have

k� ⌘ry⇤2� > 0, h> h2.

If h > h2, then A4 > 0. Clearly, Ai > 0, i= 1,2,3 and A1A2 �A3 > 0. If A3(A1A2 �A3)�
A2

1A4 > 0, from the Routh–Hurwitz criterion, we know that the positive equilibrium E⇤
� is a

stable node.
(ii) For equilibrium E⇤

+, we have

(E.1) k� ⌘ry⇤2+ < 0, 2b
p

rk⌘�B <
p

B2 � 4b2rk⌘.

For h2 <h<h⇤⇤, (E.1) holds true. Thus, equilibrium E⇤
+ is unstable.
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