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Abstract
A posteriori error estimates are established for a two-step dual finite element method
for singularly perturbed reaction–diffusion problems. The method can be considered
as a modified least-squares finite element method. The least-squares functional is the
basis for our residual-type a posteriori error estimators, which are shown to be reliable
and efficient with respect to the error in an energy-type norm. Moreover, guaranteed
upper bounds for the errors in the computed primary and dual variables are derived;
these bounds are then used to drive an adaptive algorithm for our finite elementmethod,
yielding any desired accuracy. Our theory does not require the meshes generated to
be shape-regular. Numerical experiments show the effectiveness of our a posteriori
estimators.
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1 Introduction

Consider the singularly perturbed reaction–diffusion problem

− ε2�u + 1

b
u = f in Ω, u = 0 on ∂Ω, (1.1)

where 0 < ε � 1, b ∈ L∞(Ω) satisfies 0 < bmin ≤ b ≤ bmax < ∞, and Ω ⊂ R
n

for n = 2, 3 is a bounded polygonal domain or a smooth domain, with boundary ∂Ω .
Here ε, bmin and bmax are constants that are independent of x ∈ Ω . Furthermore, the
ratio bmax/bmin is independent of ε; for simplicity we assume that bmax/bmin = O(1).
Typical solutions of (1.1) exhibit boundary and/or interior layers and other forms of
local behavior.

See [20] and its references for an overview of numerical methods for singularly
perturbed problems. It is clearly desirable to have adaptive procedures to compute
approximate solutions of such problems.

Much work has gone into the development of reliable and efficient a posteriori
error estimators for finite element methods (FEMs) used to solve singularly perturbed
problems. For energy-type norms, Verfürth [24] was the first to derive reliable and
efficient a posteriori error estimators, using bubble functions. Ainsworth and Babuška
[1] presented error estimators based on equilibrated residuals, under the assumption
that a local boundary value problem is solved exactly over each element, which limits
the practical application of the method. This work was extended by Ainsworth and
Vejchodský [2, 3] to fully computable, reliable upper bounds that do not require exact
solution of a local problem. Smears and Vohralík [22] use a H(div) conforming flux
reconstruction to derive a posteriori error estimators that do not require any local sub-
mesh yet produce reliable and efficient equilibrated flux estimators for arbitrary-order
approximations; this work is based on an idea of Cheddadi et al. [6]. For maximum
norm error estimates, Demlow andKopteva [10, 15] obtained a posteriori error estima-
tors using bounds for the Green’s function of (1.1) on shape-regular locally uniform
meshes, but in [16] are extended to piecewise linear FEMs on anisotropic meshes. See
also [9, 17, 24, 26] and their references.

All these papers deal with conforming FEMs; for nonconforming FEMs see [26]
and the literature review in its Introduction.

The estimators in the papers above are based on Galerkin FEMs. In contrast, the
estimators that we shall present here are based on a dual FEM for singularly perturbed
reaction–diffusion problems that was analysed recently in [5]. As shown in [5], the
solution of this dual FEM does not display significant numerical oscillations, unlike
the standard Galerkin methods. The method computes an approximation of the dual
variableσ := −∇u, then the primary variableu is recovered in an efficientmanner. The
algebraic system associated with the dual variable is symmetric and positive definite,
and there are well-developed solvers for such systems. This dual FEM is a competitive
alternative to standard and mixed Galerkin FEMs for problems such as (1.1), but it
should be mentioned that the dual FEM has a larger number of degrees of freedom
than the standard Galerkin method.
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Our goal in the present paper is to develop reliable and efficient residual-type a
posteriori error estimators for the dual FEM applied to (1.1) on geometrically confor-
mal meshes [14, Section 1.3.3] (for such meshes, roughly speaking, hanging nodes are
forbidden but the mesh is not required to be shape-regular, i.e., it can be anisotropic).
The dual FEM can be regarded as a modified least-squares method, and a notable
advantage of least-squares methods is that the least-squares functional can be used as
a built-in residual-type a posteriori error estimator. We shall exploit this property.

Standard notation for Sobolev spaces will be used, e.g., H(div) = {τ ∈ Ld
2(Ω) :

∇ · τ ∈ L2(Ω)}. For i ≥ 0, let ‖ · ‖i denote the Wi
2(Ω) norm. Thus, ‖ · ‖0 denotes the

L2(Ω) norm.
Define the norm |||(·, ·)||| by

|||(τ , v)|||2 = ‖ε b∇ · τ‖20 + ‖τ‖20 + ‖ε∇v‖20
+‖v‖20 ∀(τ , v) ∈ H(div) × H1

0 (Ω). (1.2)

This norm is an extensionof the standard energy-typenormv �→ (‖ε∇v‖20 + ‖v‖20
)1/2

.
Define a functional η ≥ 0 on H(div) × H1

0 (Ω) by

η2(τ , v) = ‖ε b∇ · τ + v‖20 + ‖τ + ε∇v‖20 ∀(τ , v) ∈ H(div) × H1
0 (Ω). (1.3)

We shall say that a quantity is guaranteed if it can be evaluated using the computed
numerical solution and does not contain any unknown constants.

The dual FEM computes a solution (σ h, uh) ∈ H(div)× L2(Ω) that approximates
(σ , u). One cannot apply the least-squares functional (1.3) and the norm |||(·, ·)||| to
this computed solution because in general uh lies only in L2(Ω), not in H1

0 (Ω). A
workaround is to instead use I CLuh ∈ H1

0 (Ω), where I CL denotes the Clément
interpolation operator (see [14, Section 1.6.1] for its definition and properties). Thus
(1.3) is used to define the following guaranteed residual-type error estimator:

η2
(
ε(σ − σ h), u − I CLuh

)
=

∥∥∥b f − ε2 b∇ · σ h − I CLuh
∥∥∥
2

0
+ ε2 ‖σ h

+∇I CLuh
∥∥∥
2

0
, (1.4)

where σ = −∇u and (1.1) were used to simplify the right-hand side. This fully-
computable estimator is reliable and efficient, because Theorem 3.1 shows that

1

2
η2

(
ε(σ − σ h) , u − I CLuh

)
≤

∣
∣
∣
∣
∣
∣
∣
∣
∣
(
ε(σ − σ h) , u − I CLuh

)∣
∣
∣
∣
∣
∣
∣
∣
∣
2

≤
(
3
max{1, bmax}
min{1, bmin} + 2

)
η2

(
ε(σ − σ h) , u − I CLuh

)
.

Remark 1.1 In (1.4) note that the flux approximation error σ − σ h is scaled by ε. In
Sect. 3, we will establish that for all (τ , v) the functional η2(τ , v) [defined in (1.3)]
is equivalent to the energy-type norm |||(τ , v)|||2 that was defined in (1.2). Hence
η2(ε(σ − σ h), u − I CLuh) is equivalent to ‖ε2b∇ · (σ − σ h)‖20 + ε2‖σ − σ h‖20 +
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ε2‖∇(u −I CLuh)‖20 + ‖u −I CLuh‖20. As σ = −∇u, we expect that ε2‖σ − σ h‖20
and ε2‖∇(u −I CLuh)‖20 are of the same order of magnitude, i.e., these terms in our
estimators are balanced.

We also derive the following guaranteed upper bounds for the quantities of interest
that can be used as a stopping criterion to yield any desired accuracy in an adaptive
algorithm. For the flux variable, in Theorem 4.1 we obtain

‖ε(σ − σ h)‖20 +
∥∥
∥ε2

√
b∇ · (σ − σ h)

∥∥
∥
2

0

≤ min
v∈H1

0 (Ω)

1

bmin

∥
∥∥b f − ε2b∇ · σ h − v‖20 + ε2‖σ h + ∇v

∥
∥∥
2

0
,

while for the primary approximation, in Theorem 4.2 we show that

‖u − uh‖0 ≤ ‖b f − Ph(b f )‖0 + ε2 ‖(b∇ · σ h − Ph(b∇ · σ h)‖0
+ min

v∈H1
0 (Ω)

(
bmax

bmin

∥
∥
∥b f − ε2b∇ · σ h − v

∥
∥
∥
2

0
+ ε2

bmax

2
‖σ h + ∇v‖20

)1/2
.

Taking v = I CLuh in these two estimates, our numerical examples show that both
estimates provide upper bounds that are close to the actual errors. Note that they do
not contain any unknown constants, so for any particular choice of v ∈ H1

0 (Ω) they
can in principle be evaluated very accurately.

Remark 1.2 Parts of our analysis bear a superficial resemblance to the well-known
Prager-Synge identity [18], which has been used (see, e.g., [8, 19, 25] and their ref-
erences) to develop a posteriori error estimates for elliptic problems. This approach
requires the underlying numerical method to be locally conservative, which is true for
example of mixed finite element methods; it then delivers a posteriori error estimates
in which ‖σ h + ∇v‖ plays a crucial role. This term appears frequently in the analysis
of methods that are related to a least-squares approach. It plays a major role in our
analysis (as we saw above), but our numerical method is not locally conservative, and
to derive our results via the Prager-Synge identity takes more effort than the relatively
simple and straightforward structure of much of our analysis.

The paper is organised as follows. Section2 describes the setting and formulation
of the dual FEM from [5], together with some basic error estimates. In Sect. 3, a
posteriori error estimates are derived. Then sharp upper bounds for the primary and
flux approximation errors are proved in Sect. 4. Numerical examples that illustrate the
sharpness and effectiveness of our results are provided in Sect. 5.

2 The dual FEM and a priori error bounds

In this section we describe the dual FEM of [5] and state the main error bounds derived
in [5].
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2.1 Dual formulation of (1.1)

The dual formulation of (1.1) is standard and can be found for example in [13]. We
now outline this theory.

The minimisation problem corresponding to (1.1) is: find u ∈ H1
0 (Ω) such that

J (u) = infv∈H1
0 (Ω) J (v), where J (v) is the energy functional defined by

J (v) = 1

2

(
ε2‖∇v‖20 +

∥∥∥b−1/2v

∥∥∥
2

0

)
− ( f , v),

where (·, ·) denotes the L2(Ω) inner product. The dual problem of this minimisation
problem is: find σ ∈ H(div) such that J ∗(σ ) = supτ∈H(div) J

∗(τ ), where

J ∗(τ ) = −1

2

(
ε2‖τ‖20 +

∥∥∥b1/2(ε2∇ · τ − f )
∥∥∥
2

0

)
.

Then J (u) = J ∗(σ ) and σ = −∇u.
The variational problem of the dual problem is: find σ ∈ H(div) such that

B(σ , τ ) = f (τ ) ∀τ ∈ H(div), (2.1)

where B(σ , τ ) := ε2(b∇ · σ ,∇ · τ ) + (σ , τ ) and f (τ ) := (b f ,∇ · τ ).

2.2 Finite element spaces

To approximate the solution of (2.1), let Th be a partition of Ω into triangles or
simplices using a geometrically conformal mesh [14, Section 1.3.3]. Let hK be the
diameter of element K ∈ Th and let h = maxK∈Th hK . For each element K , let
Pj (K ) be the space of polynomials of degree at most j defined on K .

To solve (2.1) numerically, we use a mixed finite element method. To approximate
the flux σ , choose a finite element space Vh ⊂ H(div); for some integer k ≥ 0, one
could use the Raviart-Thomas (RT) element of order k or the Brezzi-Douglas-Marini
(BDM) element of order k + 1 (see [4] for details). Then to approximate u, choose
a standard FEM space Qh ⊂ L2(Ω) with Qh |K ⊇ Pj (K ) for each K ∈ Th , where
j = k for the RT elements and j = k + 1 for the BDM elements.
Let Ph : L2(Ω) → Qh be the local L2 projection defined by

(v − Phv, qh) = 0 ∀qh ∈ Qh . (2.2)

From [4, Section III.3.4] there exists an interpolant Πh : H(div) → Vh satisfying
the commuting diagram property∇ ·Πhτ = Ph∇ ·τ for all τ ∈ H(div). This property
and (2.2) yield

(∇ · (τ − Πhτ ), vh) = (∇ · τ − Ph∇ · τ , vh) = 0 ∀vh ∈ Qh . (2.3)

123



7 Page 6 of 24 BIT Numerical Mathematics (2024) 64 :7

Remark 2.1 Our analysis in this paper can be extended to all mixed-type finite element
spaces that possess the above properties. In fact, the development of our a posteriori
error estimators does not require the commuting diagram property. However, it is
required for a priori error estimates for the dual finite element methods.

We shall also use the standard finite element space of globally-continuous piecewise
polynomial of degree r , i.e., Sh,r = {v ∈ H1

0 (Ω) : v ∈ Pr (T )∀T ∈ Th}, which enjoys
the approximation property ‖u − uI ‖i ≤ Chr+1−i‖u‖r+1 for i = 0, 1, where uI is
the Scott-Zhang interpolant [21] of u and C is some fixed constant. Here one takes
r = k + 1 for the RT elements and r = k + 2 for the BDM elements.

2.3 The dual FEM: a two-stepmethod

Here we present the numerical method of [5] for approximating the true solution
(σ , u) ∈ H(div) × H1

0 (Ω) of (2.1).
Step 1: Compute the dual variable Define an approximate solution σ h ∈ Vh for
σ = −∇u in (2.1) by

B(σ h, τ h) = (b f ,∇ · τ h) ∀τ ∈ Vh . (2.4)

Step 2: Recover the primary variable The primary approximation is then recovered
by a simple local L2 projection:

uh := Ph
(
b

(
f − ε2 ∇ · σ h

))
∈ Qh . (2.5)

2.4 A priori error estimates

We now state a priori error estimates for the numerical method defined in (2.4) and
(2.5). Note that they do not contain any unknown constants.

Theorem 2.1 [5, Theorem 4.1] Let σ and σ h be the solutions of (2.1) and (2.4) respec-
tively. Then

(
‖σ − σ h‖20 + ε2‖b1/2∇ · (σ − σ h)‖20

)1/2

≤ min
τ h∈Vh

(
‖σ − τ h‖20 + ε2‖b1/2∇ · (σ − τ h)‖20

)1/2
.

Theorem 2.2 [5, Theorem 4.4] Let u and uh be the solutions of (1.1) and (2.5) respec-
tively. Then

‖u − uh‖0 ≤ ‖u − Phu‖0 + ε
√
bmax min

τ h∈Vh

(
‖σ − τh‖20 + ε2‖b1/2∇ · (σ − τh)‖20

)1/2
.

Remark 2.2 The quantity bmax will appear several times in our analysis. This is
natural—one cannot allow b to be unbounded. If one takes the formal limit b → ∞
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in (1.1), this produces the problem −ε2�u = f with u = 0 on ∂Ω which has
extremely poor stability properties; for instance in 1D with Ω = (0, 1) and f ≡ 1,
the solution is u(x) = x(1 − x)/(2ε2) which is unbounded as ε → 0.

3 Reliability and efficiency of the a posteriori error estimator (1.4)

First, we prove that the least-squares functional defined in (1.3) is equivalent to the
energy-type norm defined in (1.2) —without any unknown constants appearing in the
estimates. This result will immediately imply the reliability and efficiency of our error
estimator (1.4).

Lemma 3.1 (Reliability and efficiency of η(·, ·)) Let (τ , v) ∈ H(div) × H1
0 (Ω) be

arbitrary. Then one has

1

2
η2(τ , v) ≤ |||(τ , v)|||2 ≤

(
3
max{1, bmax}
min{1, bmin} + 2

)
η2(τ , v), (3.1)

where |||(τ , v)||| and η(τ , v) were defined in (1.2) and (1.4) respectively.
Furthermore, in the special case b ≡ 1 one has η2(τ , v) = |||(τ , v)|||2.

Proof Using the definition of η and the Cauchy-Schwarz inequality, we get

η2(τ , v) = ‖ε b∇ · τ + v‖20 + ‖τ + ε∇v‖20
= (ε b∇ · τ + v, ε b∇ · τ + v) + (τ + ε∇v, τ + ε∇v)

= (ε b∇ · τ , ε b∇ · τ ) + (v, v) + (τ , τ ) + (ε∇v, ε∇v)

+ 2(ε b∇ · τ , v) + 2(τ , ε∇v) (3.2)

≤ ‖ε b∇ · τ‖20 + ‖v‖20 + ‖τ‖20 + ‖ε∇v‖20 + 2‖ε b∇ · τ‖0‖v‖0 + 2‖τ‖0‖ε∇v‖0
≤ 2|||(τ , v)|||2,

using 2cd ≤ c2 + d2 twice; the first inequality in (3.1) is now proved.
To establish the reliability of η, i.e., the second inequality in (3.1), note first that

‖φ‖20 ≤ (‖φ + ψ‖0 + ‖ − ψ‖0)2 ≤ 2
(
‖φ + ψ‖20 + ‖ψ‖20

)
∀φ,ψ ∈ L2(Ω).

Appealing to the definition of |||(τ , v)||| and applying the above inequality, we obtain

|||(τ , v)|||2 = ‖ε b∇ · τ‖20 + ‖τ‖20 + ‖ε∇v‖20 + ‖v‖20
≤ ‖ε b∇ · τ‖20 + ‖τ‖20

+ 2
(
‖τ + ε∇v‖20 + ‖τ‖20 + ‖εb∇ · τ + v‖20 + ‖ε b∇ · τ‖20

)

= 3
(
‖ε b∇ · τ‖20 + ‖τ‖20

)
+ 2 η2(τ , v)

≤ 3max{1, bmax}
(∥∥∥ε

√
b∇ · τ

∥∥∥
2

0
+ ‖τ‖20

)
+ 2 η2(τ , v). (3.3)
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Using integration by parts, some Cauchy-Schwarz inequalities, and the inequality
cd ≤ (c2 + d2)/2, one sees that

∥
∥
∥ε

√
b∇ · τ

∥
∥
∥
2

0
+ ‖τ‖20 = (εb∇ · τ , ε∇ · τ ) + (τ , τ )

= (εb∇ · τ + v, ε∇ · τ ) + (τ + ε∇v, τ )

≤ ‖εb∇ · τ + v‖0‖ε∇ · τ‖0 + ‖τ + ε∇v‖0‖τ‖0
≤ 1√

bmin
‖εb∇ · τ + v‖0‖ε

√
b∇ · τ‖0 + ‖τ + ε∇v‖0‖τ‖0

≤ 1

2

(
1

bmin
‖εb∇ · τ + v‖20 + ‖τ + ε∇v‖20

)
+ 1

2

(∥
∥∥ε

√
b∇ · τ

∥
∥∥
2

0
+ ‖τ‖20

)
.

Hence

∥
∥
∥ε

√
b∇ · τ

∥
∥
∥
2

0
+ ‖τ‖20 ≤ 1

bmin
‖εb∇ · τ + v‖20 + ‖τ + ε∇v‖20 ≤ 1

min{1, bmin}η2(τ , v).

Substituting this inequality into (3.3) yields

|||(τ , v)|||2 ≤
(
3
max{1, bmax}
min{1, bmin} + 2

)
η2(τ , v).

This completes the proof of (3.1).
In the special case where b ≡ 1, observe that 2(ε b∇ · τ , v) + 2(τ , ε∇v) = 0 in

(3.2), and one then obtains η2(τ , v) = |||(τ , v)|||2. ��
Lemma 3.1 implies immediately the following reliability and efficiency result for

the error estimator (1.4).

Theorem 3.1 Let u be the solution of (1.1), with σ = −∇u the solution of (2.1). Let
(σ h, uh) be the solution computed by the dual FEM of Sect. 2.3. Then

1

2
η2

(
ε(σ − σ h) , u − I CLuh

)
≤

∣
∣
∣
∣
∣
∣
∣
∣
∣
(
ε(σ − σ h) , u − I CLuh

)∣
∣
∣
∣
∣
∣
∣
∣
∣
2

≤
(
3
max{1, bmax}
min{1, bmin} + 2

)
η2

(
ε(σ − σ h) , u − I CLuh

)
.

Furthermore, in the special case b ≡ 1 one has

∣
∣∣
∣
∣∣
∣
∣∣
(
ε(σ − σ h), u − I CLuh

)∣
∣∣
∣
∣∣
∣
∣∣ = η

(
ε(σ − σ h), u − I CLuh

)
. (3.4)

Proof Chose τ = ε(σ − σ h) and v = u − I CLuh in Lemma 3.1. ��
Remark 3.1 We use the Clément interpolant I CLuh since it lies in H1

0 (Ω), it can be
computed efficiently from uh , and it yields excellent numerical results in our numerical
experiments (see Sect. 5). But other choices are also possible, such as the Scott-Zhang
interpolant [21].
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Remark 3.2 For each T ∈ Th , define a local analogue of (1.3):

η2T (τ , v) := ‖ε b∇ · τ + v‖20,T + ‖τ + ε∇v‖20,T ∀(τ , v) ∈ H(div) × H1
0 (Ω),

where ‖ · ‖0,T is the L2(T ) norm. Then the corresponding local a posteriori error
estimator ηT

(
ε(σ − σ h), u − I CLuh

)
satisfies the following local efficiency bound:

η2T

(
ε(σ − σ h), u − I CLuh

)

=
∥
∥∥ε b∇ · (ε(σ − σ h)) + u − I CLuh

∥
∥∥
2

0,T
+

∥
∥∥ε(σ − σ h) + ε∇(u − I CLuh)

∥
∥∥
2

0,T

≤ 2
(

‖ε b∇ · (ε(σ − σ h)‖20,T + ‖ε(σ − σ h)‖20,T
+

∥∥
∥ε∇(u − I CLuh)

∥∥
∥
2

0,T
+

∥∥
∥u − I CLuh

∥∥
∥
2

0,T

)
,

by virtue of a triangle inequality.

4 Guaranteed upper bounds for errors in the primary and dual
variables

In this section we shall derive guaranteed upper bounds for the errors in the computed
approximations of the dual and primary variables.

Theorem 3.1 already implies crude a posteriori upper bounds for the errors in the
computed approximations of the dual and primary variables. We shall improve these
upper bounds by considering separately the dual and primary approximations.

4.1 Upper bound for the dual variable error

For the energy-type norm for the error of the dual variables, we show that the error is
bounded by a minimum taken over all v ∈ H1(Ω). First, define a norm |||·|||d on the
scaled dual variable error ε(σ − σ h) by

|||ε(σ − σ h)|||2d = ‖ε(σ − σ h)‖20 + ‖ε2 √
b∇ · (σ − σ h)‖20. (4.1)

Theorem 4.1 Let u be the solution of (1.1), with σ = −∇u the solution of (2.1). Let
(σ h, uh) be the solution computed by the dual FEM of Sect. 2.3. Then

|||ε(σ − σ h)|||2d ≤ min
v∈H1

0 (Ω)

(
1

bmin
‖b f − ε2 b∇ · σ h − v‖20 + ε2‖σ h + ∇v‖20

)
.

Proof Let v ∈ H1
0 (Ω) be arbitrary. Using integration by parts, σ = −∇u and (1.1),

one gets

‖σ − σ h‖20 +
∥∥
∥ε

√
b∇ · (σ − σ h)

∥∥
∥
2

0

123



7 Page 10 of 24 BIT Numerical Mathematics (2024) 64 :7

= (σ − σ h , σ − σ h) +
(
ε2 b∇ · (σ − σ h), ∇ · (σ − σ h)

)

= (σ − σ h + ∇(u − v)) , σ − σ h) +
(
ε2 b∇ · (σ − σ h) + u − v, ∇ · (σ − σ h)

)

= (−(σ h + ∇v) , σ − σ h) +
(
b f − ε2 b∇ · σ h − v, ∇ · (σ − σ h)

)

≤ ‖σ h + ∇v‖0‖σ − σ h‖0 + 1

ε
√
bmin

∥∥∥b f − ε2 b∇ · σ h − v

∥∥∥
0

∥∥∥ε
√
b∇ · (σ − σ h)

∥∥∥
0
.

Applying the inequality cd ≤ (c2 + d2)/2 to each product on the right-hand side,
then multiplying both sides by ε2, we obtain the desired result since v ∈ H1

0 (Ω) is
arbitrary. ��

Now choose v = I CLuh ∈ Sh,r (for some r ) in Theorem 4.1; this yields immedi-
ately the following guaranteed upper bound for the error in the computed flux.

Corollary 4.1 One has

|||ε(σ − σ h)|||d
≤

(
1

bmin
‖b f − ε2 b∇ · σ h − I CLuh‖20 + ε2‖σ h + ∇I CLuh‖20

)1/2

.

Remark 4.1 The reliability estimate of Corollary 4.1 is better than the bound of The-
orem 3.1 because it has a smaller constant factor. Consider for example b ≡ 2; then
Corollary 4.1 gives

‖ε(σ − σ h)‖0 ≤
(
1

2

∥∥
∥2 f − 2ε2∇ · σ h − I CLuh

∥∥
∥
2

0
+ ε2

∥∥
∥σ h + ∇I CLuh

∥∥
∥
2

0

)1/2

,

while Theorem 3.1 yields

‖ε(σ − σ h)‖0 ≤ 2
√
2

(∥∥∥2 f − 2ε2∇ · σ h − I CLuh
∥∥∥
2

0
+ ε2

∥∥∥σ h + ∇I CLuh
∥∥∥
2

0

)1/2

.

4.2 Upper bound for the primary variable error

To derive an upper bound for the primary variable error ‖u − uh‖0, start from the
following identity:

u − uh = b f − Ph(b f ) − ε2 (b∇ · σ − Ph(b∇ · σ h))

= b f − Ph(b f ) − ε2b∇ · (σ − σ h)−ε2(b∇ · σ h − Ph(b∇ · σ h)). (4.2)

Note that the first and third terms on the right-hand side can be evaluated exactly. For
the second term, one has the following estimate.

Lemma 4.1 Let u be the solution of (1.1), with σ = −∇u the solution of (2.1). Let
(σ h, uh) be the solution computed by the dual FEM of Sect. 2.3. Then

123



BIT Numerical Mathematics (2024) 64 :7 Page 11 of 24 7

ε2‖b∇·(σ − σ h)‖0
≤ min

v∈H1
0 (Ω)

(
bmax

bmin
‖b f − ε2b∇ · σ h − v‖20 + ε2

bmax

2
‖σ h + ∇v‖20

)1/2

.

Proof Clearly

ε2‖b∇ · (σ − σ h)‖0 ≤
(
ε
√
bmax

)
ε

∥∥∥
√
b∇ · (σ − σ h)

∥∥∥
0
. (4.3)

Let v ∈ H1
0 (Ω) be arbitrary. Using integration by parts, σ = −∇u and (1.1), and

Cauchy-Schwarz inequalities, we obtain

ε2
∥∥∥
√
b∇ · (σ − σ h)

∥∥∥
2

0

=
(
ε2b∇ · (σ − σ h),∇ · (σ − σ h)

)

=
(
ε2b∇ · (σ − σ h) + u − v,∇ · (σ − σ h)

)
+ (∇(u − v) , σ − σ h)

=
(
ε2b∇ · (σ − σ h) + u − v,∇ · (σ − σ h)

)

+ (∇(u − v) , σ − σ h + ∇(u − v)) − ‖∇(u − v)‖20
≤

∥∥∥∥
1√
b

(
b f − ε2b∇ · σ h − v

)∥∥∥∥
0

∥∥∥
√
b∇ · (σ − σ h)

∥∥∥
0

+ ‖∇(u − v)‖0 ‖σ h + ∇v‖0 − ‖∇(u − v)‖20
≤ 1

2ε2 bmin

∥∥∥b f − ε2b∇ · σ h − v

∥∥∥
2

0
+ ε2

2

∥∥∥
√
b∇ · (σ − σ h)

∥∥∥
2

0
+ 1

4
‖σ h + ∇v‖20 ,

where we also used Young’s inequality for products in the forms cd ≤ c2/(2ε2) +
ε2d2/2 and cd ≤ c2 + d2/4. Hence

ε2
∥∥∥
√
b∇ · (σ − σ h)

∥∥∥
2

0
≤ 1

ε2bmin

∥∥∥b f − ε2b∇ · σ h − v

∥∥∥
2

0
+ 1

2
‖σ h + ∇v‖20.

Substituting this bound into (4.3) yields the result of the lemma. ��
It is now easy to prove the following guaranteed upper bound for the error ‖u−uh‖0.

Theorem 4.2 Let u be the solution of (1.1), with σ = −∇u the solution of (2.1). Let
(σ h, uh) be the solution computed by the dual FEM of Sect. 2.3. Then

‖u − uh‖0 ≤ ‖b f − Ph(b f )‖0 + ε2 ‖(b∇ · σ h − Ph(b∇ · σ h)‖0
+ min

v∈H1
0 (Ω)

(
bmax

bmin

∥
∥
∥b f − ε2b∇ · σ h − v

∥
∥
∥
2

0
+ ε2

bmax

2
‖σ h + ∇v‖20

)1/2
.
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Proof Combine (4.2) and Lemma 4.1. ��
Corollary 4.2 One has

‖u − uh‖0 ≤ ‖b f − Ph(b f )‖0 + ε2 ‖b∇ · σ h − Ph(b∇ · σ h)‖0
+

(
bmax

bmin

∥∥∥b f − ε2b∇ · σ h − I CLuh
∥∥∥
2

0
+ ε2

bmax

2

∥∥∥σ h + ∇I CLuh
∥∥∥
2

0

)1/2

.

Proof Choose v = I CLuh in Theorem 4.2. ��

4.3 A guaranteed energy-norm a posteriori bound for u−I CLuh

Define the energy-type norm

|||v|||e :=
(

‖v‖20 + ε2
∥
∥∥
√
b∇v

∥
∥∥
2

0

)1/2

∀v ∈ H1
0 (Ω). (4.4)

The recovered solution I CLuh can of course be used as a computable approxi-
mation for the primary variable u; in fact, our numerical experiments indicate that∣∣∣∣∣∣u − I CLuh

∣∣∣∣∣∣
e is smaller than ‖u − uh‖0 when the mesh is sufficiently refined.

Thus in the current section we shall derive a guaranteed a posteriori upper bound for∣
∣
∣
∣
∣
∣u − I CLuh

∣
∣
∣
∣
∣
∣
e.

In fact, our theory here is very general: it can be applied to solutions computed by
other FEMs as well as the solution computed by the dual FEM of Sect. 2.3. We begin
with the following result.

Theorem 4.3 Let u be the solution of (1.1), with σ = −∇u the solution of (2.1). Let
v ∈ H1

0 (Ω) be arbitrary. Then

|||u − v|||2e ≤ min
τ∈H(div)

(
bmax

bmin

∥∥∥b f − ε2 b∇ · τ − v

∥∥∥
2

0
+ ε2

(
bmax√
bmin

‖τ + ∇v‖0
)2

)

.

Proof Fix v ∈ H1
0 (Ω). Let τ ∈ H(div) be arbitrary. Using integration by parts,

Cauchy-Schwarz inequalities, σ = −∇u and (1.1), we have

‖u − v‖20 + ε2
∥∥∥
√
b∇(u − v)

∥∥∥
2

0

≤ (u − v, u − v) + bmaxε
2 (∇(u − v),∇(u − v))

= (u − v, u − v) + bmaxε
2 (σ − τ + ∇(u − v),∇(u − v))

+ bmax

(
ε2 b∇ · (σ − τ ),

1

b
(u − v)

)

≤ bmax

(
ε2 b∇ · (σ − τ ) + u − v,

1

b
(u − v)

)
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+ bmaxε
2 (σ − τ + ∇(u − v),∇(u − v))

≤ bmax

bmin

∥∥∥b f − ε2 b∇ · τ − v

∥∥∥
0
‖(u − v)‖0 + bmax√

bmin
ε2 ‖τ + ∇v‖0

∥∥∥
√
b∇(u − v)

∥∥∥
0

≤ 1

2

((
bmax

bmin

∥∥∥b f − ε2b∇ · τ − v

∥∥∥
0

)2

+ ε2
(

bmax√
bmin

‖τ + ∇v‖0
)2

)

+ 1

2

(
‖u − v‖20 + ε2

∥∥∥
√
b∇(u − v)

∥∥∥
2

0

)
,

where the inequality cd ≤ (c2 + d2)/2 was used twice in the final step. After solving

for ‖u − v‖20+ε2
∥
∥∥
√
b∇(u − v)

∥
∥∥
2

0
, the result follows since τ ∈ H(div)was arbitrary.

��
We can now give a guaranteed a posteriori upper bound for

∣
∣
∣
∣
∣
∣u − I CLuh

∣
∣
∣
∣
∣
∣
e.

Corollary 4.3 Let (σ h, uh) be the solution computed by the dual FEM of Sect. 2.3. Let
I CLuh ∈ H1

0 (Ω) be the recovered approximation of u. Then

∣
∣∣
∣
∣∣
∣
∣∣u − I CLuh

∣
∣∣
∣
∣∣
∣
∣∣
2

e

≤
(
bmax

bmin

∥∥∥b f − ε2b∇ · σ h − I CLuh
∥∥∥
0

)2

+ ε2
(

bmax√
bmin

∥∥∥σ h + ∇I CLuh
∥∥∥
0

)2

.

Proof Choose v = I CLuh and τ = σ h in Theorem 4.3. ��
Remark 4.2 Theorem4.3 alsogives a guaranteedupper bound for the error

∣∣∣∣∣∣u − uGh
∣∣∣∣∣∣
e,

where uGh ∈ H1
0 (Ω) is the solution computed by the standard Galerkin FEM when

solving (1.1). One simply chooses v = uGh in Theorem 4.3, obtaining

∣
∣∣
∣
∣∣
∣
∣∣u − uGh

∣
∣∣
∣
∣∣
∣
∣∣
2

e
≤ min

τ∈H(div)

(
bmax

bmin

∥
∥∥b f − ε2 b∇ · τ − uGh

∥
∥∥
2

0
+ ε2

(
bmax√
bmin

∥
∥∥τ + ∇uGh

∥
∥∥
0

)2
)

.

5 Numerical examples

In this section, we present numerical examples confirming our theoretical results
and demonstrating the efficiency and accuracy of our a posteriori error estima-
tors/indicators for the model problem (1.1).

The approximation space Vh for the flux variables is taken to be RT0, the lowest-
order Raviart-Thomas space, and we use piecewise constants to approximate the
primary variable. The space Sh,1 of globally continuous piecewise linears is used
for the recovery I CLuh of the primary variable in the error estimators and upper
bounds. Integrals are evaluated by means of the 13-point quadrature rule from [23,
p.184].
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Fig. 1 Initial meshes

5.1 Examples with shape-regular meshes

We consider the problem (1.1) on Ω = (0, 1)2. The initial meshes in Sect. 5.1 are
generated by the MATLAB function “initmesh.m" and displayed in Fig. 1.

The a posteriori error indicator defined in (1.4)will be tested. To computeI CL(uh),
we use the MATLAB function “recoverP02P1.m" from iFEM [7]. For mesh refine-
ment, Dörfler’s marking strategy [11] is used with a bulk parameter 0.7, i.e., our
algorithm selects a subset M of Th that satisfies (0.7)η2 ≤ ∑

T∈M η2T , where ηT
was defined in Remark 3.2, then the MATLAB function “refinemesh.m” is used to
refine the current mesh by dividing each specified triangle into four triangles of the
same shape.

Define an effectivity index by

E-index = |||(ε(σ − σ h), u − uh)|||
η (ε(σ − σ h), u − uh)

.

LetU(|||ε(σ − σ h)|||d),U(‖u−uh‖0) andU(
∣∣∣∣∣∣u − I CL(uh)

∣∣∣∣∣∣
e) denote the right-

hand sides of Corollaries 4.1, 4.2, and 4.3 respectively. These quantities will be upper
bounds for |||ε(σ − σ h)|||d , ‖u−uh‖0, and

∣∣∣∣∣∣u − I CL(uh)
∣∣∣∣∣∣
e, where |||ε(σ − σ h)|||d

and
∣∣∣∣∣∣u − I CL(uh)

∣∣∣∣∣∣
e are defined in (4.1) and (4.4).

In the case b = 1, U(|||ε(σ − σ h)|||d) is the same as U(
∣∣∣∣∣∣u − I CL(uh)

∣∣∣∣∣∣
e).

Example 5.1 We consider (1.1) on Ω = (0, 1)2 with true solution

u(x, y) =
(
cos

(πx

2

)
− e−x/ε − e1/ε

1 − e−1/ε

) (
1 − y − e−y/ε − e1/ε

1 − e−1/ε

)

for b ≡ 1 and b(x, y) = 2 + sin(xy), and f chosen to satisfy (1.1) in each case.
This solution clearly exhibits boundary layers along the sides x = 0 and y = 0 of Ω .
(For greater clarity in Fig. 2 we have chosen an example without layers along the sides
x = 1 and y = 1, but this does not make the problem easier to solve.) Our a posteriori
error indicator locates these layers and refines the mesh in these regions, as shown in
Fig. 2.
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Fig. 2 Meshes generated for
Example 5.1 with ε = 0.01. Top:
b ≡ 1, DoF = 70737; Bottom:
b = 2 + sin(xy), DoF = 71403

Example 5.2 Consider (1.1) with domain the unit disk Ω = {(x, y) ∈ R
2 : x2 + y2 <

1} and true solution

u(x, y) = tanh

(
1

ε

(
x2 + y2 − 1

4

))
− tanh

(
3

4ε

)
.

This solution has an interior layer along the circle r = √
x2 + y2 = 1/2. The mesh

generated using our a posteriori error indicator (1.4) locates this interior layer and
refines the mesh in its neighborhood; see Fig. 3.

In our numerical experiments the effectivity index is 1 when b ≡ 1 (as predicted in
(3.4)) and is close to 1 for b(x, y) = 2+sin(xy). This desirable behavior demonstrates
the high quality of our error indicator. Furthermore, the bounds of Corollary 4.1 and 4.2
provide accurate upper bounds for the errors in the approximations computed for the
flux and primary variables; see Tables 1, 2, 3 and 4
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Fig. 3 Meshes generated for
Example 5.2. Top ε = 0.01,
DoF = 84781; Bottom:
ε = 0.001, DoF = 105832

5.2 Example with anisotropic meshes

The shape-regular meshes of Sect. 5.1 are not the best way to implement an adaptive
procedure for problems with boundary layers: long thin anisotropic mesh elements
require fewer degrees of freedom to achieve the same accuracy as shape-regular
meshes. In a future paper built around numerical experiments we will investigate
adaptive procedures that generate anisotropic meshes with mesh elements aligned to
the layers in the solution; for the moment, we present a single example to test our error
estimators on anisotropic meshes that are specified a priori.

Example 5.3 Consider again Example 5.1 with ε = 0.0001 and b ≡ 1.

To solve Example 5.3 numerically, we use the anisotropic meshes of Durán and
Lombardi [12]. That is, given a user-chosen parameter h > 0, partition the interval

123



BIT Numerical Mathematics (2024) 64 :7 Page 21 of 24 7

Fig. 4 Anisotropic mesh with
h = 1/2

[0, 1] by the mesh {xi }Mi=0, where

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x0 = 0,

xi = ihε for 1 ≤ i < 1
h + 1,

xi+1 = xi + hxi for 1
h + 1 ≤ i ≤ M − 2,

xM = 1;

hereM is such that xM−1 < 1 and xM−1+hxM−1 > 1. (If the final interval [xM−1, xM ]
is too small compared with the previous interval [xM−2, xM−1], then remove xM−1.)
Define yi = xi for i = 0, 1, . . . , M . Then draw horizontal and vertical lines through
the mesh points {(xi , y j ) : i, j = 0, 1, . . . , M} to partitionΩ = (0, 1)2 into M2 mesh
rectangles. Bisect each mesh rectangle into two triangles by connecting its lower left
and upper right corners. Figure4 shows the mesh obtained when h = 1/2; it is clearly
highly anisotropic.

In our experiments we took h = 2−1, 2−2, . . . , 2−5. The results are presented in
Table 5. The first row of the table shows the maximummesh aspect ratio for each value
of h, to emphasise the anisotropic nature of themesh. Unlike our examples in Sect. 5.1,
the construction of the mesh is not driven by the a posteriori error indicators, so it is
unreasonable to expect tight agreement between the actual errors and their computed
upper bounds. Nevertheless we find that our error indicators perform reasonably well.
The upper bound for ‖u−uh‖ given byU(‖u−uh‖) in Corollary 4.2— i.e., choosing
v = I CLuh in Theorem 4.2 — is however less accurate than in our shape-regular
examples. By choosing instead v = uR

h in Theorem 4.2, where uR
h ∈ Sh,1 is defined

by

(∇uR
h ,∇vh) = (−σ h,∇vh) ∀vh ∈ Sh,1,

we obtain more accurate upper bounds. Thus, we replaceI CLuh by uR
h in the numer-

ical results for this example. As our theory predicts, the E-index is 1 because b ≡ 1.
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Furthermore, b ≡ 1 implies that

U (|||ε(σ − σ h)|||d) = U
(∣
∣∣
∣
∣∣
∣
∣∣u − uR

h

∣
∣∣
∣
∣∣
∣
∣∣
e

)

is the bound provided by Theorem 4.1 and 4.3, which as we see from Table 5 is a
fairly sharp upper bound for the errors in our approximations of the flux and primary
variables.
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