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ABSTRACT:
This paper investigates the impact of mobility on underwater acoustic communication networks in which the

propagation delay is comparable to or larger than the packet duration. An underwater acoustic wireless network,

consisting of static and mobile nodes, is studied for its link-layer channel utilization. Synchronous and asynchronous

media access control (MAC) protocols are employed with ALOHA, TDMA (time-division multiple access), and arti-

ficial intelligence (AI) agent nodes. The simulation results of a multi-node network show that the asynchronous

MAC protocols achieve up to 6.66� higher channel utilization than synchronous protocols by allowing time slots to

be shorter than the maximum propagation delay among nodes and permitting asynchronous transmission time. The

high mobility of a few mobile nodes also favors asynchronous protocols and increases the overall channel utilization.

However, node mobility causes more difficulties for the AI node to learn the environment, which may be ineffective

to achieve higher gains in channel utilization.VC 2024 Acoustical Society of America.
https://doi.org/10.1121/10.0026232
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I. INTRODUCTION

Internet of underwater things (IoUT) has found impor-

tant applications in the blue economy such as ocean explora-

tion, seafloor mapping, deep sea mining, underwater

environment and infrastructure monitoring, offshore oil and

gas, and offshore fishery and aquaculture. To transfer data

from IoUT nodes to the internet, most IoUT networks use

cabled communication systems because of unreliable under-

water wireless communication. However, cable and cable

management are problematic for mobile underwater nodes,

such as Argos (Shepard et al., 2012), gliders (Lee et al.,
2011), underwater mobile robots (Assaf et al., 2013;

Williamson et al., 2017), and autonomous underwater

vehicles (AUVs). The fast growth in the IoUT sector also

drives the tremendous demands on reliable and efficient

underwater acoustic wireless networks (UANs) as acoustic

propagation is the most effective means of medium-range

underwater wireless communication (Stojanovic and

Preisig, 2009), whereas radio frequency (RF; Akyildiz et al.,
2015) or optical means (Diamant et al., 2017) suffer from
strong attenuation in water when the communication ranges

are greater than 100m.

However, UAN also suffers from tremendous difficul-

ties due to its limited bandwidth, large propagation delays,

and lack of infrastructure support (Akyildiz et al., 2005;

Zheng et al., 2015). As a result of frequency-related attenua-

tion, UAN has a limited bandwidth on the order of 10 kHz

(Stojanovic and Preisig, 2009), rather than megahertz or

gigahertz, which are available in the RF networks.

Therefore, spectrum sharing becomes difficult, and the time

duration of a UAN packet is often quite long. The nominal

sound speed in water is 1500m/s, which causes large propa-

gation delays that are comparable to or longer than the

packet duration (Chitre et al., 2014; Chitre and Soh, 2015).

The mobility of IoUT nodes also affects the packet arrival

time, which leads to significant time variation. The lack of

infrastructure support results in difficulties in timing align-

ment, location service, or resource allocation among net-

work nodes. These difficulties bring formidable challenges

to UANs (Al Guqhaiman et al., 2021; Jiang, 2017), resulting
in small channel capacity, low reliability, and low network

efficiency (Lmai et al., 2017; Zeng et al., 2017).
The unique environment in UANs calls for innovative

media access control (MAC) protocols as the direct applica-

tion of RF MAC protocols in UANs would result in low effi-

ciencies (Al Guqhaiman et al., 2021; Geng and Zheng,

2022). Not only MAC protocols but MAC design strategies,

which were initially developed for RFs, may be ineffective

in UANs (Jiang, 2017). For example, carrier sensing multi-

ple access with collision avoidance (CSMA/CA) is widely

used in RF networks such as WiFi. The underlying assump-

tion is that the nodes in the network can hear the carrier

being used instantly, hence, they would avoid transmitting

at the same time. However, when applied in underwater

acoustic sensor networks (Fang et al., 2010), CSMA/CA
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yields low channel utilization (Al Guqhaiman et al., 2021;
Han and Fei, 2016; Hwang and Cho, 2016) because the large

propagation delays require the nodes to hear for long periods

to avoid potential collisions or sophisticated handshaking,

and location tracking may be required to improve the effi-

ciency (Nguyen et al., 2007). Another example is time-

division multiple access (TDMA), which is widely used in

cellular networks, and its time-spectrum efficiency is as

high as 85% because a central resource scheduler assigns

multiple nodes to tightly-fit subslots within a time slot.

However, when applied to UAN, it is difficult to align the

time of arrivals from multiple nodes into a tight time slot

because of the large variations in propagation delays. As a

result, each node should be assigned an entire time slot, and

multiple nodes are scheduled to transmit packets in a round-

robin fashion, leading to low channel utilization. Special

timing arrangement can be achieved when the nodes are

placed in a special pattern in the space (Lmai et al., 2017),
thus, achieving higher throughput. Other variations of

TDMA-based UAN protocols (Kredo et al., 2009; Morozs

et al., 2018) also exploit the propagation delays in the net-

work to facilitate TDMA in UAN.

Most existing underwater MACs are designed for static

networks, assuming nodes are fixed in space and can obtain

instant feedback. However, node mobility leads to further

timing variations and more severe Doppler effects, making

it harder to design MACs. The challenges in analyzing

mobile UANs exist in three aspects. First, the mobility mod-

els of underwater environments are complex, involving

ocean currents, tides, and motion of communication plat-

forms. The detailed modeling often requires high computa-

tional complexity, but the impact of mobility on the

communication links can be greatly simplified. Second,

node mobility introduces additional variations in propaga-

tion delays, which have diverse impacts on different MAC

protocols. For example, time variations require that the sys-

tem clock be re-synchronized in centralized schedule-based

MACs or the waiting time be redefined in handshaking-

based MACs. Also, mobility induces the Doppler effects,

which distorts the decision margin in the physical layer,

resulting in increased bit error rate (BER) and packet losses.

The poor performance in the physical layer means more

retransmissions and lower network efficiency (Akyildiz

et al., 2005). Third, the interaction between node mobility

and emerging MAC protocols that involve artificial intelli-

gence (AI) nodes are largely unexplored. Field experimental

data are hardly available for AI training. Simulators are

mostly event-based without accurate tracking of timing in

the network. Therefore, simulators need to be redesigned to

generate training data for AI nodes.

This paper analyzes the channel utilization of different

underwater acoustic MAC protocols with a single-hop star

topology in which multiple source nodes transmit to a single

sink node. Several simulation experiments are designed to

investigate the impact of node mobility on static or mobile

networks with synchronous or asynchronous MAC protocols

and with or without AI nodes. To extend the capacity of

link-layer simulation, we improved the time-based simulator

in Geng and Zheng (2022) and designed a new lightweight

simulator that incorporates the mobility models into the

MAC protocols. The simulation results show that node ini-

tial locations have strong impacts on channel utilization in

static networks with synchronous MAC protocols, but node

mobility helps to reduce packet collisions caused by bad ini-

tial location settings in synchronous protocols. High mobil-

ity also increases channel utilization in asynchronous

protocols similar to the effect of an AI node. However, high

mobility causes more difficulties for the AI node to learn the

environment, thus, the combination of node mobility and AI

node may not achieve more gains in channel utilization.

II. RELATEDWORKS

MAC protocols are usually classified into contention-

free and contention-based protocols (Al Guqhaiman et al.,
2021). The contention-free protocols refer to schedule-based

protocols, where a scheduler allocates the frequency, time,

or code resources to multiple nodes to share the communica-

tion medium. In underwater scenarios, schedule-based pro-

tocols, such as TDMA, frequency division multiple access

(FDMA), or code division multiple access (CDMA), are

widely explored. For example, Pompili et al. (2007)

explored UAN CDMA. Alfouzan et al. (2019) proposed the

graph coloring-MAC, which is a TDMA-based MAC.

Nguyen et al. (2007) investigated FDMA and concluded

that FDMA is unsuitable for UANs because of the limited

bandwidth. These conventional schedule-based protocols,

originally developed for RF networks, suffer from ineffi-

ciency in UAN as a result of the long propagation delay,

huge multipath, Doppler effects, and limited bandwidth. To

overcome the shortcomings in schedule-based protocols,

many modifications have been proposed. For example,

transmit delay allocation-MAC (Morozs et al., 2018) is

based on TDMA without requiring clock synchronization.

Underwater distributed-TDMA (Li et al., 2009) is a distrib-

uted TDMA MAC protocol without requiring a central

scheduler. Nevertheless, contention-free MAC protocols

require significant underwater infrastructure, such as base

stations and backbone networks, to be effective.

Contention-based protocols share communication

resources on demand in contrast to fixed scheduling. The

contention-based MAC protocols are classified into

handshaking-based, random access, and learning-based pro-

tocols. Handshaking-based protocols, such as M-FAMA

(Han et al., 2013), DACAP (Peleato and Stojanovic, 2007),

and CUMAC-CAM (Rahman et al., 2019), are suitable for

networks with high data rates, large packet sizes, and short

transmission ranges. However, the transmission of hand-

shaking messages, such as request to send (RTS) and clear

to send (CTS), occupies limited bandwidth and introduces

large delays in long-distance networks (Han et al., 2013).
Random access MACs include CSMA-based protocols and

ALOHA-based protocols. The CSMA-based random access

protocols, such CSMA/CA (Fang et al., 2010), suffer from
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inefficient and inaccurate carrier sensing (Al Guqhaiman

et al., 2021; Han and Fei, 2016; Hwang and Cho, 2016).

ALOHA-based protocols, such as ALOHA-CA (Chirdchoo

et al., 2007) and CW-ALOHA (Parrish et al., 2008), are
suitable for networks with low data rates, small packet sizes,

and long transmission ranges. Learning-based protocols

introduce the intelligent node, called “agent,” and use

machine learning (ML) and historical observations in the

channel to learn the environment and improve channel utili-

zation without increasing collision rates. The learning-based

protocols include async-DL-MAC (Geng and Zheng, 2022),

UW-ALOHA-Q (Park et al., 2019), and ALOHA-QIR (Chu

et al., 2012). Furthermore, the random access and learning-

based MAC protocols are capable of concurrent transmis-

sion because these protocols can be asynchronous and

distributed. By shortening the duration of a time slot,

enabling transmission before arrival, and allowing the pack-

ets to arrive across different time slots (Chen et al., 2021;
Geng and Zheng, 2022; Park et al., 2021; Sitanayah et al.,
2010), concurrent transmission is effective in using long

propagation delays in underwater channels and increasing

channel utilization (Zhuo et al., 2022).
Limited work illustrates the capability of MAC proto-

cols in UANs with mobility. DAP-MAC (Han and Fei,

2016) claims that the DAP-MAC can handle mobility well.

M-FAMA (Han et al., 2013) discusses the impacts of mobil-

ity and evaluates the MAC performance under the meander-

ing current mobility (MCM). The UW-ALOHA-QM

protocol (Park et al., 2021) studies a few different mobility

models and their effects on MAC protocols. This paper thor-

oughly investigates the impact of mobility on genetic MAC

protocols, especially with learning-based MAC protocols.

Conventional network simulation tools have limited

capabilities to simulate emerging network functions such as

mobility, ML-agent, and hybrid MAC networks. Currently,

network simulator 3 (NS-3; Riley and Henderson, 2010;

UAN, 2024), UnetStack3 (Chitre et al., 2014), DESERT
(Campagnaro et al., 2016), and SUNSET (Petrioli et al.,
2015) are the commonly used simulators for UAN, and pro-

vide full protocol stack simulation. For example, the NS-3

UAN framework consists of propagation models, physical

channel models, UAN MAC protocols, and AUV mobility

models. The physical channel model of the NS-3 UAN

framework consists of the packet error rate (PER) model

and signal-to-noise ratio (SNR) model (UAN, 2024). NS-3

MAC module contains ALOHA, CW-ALOHA (Parrish

et al., 2008), and RC-MAC (UAN, 2024) protocols. The

ALOHA and CW-ALOHA use the default PER model,

which tests the packet against a SNR threshold and assumes

error with probability one if the SNR is below the threshold

or success if the SNR is above the threshold. The AUV

mobility models provide control and navigation models for

several vehicle types and can simulate vehicle trajectories.

These models may be used by MAC protocols to estimate

the propagation delays in the link layer. However, NS-3 is

an event-based simulator that is efficient in accelerating

full-stack simulation but has inherent difficulties in

tracking every time step accurately. This makes NS-3

difficult to simulate learning-based MAC protocols, such as

async-DL-MAC (Geng and Zheng, 2022) and UW-

ALOHA-QM (Park et al., 2021), because the AI node

requires historical channel observation information to train

the learning model dynamically. Unlike the full-stack simu-

lation, this paper implements a lightweight, open-source

link-layer simulator that focuses on link-layer simulation

with time-based approaches. The lightweight simulator is

capable of simulating static or mobile nodes, synchronous

or asynchronous transmissions, and with or without an AI-

agent node. NS-3 (Riley and Henderson, 2010; UAN, 2024)

used some experiments that validate the simulation results.

III. MOBILE UAN MODELING

This paper discusses a single-hop star-topology under-

water wireless sensor network. The sink node is assumed to

be static at a fixed location while the N source nodes can be

static or mobile. The system in this paper is a slotted net-

work in which the time dimension is uniformly segmented

into multiple time slots with length T. Because of hardware

constraints and timing requirements, each source node expe-

riences a setup delay, Trðn; tÞ for n ¼ 1;…;N at the begin-

ning of the tth time slot. After the setup delay, the source

node emits modulated acoustic waveforms for Tp seconds,

where Tp is the packet duration. The underwater space is

modeled as a three-dimensional (3D) Cartesian coordinate

system with the sink node located at the origin and the

source nodes randomly distributed around the sink node

within a sphere of radius Lmax. The propagation delay of the

nth source node to the sink is denoted as sn for n
¼ 1; 2;…;N and is calculated by sn ¼ Ln=V, where Ln is the
distance between the nth source node and the sink node, and

V is the acoustic propagation speed.

Compared with RF networks, the prolonged propaga-

tion delay in acoustic communication leads to low channel

utilization. Even if the RF networks and UANs choose the

same bit rate (TpRF¼ TpUAN), the channel occupancy of the

UAN is sparser than that for RF networks, as shown in Fig.

1, where the propagation delay in the RF networks is negli-

gible, such that the source nodes can choose carrier sensing

multiple access (CSMA) to reduce collision, and the length

of a time slot is set to be comparable to the packet duration.

If the slotted ALOHA protocol is used, the overall channel

utilization of RF networks will approach 1=e, where e
� 2:71828 is Euler’s number. In contrast, the large propaga-

tion delay in UAN requires that a time slot of synchronous

protocols be longer than the maximum propagation delay of

the network, which is much longer than the packet duration,

resulting in sparse utilization of the channel. It is difficult

for source nodes to sense the carriers of other transmissions

because two nodes can be out of range of each other.

Multiple source nodes can transmit in the same time slots,

and collisions occur if signals from different source nodes

arrive at the sink node at the same time. The overall channel

utilization of the UAN is very low if conventional TDMA or

slotted ALOHA protocols are applied directly in the UAN.
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Although accurate clock synchronization is impractical

to maintain in UANs, a synchronous MAC can still assume

a coarse-grained globally synchronized clock for all nodes

in the network, and different source nodes could transmit

packets at almost the same time at the beginning of each

time slot. This means that

Trð1; tÞ ¼ Trð2; tÞ ¼ � � � ¼ TrðN; tÞ 8t 2 Z; (1)

where Z denotes the set of integers. This paper assumes that

Trðn; tÞ � 0; 8n 2 ½1;N� \Z; 8t 2 Z in synchronous net-

works. A guard time, Tg � Tp, is added at the end of the

time slot to guarantee that a packet transmitted in the tth
time slot is also received within the tth time slot. Therefore,

the time slot length, T, of a synchronous network has to sat-

isfy the following constraint:

T � maxfTrð1; tÞ þ s1;…; Trðn; tÞ
þ sn;…; TrðN; tÞ þ sNg þ Tg: (2)

Usually, the location of each source node is unknown

to the network designer, and a long time slot,

T � maxðTrðn; tÞÞ þ Lmax=V þ Tg, should be chosen to

guarantee that the packet arrives within the time slot. For

example, if Lmax¼ 1500m, then the maximum propagation

delay is smax ¼ 1500=1500 ¼ 1 s, which is often much

larger than a packet duration, leading to very sparse occu-

pancy of the communication channel.

Asynchronous MAC protocols enable concurrent trans-

mission, which allows the transmission of a new packet

before the arrival of the previous packet. Therefore, asyn-

chronous nodes independently and randomly pick Trðn; tÞ to
avoid potential collisions. The length of time slot in asyn-

chronous networks can be selected to be shorter than

Lmax=V þ Tg and Tg can be set to zero. With a shorter time

slot, more packets are transmitted in a unit of time.

Meanwhile, denser packet transmissions lead to higher colli-

sion probabilities. Figure 2 illustrates the timing models in

the synchronous and asynchronous networks. Without loss

of generality, we assume that the packet duration, Tp, is the
same for all source nodes.

Once a packet arrives at the sink node, the sink node

will be busy for a Tp period to fully receive the packet. We

assume any other arrivals during this busy time will cause a

collision. In synchronous networks, collision only happens

when source nodes located at similar distances from the sink

node happen to transmit simultaneously. If a collision occurs

between the nth and mth nodes, then

sm � Tp 	 sn 	 sm þ Tp

) Lm � TpV 	 Ln 	 Lm þ TpV 8m;n 2Z\ 1;N½ �:
(3)

In an asynchronous network, a packet arrives in the

same or subsequent time slot of the transmitting slot.

Assuming that Ln � Lm and bLmax=ðVTÞc ¼ Kmax, the colli-

sion condition becomes

kT þ sm � Tp 	 sn 	 kT þ sm þ Tp

8m; n 2 Z \ 1;N½ �; 8k 2 Z \ 0;Kmax½ �: (4)

Channel utilization in an asynchronous network can be

increased when the length of a time slot, T, is reduced while

collisions are avoided as much as possible. Therefore, the

selections of T and Tp and the locations of the source nodes

are important in asynchronous network design.

To simulate the effect of mobile nodes in the network, the

propagation delays of the mobile nodes are computed by

assuming that the velocity of the mobile nodes stays

unchanged within a time duration, Dt. If the nth node is mobile

and its velocity at time, t0, is~vnðt0Þ, then the propagation delay,
sn, in the mobile network becomes a function of t0 as

snðt0 þ DtÞ ¼ snðt0Þ þ~vnðt0ÞDt=V: (5)

The propagation delays from the initial source locations

to the sink node are iteratively computed throughout the

simulation. The mobility comes from the underwater envi-

ronment and communication platforms. The mobility from

the environment is passive and caused by currents such as

chaotic stirring (Beerens et al., 1994) and MCM (Caruso

et al., 2008). Mobility from the communication platforms,

such as that bounded to boats or AUVs, is active. This paper

simulates passive and active mobility in an accumulative

way such that vtotal
��! ¼ vpassive

���! þ vactive
���!. For example, in an

AUV-assisted sensor network (Park et al., 2021; Purcell

et al., 2011), all source nodes are attached to AUVs that

sense the environment and plan paths dynamically to finish

their tasks such as searching for wreckage in a zig-zag path

in a crash area (Purcell et al., 2011). Based on the MCM

model (Caruso et al., 2008), the passive velocity is

FIG. 1. (Color online) (Left) RF slotted network and (right) UAN slotted network are shown. Because of the long propagation delay, UANs use longer time

slots, and the channel utilization is relatively lower than that for RF networks.
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jvpassive���!j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2x þ v2y

q
	 0:3 m=s, and the mobilities for all

nodes are strong correlated. Based on the parameters of the

state-of-the-art AUVs, the active velocity rule is

jvactive���!j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2x þ v2y þ v2z

q
2 ½2; 4� m=s, and the mobilities for

all nodes are independent. In this AUV-assisted network, all

nodes move with the dynamic velocity, vtotal
��!, and their prop-

agation delays change correspondingly. Another example is

the moored floating sensor network (Park et al., 2021) in

which all source nodes float on the ocean surface with a

tether anchored at a fixed point. The mobility only

comes from ocean currents within a limited range

of motion. This model follows the velocity rule,

jvpassive���!j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2x þ v2y

q
	 0:3 m=s, and jvactive���!j ¼ 0. Unlike

the AUV-assisted network, the moored floating sensors are

limited in their range of motion.

To simulate the mobility and its impact on MAC proto-

cols, we design a lightweight, open-source link-layer simu-

lator that employs three levels of abstraction to simulate the

interaction between different types of source nodes and the

sink node, as shown in Fig. 3. The ENVIRONMENT level

determines whether the network status is a successful recep-

tion or packet collision and evaluates channel utilization and

throughput performance. The CHANNEL level implements

the network timing model, such as propagation delays,

packet duration, mobility-induced delay variations, etc. The

CHANNEL level uses a PER model, which is the same as

NS-3’s default PHY model (UAN, 2024). The

DELAY_QUEUE level provides the time-accurate simulation

of the propagation, computes the propagation delays in

point-to-point communication links, and implements the

transmission model with precise packet data and duration.

To achieve the fine granularity of time, the simulator divides

a time slot further into multiple sub-slots to uniformly simulate

synchronous and asynchronous timing models. The simulator dis-

cretizes T, Tp, Tr, and Tg into integer multiples of d as

K ¼
�
T

d

�
; kp ¼

�
Tp
d

�
; kr ¼

�
Tr
d

�
; kg ¼

�
Tg
d

�
; (6)

where d is the length of the sub-slot. For synchronous MAC

protocols, the synchronization accuracy should be in the

granularity of d.

The separate SPATIAL module simulates the mobility

of the source nodes. The movement tracks of the source

nodes are user-customized such that the simulator can cover

many mobility models. The spatial simulator provides

Application Programming Interfaces (APIs) for users to con-

trol the velocity and derivative of the velocity to implement

highly complex mobility models. The spatial module uses a

separated position-updating frequency from the MAC simu-

lation, which accelerates the simulation of simple mobility

models and further improves efficiency.

IV. EXPERIMENTS AND RESULTS

Four simulation experiments were designed to explore

the impacts of source node distribution, propagation delay,

transmission timing, mobility of source nodes, MAC config-

urations, and ML agents on the network performance. The

source nodes were placed randomly within a sphere around

the sink node with a radius of Lmax¼ 1500m, and the num-

ber of source nodes was N 2 ½2; 25� \Z. The experimental

setups are shown in Table I.

Parameters common to all experiments were the maxi-

mum propagation delay, smax ¼ 1 s, and the simulation time

per trial was 10 000 s. The transmission rate and packet

FIG. 2. (Color online) Time models for synchronous and asynchronous networks. Source nodes in a synchronous MAC transmit at the same starting time,

Trðn; tÞ, whereas nodes in an asynchronous network can pick arbitrary starting times, Trðn; tÞ. A synchronous network has to use a longer time slot than the

asynchronous network.

FIG. 3. (Color online) Structure of the simulator. The simulator consists of a

communication simulator and a spatial simulator. The communication simulator

uses three-level abstraction (ENVIRONMENT, CHANNEL, and DELAY_QUEUE)
to achieve time-accurate simulation of MAC protocols, including user-defined

protocols. The SPATIAL simulator simulates complex motions by providing

second-order control APIs to the communication simulator.
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length for each source node are set as constants of 5000 bps

and 144 bits, respectively. Therefore, the packet duration

Tp ¼ 144=5000 ¼ 0:0288 � 0:03 s (Geng and Zheng,

2022), guard time Tg ¼ 0:03 s, and simulation sub-slot

length d ¼ 0:01 s. The maximum distance from source to

sink is Lmax¼ 1500m, and the acoustic waveform propaga-

tion velocity is V¼ 1500m/s, therefore, the time slot length

was set to T ¼ Lmax=V ¼ 1 s for synchronous networks and

T¼ 0.2 s for asynchronous networks, except when exploring

the effect of time slot length, and the time slot length was

set from 0.1 to 1 s. All source nodes are saturated with pack-

ets to transmit, and the sink node can always accept the non-

collided packets (Geng and Zheng, 2022).

The performance of the MAC protocols was measured

by channel utilization with the unit of Erlang (Freeman,

2005; Park et al., 2021). With a single sink node, the system

channel utilization is the fractional amount of time that

packets are successfully received at the sink node. Denoting

the number of packets successfully received in time slot, t0,
as Sðt0Þ, the channel utilization, Eðt0Þ, is calculated by

Eðt0Þ ¼ Sðt0Þ Tp
T
: (7)

In the experiments, we chose TDMA, ALOHA, and

async-DL-MAC (Geng and Zheng, 2022) as examples of the

contention-free protocols, the random access protocols, and

the learning-based protocols, respectively. We thoroughly

explored the impact of mobility on those protocols in our

simulations using the lightweight simulator as well as NS-3

when possible, and the NS-3 results are similar to the self-

made simulator’s results.

A. Synchronous and asynchronous networks

The first experiment examined the static networks using

the slotted ALOHA and TDMA MAC protocols. The slotted

ALOHA is a random access MAC protocol in which each

node independently decides to transmit a packet in a time slot

with a probability, q. This experiment chose q¼ 0.5 for syn-

chronous ALOHA networks and asynchronous ALOHA net-

works. TDMA is a schedule-based MAC protocol that assigns

exactly one node to one time slot in a round-robin fashion.

Because the source nodes are randomly located in space and

the propagation delays may be as large as T � Tp, TDMA in

UAN can guarantee no collision by assigning one packet trans-

mission in a time slot. TDMA groups N consecutive time slots

as a time frame, where N is the number of source nodes in the

network. The synchronous trials followed the assumption that

Trðn; tÞ � 0 8n 2 ½1;N� \Z 8t 2 Z.

Figure 4 compares the UAN synchronous and asynchro-

nous MACs. T¼ 1 s is chosen to guarantee collision-free for

the TDMA and timing-correctness for synchronous

ALOHA. On the other hand, the asynchronous ALOHA

enabled concurrent transmission and used a shorter time

slot, T¼ 0.2 s, to increase channel utilization.

The TDMA used preassigned time slots to guarantee

one transmission per time slot, resulting in a channel utiliza-

tion as low as 1� 3=100 ¼ 0:03 regardless of the number of

source nodes. Note that the TDMA UAN achieved a much

lower channel utilization than that of RF TDMA networks,

where the source nodes use N � Tp as a time frame without

inserting large propagation delays between transmissions. In

contrast, the synchronous ALOHA decided to transmit with

a probability of q per time slot independently. If the syn-

chronous ALOHA node decided to transmit in a time slot, it

would transmit with a fixed start time. Therefore, the colli-

sion condition (3) depended on the random initial positions

of the source nodes. The experiment ran 50 trials for every

case of N 2 ½2; 25� \Z. The averaged channel utilization

over 50 trials illustrated a slow increase in channel utiliza-

tion when the number of nodes, N, increases from 2 to 25.

Our experiment found that in UANs, the channel utili-

zation of slotted ALOHA increased with N until reaching

the maximum, 1=e (Sklar, 2021), at which point the network

became saturated. Then, channel utilization decreased with

N as the network became overloaded. Even if the asynchro-

nous ALOHA node randomly picked the transmission inter-

val, Trðn; tÞ, the asynchronous ALOHA was still slotted

ALOHA protocol because its transmission starting time was

in a specific range inside the time slot and could only trans-

mit one packet.

Our experiment also found that in synchronous

ALOHA, as the number of nodes exceeds 25, the channel

utilization continued to increase and reached a peak of 1=e
when N¼ 45 and then went down. This was not shown in

Fig. 4. The asynchronous ALOHA used T¼ 0.2 s, and its

channel utilization reached its peak 1=e when the number of

nodes was 12, and then the channel utilization gradually

decreased as N> 12. In essence, the theoretical maximum

channel utilization, 1=e, could be achieved by the asynchro-

nous ALOHA protocol with a smaller number of source

nodes when T was smaller.

Figure 5 illustrates the detailed distribution of those 50

trials for synchronous ALOHA, where the right legend

shows the maximum, minimum, 25th percentile (Q1),

TABLE I. Simulation setup for five experiments.

Experiment 1 2 3 4

Mobility Static Static and mobile Mobile Mobile

Network type Synchronous or asynchronous Asynchronous Asynchronous Asynchronous

ML agent No No No Yes

MAC of non-agent ALOHA and TDMA ALOHA ALOHA Hybrid
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median, and 75th percentile (Q3) of the channel utilization.

The stars represent the mean channel utilization of the 50

trials, and the outliers are determined by 1:5� interquartile

range (IQR), where IQR ¼ Q3� Q1. The upper and lower

bounds were Q3þ 1:5� IQR and Q1� 1:5� IQR, respec-

tively. The large variation of channel utilization was only

exhibited in the synchronous ALOHA protocol because the

impact of node positions was significant only in the synchro-

nous network regarding packet collision. When any pair of

nodes was located in a way that their propagation delays sat-

isfied Eq. (3), collisions would always occur whenever the

two nodes were transmitting signals in the same time slot,

thus, severely reducing the channel utilization. This experi-

ment demonstrated that the conventional RF synchronous

MAC performed poorly when applied directly to UANs

without concurrent transmission. In contrast, the asyn-

chronous ALOHA enabled concurrent transmission and

allowed the source node to delay a random time period,

Trðn; tÞ 
 Uð0; TÞ, if the node was to transmit signals in the

time slot. The concurrent transmission employed the long

propagation delay, and the random delay, Trðn; tÞ, helped to

avoid collisions caused by the initial positions of the source

nodes. Therefore, the asynchronous ALOHA achieved satu-

ration more easily and experienced low variations of chan-

nel utilization in the test trials, which was omitted in Fig. 4.

B. Static and mobile networks

The second experiment compared the difference in

channel utilization between static and mobile networks

when the source nodes were synchronous or asynchronous.

This experiment used the slotted ALOHA with q¼ 0.5, and

different trials used the same initial positions to eliminate

the variation introduced by location initialization as dis-

cussed in Sec. IVA. The mobile trials used the AUV-

assisted and moored floating sensor models, which were

introduced in Sec. III, to represent high- and low-velocity

FIG. 4. (Color online) Channel utilization in synchronous or asynchronous networks.

FIG. 5. (Color online) Performance of static synchronous ALOHA networks depends significantly on the placement of the source nodes.
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scenarios. The high mobility led to large variations in propa-

gation delays on the order of 0.01 s. Figure 6 illustrates the

channel utilization of randomly initialized nodes under static

or mobile, synchronous or asynchronous networks, where

Fig. 6(a) shows channel utilization of the overall network

and Fig. 6(b) shows the average channel utilization per

node.

The asynchronous ALOHA networks, either static or

mobile, achieved very similar performances in channel utili-

zation, as their average curves nearly overlapped. On the

other hand, mobility in synchronous ALOHA slightly

enhanced the mean channel utilization over the static syn-

chronous ALOHA. The 50 trials in the experiment also

showed less variation of channel utilization in mobile syn-

chronous ALOHA than in static synchronous ALOHA. This

was because mobility introduced varying propagation delays

that were similar to the initial delays of the asynchronous

network. Therefore, the mobile synchronous network

achieved higher channel utilization than the static, given the

same MAC protocols. The tendency was clearer when

N> 20, and the maximum performance appeared when

N¼ 25, at which the mobile moored network achieved 23%

higher channel utilization than the static network. Compared

with two different mobile models, we found that the low-

velocity model (moored) achieved slightly higher channel

utilization than the high-velocity model (AUV-assisted) did.

Although the overall network channel utilization fluctu-

ated according to the number of source nodes, N, the aver-

age channel utilization per node decreased monotonically

with the number of nodes in synchronous and asynchronous

ALOHA protocols and mobile and static networks, as

depicted in Fig. 6(b).

C. Mobile system exploration

The third experiment examined the parameter combina-

tion in mobile asynchronous ALOHA networks. Figure 7

illustrates the channel utilization under different

transmission probabilities, q, and different time slot lengths,

T. The general patterns indicated that the network load

increased as the number of nodes increased.

The ALOHA transmission probability, q, was negatively
correlated to the number of source nodes at the saturation

point. To reach the saturated channel utilization, as the trans-

mission probability of each node, q, changed from 0.1 to 0.9,

the saturation point was shifted left, as displayed in Fig. 7(a).

The numbers of nodes that achieved saturation were 36, 28,

21, 16, 13, 11, 9, 8, and 7. Therefore, the transmission proba-

bility, q, should be chosen according to the number of nodes

in the network. Especially when deploying new sensors in a

well-tuned ALOHA Wireless Sensor Network (WSN), a

smaller q would be better than keeping the original one.
The packet-to-time slot ratio, Tp : T, was positively cor-

related to the number of source nodes at the network’s satu-

ration point. When the time slot length, T, changed from

0.1 to 1 s, the saturation point was shifted right, as shown in

Fig. 7(b). In this experiment, the packet duration was fixed,

Tp ¼ 0:03 s, and the ratio, Tp : T, in the legends represented

the length of time slot, T, as it changed from 0.1 to 1 s. The

results exhibited that for a small-scale WSN, where N 	 6,

a small length of time slot, T 	 0:3 s, could use communica-

tion resources efficiently. For a medium-scale WSN, where

N 2 ½7; 20�, the T 2 ½0:3; 0:4� s provided good channel utili-

zation. As for a large-scale WSN, where N � 21, only the

T � 0:5 s could satisfy such heavy concurrent transmission.

D. AI-agent node in mobile networks

The fourth experiment evaluated the impact of an AI-

agent node on static and mobile networks. To enable learn-

ing in the AI node, a downlink from the sink node to all

sources was added to the communication model in Sec. III.

At the end of every time slot, the sink node broadcasts its

status as feedback in the format {0,1,2}, representing colli-

sion, idle, and success, respectively. The feedback of sink

status to all nodes used a different frequency channel to

FIG. 6. (Color online) Channel utilization of static and mobile ALOHA networks with q¼ 0.5.
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avoid overlapping between the downlink and uplink. The

propagation delay of the feedback link is also included in

the simulation. This experiment tested six different setups of

coexisting networks that represented different scenarios, as

displayed in Table II.

The ðN � 1Þ non-agent nodes in the network used

ALOHA with a transmission probability, q¼ 0.5. Because

they were distributed at different positions, all source nodes

would receive the feedback signal at different delays. The

agent used the feedback signals and their time stamps from

the sink to observe the network behavior, constructed a state

from observations of several time slots, and learned to take

actions to use idle time slots in the network (Geng and

Zheng, 2022; Yu et al., 2019).
The AI-agent node used the async-DL-MAC algorithm

to learn the environment and use the time gaps for transmis-

sion (Geng and Zheng, 2022; Yu et al., 2019). The instanta-
neous network state at t, denoted as st ¼ fat; obst;Rtg, was a
combination of the past actions, at, observations, obst, and
previous rewards, Rt. The input of the deep Q-learning net-

work (DQN), St ¼ fst�1; st�2;…; st�Mg, was the combina-

tion of several consecutive past instantaneous states, and the

state length was M¼ 20 time slots in this experiment. In

addition, the model kept a memory with long-term past

states and randomly picked some past states to train the

model to avoid being trapped by local optima. The memory

size was selected as 1000 past states in this experiment. The

action was taken as follows:

at ¼ argamaxQðSt;AÞ; (8)

where Q was the Q-value or output of the neural network, and
A was the collection of all possible actions. In the synchronous

mode, the agent chose {0,1}, which corresponded to staying

idle or transmitting. In the asynchronous mode, the agent took

actions, f0; 1; 2;…;Kg, which corresponded to staying idle or

transmitting with Trðn; tÞ ¼ 0; 1; 2;…;K � 1. The observa-

tions took values as {SUCCESS,IDLE,COLLISION}, and

the rewards for these observations were set as f1; 0;�1g,
respectively.

The training of neural networks required a target value

as the ground truth to calculate the loss. Neural networks

used the loss to apply the backpropagation algorithm to cal-

culate gradients of parameters to the target value. The neural

network then applied stochastic gradient descent (SGD)

with learning rate, g ¼ 0:01, to update parameters. The tar-

get value used for neural network training was calculated by

the Bellman equation as

DQNðStÞ � QðSt;AÞ; QtargetðSt; atÞ
¼ ð1� aÞQðSt; atÞ
þ aðRt þ cmaxQðS0t; atÞÞ; (9)

where c ¼ 0:9 is the learning discount factor and a¼ 1 is the

Q-learning rate. The Q-learning also applied �-greedy to

have a balance between exploration and exploitation, where

the epsilon greedy factor was � ¼ minf0:01; 1� ð0:995Þig,
where i is the number of iterations.

The neural network used in this experiment had 8 fully

connected hidden layers with 64 neurons in each hidden

layer and used rectified linear unit (Goodfellow et al., 2016)
as an activation function. In addition, three shortcut connec-

tions were added to construct ResNet blocks (He et al.,
2016) in the neural network. The number of parameters of

the neural network was on the order of 54 000¼ 54K, which

was rather lightweight in comparison to existing deep learn-

ing models. To further reduce computational complexity,

the training process was applied with a period of 5 time

slots, and the input was grouped with a batch size of 64.

Under the static network scenarios of setups 1–3, the

asynchronous agent significantly improved the channel utili-

zation when N 	 14. By comparing results under setup 1

and setup 2 in Fig. 8(a), a higher channel utilization was

observed with an asynchronous agent when N 	 14 and a

synchronous agent when N> 14. The asynchronous agent

FIG. 7. (Color online) Channel utilization in mobile asynchronous ALOHA network with different configurations.
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learned from the environment and effectively used the idle

sub-slot to increase the channel utilization with fewer users

in an unsaturated channel. Still, the agent experienced diffi-

culties in learning ALOHA-based MAC networks with more

users in a saturated channel. By comparing setup 3 results in

Fig. 8(a) and the async ALOHA curve in Fig. 4, it was clear

that the network with an asynchronous agent outperformed

the network without agents when N 	 14. However, the

existence of agents increased the overall network load, and

the channel utilization reached saturation with an N smaller

than that of non-agent networks. Therefore, the system

showed lower performance when N> 14. Furthermore, the

maximum channel utilization was around 1=e because of

ALOHA nodes. The synchronous agent network’s channel

utilization was similar to that of pure ALOHA networks

because employing the long propagation delays was difficult

for synchronous agents, which had only limited actions to

take. In setups 1 and 2, the channel utilization curves were

the results of a single trial with random initial locations of

the nodes. The dip at N¼ 12 displayed high potential colli-

sions and reduced channel utilization resulting from some

pairs of randomly initialized nodes located from similar dis-

tances to the sink node. Overall, the agent node was able to

significantly improve channel utilization of static networks,

as shown in Fig. 8(b), when the agent has sufficient flexibil-

ity to determine transmission time.

Under mobile network scenarios with setups 4–6, the asyn-

chronous agent significantly improved the network throughput

and overall channel utilization when the total number of nodes

was less than 14, as shown in Figs. 8(b) and 8(a). The overall

channel utilization slowly degraded when N exceeded 14 and

so did the agent’s contribution due to the saturation of the net-

work when too many nodes competed for the channel. The per-

formance of setups 4–6 was similar to that of setup 3,

regardless of the mobility of the nodes. Furthermore, the chan-

nel utilization curves of setups 3–6 reassembled the shape of

those in pure asynchronous static networks shown in Figs. 7(a)

and 6(b). Combining the curves of setups 3–6 in Fig. 8(a),

q¼ 0.5 in Fig. 7(a), and Tp : T ¼ 3 : 20 in Fig. 6(b), the net-

work with agent nodes of setups 3–6 reached saturation when

N¼ 12, whereas the networks without agents reached saturation

at N¼ 14. The reason was that the agent used a channel with

wider bandwidth than a q¼ 0.5 ALOHA node did when the

overall channel was unsaturated. However, when the channel

reached saturation with N � 14, the agent still occupied more

channel bandwidth than an average non-agent node.

Comparing all six setups in experiment 4, it could be con-

cluded that with the mobility of nodes in the network, it was

difficult for the agent to learn the channel or use the available

bandwidth and empty time slots. It could also be decided that

asynchronous transmission in all nodes would significantly

enhance the channel utilization over synchronous networks,

especially when the total number of nodes was small.

V. CONCLUSION

This paper has investigated a wide range of MAC proto-

cols for underwater acoustic networks in which a large

TABLE II. Simulation setups for the experiment with an agent node and ðN � 1Þ non-agent nodes.

Setup number 1 2 3 4 5 6

Agent MAC Mode Asynchronous Synchronous Asynchronous Asynchronous Asynchronous Asynchronous

Non-agent MAC mode Synchronous Synchronous Asynchronous Asynchronous Asynchronous Asynchronous

Agent mobility Static Static Static Mobile Static Mobile

Non-agent mobility Static Static Static Static Mobile Mobile

FIG. 8. (Color online) Networks with one agent node and ðN � 1Þ ALOHA nodes and q¼ 0.5.
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number of source nodes transmit packets to a single sink

node. A lightweight MAC simulator and NS-3 have been

used to accurately model the propagation delay and timing

of underwater mobile acoustic networks. Four sophisticated

experiments have been conducted to simulate static and/or

mobile, synchronous and/or asynchronous protocols, with or

without the AI-agent node. The channel utilization results

show that the asynchronous protocols outperform synchro-

nous protocols as the asynchronous networks achieve a

higher packet duration to slot-length ratio. The mobile nodes

in a synchronous network would enhance channel utilization

as mobility adds timing variations in transmission, which is

similar to the effect of asynchronous protocols. In contrast,

adding node mobility to asynchronous protocols has less

improvement in channel utilization than adding mobility to

synchronous protocols. Adding an AI agent in either syn-

chronous or asynchronous protocols significantly improves

the network throughput and channel utilization when the

number of source nodes is small and the channel is unsatu-

rated. AI-agent nodes in mobile asynchronous networks

experience difficulties in learning the channel conditions or

using the channel resources.
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