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ABSTRACT

The think-aloud protocol is an effective method frequently used by
designers and researchers to understand how users interact with
computing systems. However, there is limited research on the use
of this method with deaf and hard of hearing (DHH) populations,
especially in virtual settings. In this paper, we investigate the behav-
iors of DHH participants in virtual think-aloud sessions to better
understand the challenges of conducting this type of research with
this population. We conducted twelve virtual think-aloud sessions
with DHH participants using Zoom, and we gathered feedback from
surveys, interviews, and observations. Our results identified DHH
behaviors leading to a lack of clarity in think-aloud data, such as
asynchrony between signing and navigating the interfaces, as well
as the use of visual descriptive signs instead of explicit terminology
to ambiguously refer to interface components. Based on our find-
ings, we provide methodological and design implications to help
researchers effectively carry out virtual think-aloud studies with
DHH participants (e.g., when and how to prompt for clarification).
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1 INTRODUCTION

The think-aloud protocol is a widely used technique in user ex-
perience studies, where participants verbalize their thoughts and
actions while interacting with a system or product. While this
method has proven effective in understanding the behaviors and
preferences of individuals with typical hearing abilities [18, 37],
there is a lack of research on its application in involving deaf and
hard of hearing (DHH) participants [33, 34]. This gap is particularly
notable in virtual studies [14].

A systematic review of accessibility research conducted over a
span of 26 years reveals that approximately 20% of user studies have
been conducted virtually [24]. During COVID-19, traditional offline
design practices are impractical due to limitations on social contact.
As the current situation becomes the “new normal,” it is necessary
for design methods to adapt and incorporate virtual user studies [23,
27]. For DHH participants, video conferencing platforms like Zoom
offer new communication methods, such as automated captions
and typing, which have the potential to transform the paradigm of
user study sessions.

Based on the United States Census [31], an estimated 11.5 mil-
lion Americans have various degrees of hearing differences, which
make up 3.5% of the population. The degree of hearing loss can
have an impact on an individual’s speaking abilities. Individuals
with severe to profound hearing loss may have more significant
challenges in speech production. They may have difficulty accu-
rately perceiving and producing certain speech sounds, resulting
in speech that may be less intelligible to those who are not familiar
with their communication style. Designing and testing products
and systems to be fully accessible for this population with diverse
communicating preferences is not only socially responsible for de-
signers and researchers, but it is also important in the HCI field,
as it advances the universal design concept and practice and fills a
knowledge gap about the viability of think-aloud testing methods
with DHH population. Thus, understanding the use of the think-
aloud protocol with the DHH population can enable designers and
researchers to gain experience and utilize this method. It is critical
to consider how research methods can be made accessible for users
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and researchers with disabilities, as accessibility research becomes
more widespread and barriers to conducting and participating in
research are pervasive [24, 25].

In this study, we conducted virtual think-aloud sessions with
twelve DHH college students using Zoom to examine their interac-
tions and preferences in a post-learning dashboard that tracks and
visualizes users’ emotions as shown in Figure 2. In this manuscript,
by observing and analyzing the behaviors of DHH participants in
virtual think-aloud sessions, we aimed to better understand the
challenges of conducting this type of research with this popula-
tion. Our findings revealed that participants leveraged multiple
communication modes concurrently and sequentially, due to their
multi-lingual background, to express themselves. We also observed
two behaviors in DHH’s think-aloud sessions, such as interact-
ing and explaining sequentially instead of concurrently and using
visually descriptive signs instead of labeling (or spelling out the
names) interface components. Our primary conclusion is method-
ological with recommendations in tool designs that support virtual
think-aloud with DHH. We argue that hearing researchers need
to understand DHH’s communication in multiple modes, and the
temporal and spatial (in)dependencies between multiple modes
must be taken into account, as illustrated in our quote template in
Figure 2.

2 RELATED WORKS

2.1 Think-aloud Protocol and Diverse
Communication Preferences among Deaf
and Hard of Hearing (DHH) Users

The think-aloud protocol is a user experience studying approach to
understanding how users interact with a product or system. This
method involves having users verbalize their thoughts and actions
during their interactions, which helps researchers and designers
gain valuable insights into user behavior and preferences [1, 15].
The user’s interactions with the system are usually recorded along
with the think-aloud for later analysis that can reveal additional
user actions and behavioral rationales possibly missed during ob-
servations alone. Researchers can use these participant materials
to enhance their observation details and notes as well as generate
new questions that may gain further understanding of the user
and system. Think-aloud has been adopted in accessibility research
since it provides a robust, low-cost approach to understanding user
behaviors. No special equipment is needed; researchers/designers
can sit next to a user and take notes as they converse. For instance,
the think-aloud protocol has been used to examine how older adults
comprehend visualizations [16] and how they use mobile apps [19].
It has been used to investigate how blind and low-vision users
interact with digital library interfaces [43]. Given the growing im-
portance of accessibility research [8, 24, 25], there is a need to assess
the applicability and protocols that widen design/research meth-
ods for users with disabilities. Our study aims to investigate the
effectiveness think-aloud sessions with DHH users.

However, there is a lack of understanding of how to effectively
apply the think-aloud protocol within DHH users, especially due
to the variability of the DHH users’ preferences. These users’ hear-
ing statuses vary; thus, they often employ multiple languages and
modes of communication (e.g., simultaneous and consecutive use of
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signed, spoken, written, semiotic, and interpreted channels) to ex-
press themselves during user studies [14, 20]. The limited studies of
the think-aloud protocol with DHH users have mainly considered
American Sign Language (ASL). For example, [33, 34] think-aloud
studies included deaf users who only communicated through ASL.
Signed languages, such as ASL, are complete, natural languages,
distinct from spoken languages with respect to phonology, morphol-
ogy, syntax, and vocabulary [41]. However, some deaf individuals,
ASL-English bilinguals, may choose to use a mix of their languages,
producing words and signs or both simultaneously, which blends
their communication modes.

The previous studies cited did not include hard of hearing (HoH)
users who are also ASL-English bilinguals, nor did they allow the
use of other communication methods. To address the deficiency
studies that include various communication modes and languages
for DHH participants in the think-aloud protocol, we recruited par-
ticipants who self-identified their hearing status as DHH and who
were comfortable communicating in ASL and English. Participants
were encouraged to communicate in either/both languages supple-
mented with any additional communication modes they preferred.
Our findings reflect the advantages and challenges such communi-
cation modes provide. Our work also expands existing exploratory
virtual think-aloud work led by DHH researchers [14].

2.2 Virtual Studies In Accessibility Research

An extensive 26-year review of accessibility research reveals that
virtual user studies make up around 20 %, similar to the 27 % occu-
pied by in-lab settings [24]. Virtual user studies are an increasingly
popular form of research due to their flexibility in scheduling, es-
pecially as a result of the COVID-19 pandemic [23, 27]. To ensure
that participants with disabilities have access to the study materials
throughout different stages, [25] identified four key dimensions
(communication, materials, space, and time) for accessibility re-
searchers to plan for and a common strategy of “anticipating with
adjustments” among participants. Research has demonstrated that
access must be considered and implemented throughout all stages
of the research process. For example, [16] set up Zoom tutorials
prior to formal study sessions to help elderly adults become familiar
with the tools used in the study. In order to promote accessibility
in user studies, researchers are developing guidelines to make ac-
cess to labor throughout user studies visible in papers and a core
consideration of study planning. Neate et al. [29] discussed the use
of physical whiteboards and physical objects around disabled users
to facilitate communication between researchers and participants
while taking into account privacy concerns.

Focusing on the DHH users, virtual platforms like Zoom offer
new communication options, such as automatic captions and typing,
which can potentially enhance the accessibility of virtual user study
sessions. Nonetheless, previous research has also highlighted both
the challenges and adaptions that virtual platforms introduce for
DHH population. For example, Seita et al. [36] proposed guidelines
for conducting online co-design workshops with DHH and hearing
participants to explore auto-generated captions for videoconferenc-
ing technology. They suggested providing diverse communication
modalities, encouraging engagement, and considering participant
characteristics. Other research has identified the challenges DHH
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users may face with virtual settings [24-26]. The impact of inac-
cessible videoconferencing systems on research facilitators such
as ASL interpreters providing real-time translation service should
also be taken into account in virtual studies with DHH users [35].

Meanwhile, virtual think-aloud with DHH users has not been ex-
tensively explored. In an attempt to contribute to inclusive method-
ologies in HCI, our research fills this gap by identifying challenges
for hearing researchers encountered during the process together
with DHH participants’ own think-aloud quotes. In existing offline
think-aloud studies with DHH participants, the hearing researcher
typically reminds the participant to “keep talking” through an in-
terpreter who provides simultaneous communication, which can
lead to slight delays as the interpreter must wait for the signer’s
sentence to be finished before rendering an accurate equivalent
and vice versa [34]. However, this study focused on usability feed-
back and did not explore the user experience of DHH participants,
which goes beyond identifying usability problems. Usability em-
phasizes task efficiency and effectiveness, while user experience
encompasses broader aspects of satisfaction and perception. We
also listed challenges we as hearing researchers encountered when
facilitating the think-aloud session.

3 METHOD

We recruited twelve DHH college students from a university in the
United States and conducted virtual think-aloud sessions with each
participant using Zoom. Each session, which was video-recorded,
lasted for around 1.5 hours, and the participants were paid $15 per
hour for their participation. Prior to the think-aloud, participants
were asked to watch a 15-minute video while their emotions were
recognized. Next, the participants completed a think-aloud protocol
while using a dashboard that tracked their learning emotions for re-
flections for 10-15 minutes. Afterward, an exit survey and interview
were conducted to gain insight into their experience with the dash-
board, the think-aloud protocol, and regarding their backgrounds.
The exit survey and interview took around 45 minutes.

In our research, the DHH participants communicated through
American Sign Language (ASL), written English, and spoken Eng-
lish with support from Zoom’s auto-captioning. The participants
were given the freedom to choose the mode(s) of communication
that they felt the most at ease using to express themselves. The data
collected from all sessions were then integrated to form the research
findings, and all modes used were taken into account. Consent was
obtained from each participant, and only those who gave additional
consent were included in the examples in this manuscript that dis-
play names, faces, likenesses without masks, and direct quotes. This
study has been approved by the university’s Institutional Review
Board (IRB), an independent committee responsible for ensuring
the protection of human participants in research studies by review-
ing and approving research proposals to ensure they meet ethical
and regulatory standards.

3.1 DHH Participant Recruitment

Twelve DHH undergrad students (self-identified: four female and
eight male) were recruited from a university in the United States us-
ing word-of-mouth and snowballing; students must learn both ASL
and English after being admitted. Our virtual think-aloud sessions
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reflected this diversity and included both domestic (first language
is English & or ASL) and international students (first language is
neither English nor ASL) as participants. Participant background
information is presented in Figure 1 and was provided through re-
sponses to multiple-choice and text-based short-answer questions
during the exit survey and from any accompanying explanations
during the survey process. Four self-identified as hard-of-hearing
(HoH) students, and eight self-identified as deaf students. The aver-
age self-reported age was 25 years old.

3.2 Virtual Think-aloud Study Design

In this study, we adapted the *Gestural Think-Aloud Protocol’ for
DHH users, known as ’self-sign’[14, 33, 34], to use a think-aloud pro-
tocol. This protocol requires participants to express their thoughts
at any time or, at the very least, before they make any moves or
use the mouse. Studies conducted on this protocol [14, 33, 34] show
that ’self-sign’ can be an effective usability evaluation method and
that ’self-sign’ think-aloud protocols for DHH participants are com-
parable to those conducted with hearing participants in terms of
feedback quantity. To prepare for the think-aloud, participants were
given written English instructions about the think-aloud protocol,
which included a preview image of the interface and the purpose
of the interface: reflection. A pre-recorded video demonstration
was provided, showing the protocol being used in a different sys-
tem than ours and being conducted by a hearing individual using
spoken English (with captions).

To ensure the participants’ understanding of the whole process,
two hearing researchers, fluent in ASL and English, led the study.
Both researchers were present to answer any questions asked be-
fore and during the think-aloud sessions. For each session, one of
the two fluent researchers led the session. Prompting and clarify-
ing questions are often necessary components during think-aloud
studies. In prior think-aloud studies with DHH participants offline,
researchers typically prompted users to keep expressing themselves
in ASL via a sign language interpreter (real-time translating ASL
and English) or through a tap on the participant’s shoulder if they
observed more than 10 seconds of silence (a few moves without
any utterances or observable thought behaviors such as facial ex-
pressions or head nodding) [5, 33]. However, some of the DHH
user behaviors that are noticeable to researchers offline may not
be as noticeable to researchers online, especially considering DHH
have varied communication modes [14]. Therefore, in our study, we
slightly changed the time period to over 1 minute, and unless the
participants directly asked questions, the researcher only provided
visual feedback through head nods to encourage participants to
“keep talking” or “keep signing” in a less interrupting way.

Non-signing hearing researcher(s) unfamiliar with ASL took ob-
servation notes and managed Zoom settings and recordings without
intervening. All researchers turned on their cameras at the begin-
ning of the session, clarified their role in the study, and then the
observing researcher(s) turned off their cameras during the rest of
the think-aloud session. This reduced the number of video thumb-
nails overlaying and obstructing the Zoom interface; further, it
alleviated the complexities that arose from multiple people turn-
taking in small group settings online, which was not the focus of
this study.
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PID Gender Hearing Age Age ASL Formative Major Zoom
Status Acquired Language(s) Experience

P1 Male Deaf 30 8 ASL & English Business Intermediate
P2 Male HoH 24 19 English Business Advanced

P3 Female Deaf 30 0-12months  ASL& English Business Advanced

P4 Female Deaf 33 23 Saudi Sign Language Business Intermediate
P5 Male  Deaf 22 19 Chinese Business Advanced

P6 Male Deaf 20 2 ASL Business Intermediate
P7 Female Deaf 23 0-12months  ASL & English Business Intermediate
P8 Female Deaf 25 11 English Undecided Advanced

P9 Male  Deaf 30 6 ASL Business Intermediate
P10 Male HoH 22 20 Arabic & English Graphic Design Advanced
P11 Male HoH 21 13 English Physical Education Intermediate
P12 Male HoH 19 18 English Business Advanced

Figure 1: All participants are undergraduates who provided background information through multiple-choice and text-based
survey questions as well as some accompanying spoken English and signed ASL explanations. HoH = Hard of Hearing

3.2.1 Materials. The think-aloud protocol employed a post-learning
dashboard that plotted the emotions recognized from the partici-
pants’ facial movements while they watched an educational video
on “‘Augmented Reality.” The participants’ video streams were cap-
tured while watching the stimulus video. Afterward, participants
were asked to provide comments on the video, which were plotted
in the dashboard to provide an additional layer of reflection. Then
in the resulting dashboards in Figure 2, learners were able to reflect
on their own emotions recognized from facial movements displayed
- (© using legend (D), as well as their own comments on the video
as in (@. The height of the data points demonstrated the intensity
of the emotions, and the color showed the recognized emotions,
similar to [9]. The technical details for emotions recognized from
facial movements involve feeding video streams of participants into
an automatic emotion recognition model [13]. This model returns
recognized emotions and their intensity for each timestamp, which
is then plotted and labeled ‘Your Emotion Intensity’ in Figure ().
By clicking on any timestamp, a still of the participant’s facial ex-
pression captured will appear in the top right corner of the screen
®©. In addition to displaying their own emotions, the dashboard
also showed the emotions and comments from their peers. (b) and
(® showed the peers’ positivity and intensity, along with the legend
for each. When participants hovered their cursor over either the
up and down arrow icons on the vertical colored bars, they could
view a selection of the comments from their peers as shown in (g).

The user interaction of the tool used is similar to [9] for two
specific reasons. First, the tool served as a research prototype unfa-
miliar to all participants. This approach ensured that participants
began the study with equal levels of familiarity with the software.
Second, it is a novel Al-based system that had previously under-
gone evaluation solely with hearing participants. By conducting
user studies with DHH individuals, we gained new insights into
the inclusive design and ethical considerations of the Al system
when applied to diverse populations.
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3.2.2  Exit Interview and Survey. During the think-aloud session,
participants are given the space to think and reflect on their own,
and after they have finished talking and clearly indicate ‘finish,
researchers move on to the exit survey and interview, the final
two parts of the user sessions. The exit survey is conducted to
collect more background information, such as their English and ASL
abilities and prior Zoom experience. Lastly, pre-designed questions
were asked to gain further insight into the participants’ behaviors
and experiences with the interface design and think-aloud process.

3.2.3 Researcher Positional Statement. Our research team is com-
posed of hearing researchers who specialize in conducting think-
aloud sessions and deaf students participated in the study design,
data collection, and data analysis process. Among these authors,
two are interpreters of both ASL and English, and one of them has
worked in interpreting for over 15 years. The other two authors
are fluent in English and possess basic ASL knowledge, while the
remaining three researchers are fluent in English and lack any ASL
knowledge.

3.3 Analysis of Data

This research utilized thematic discourse analysis to analyze the
data collected from Zoom recordings of video thumbnails, screen
shares, and chatrooms during the entire study session (e.g., prepar-
ing for think-aloud, conducting the think-aloud, interview). The-
matic analysis is a method for identifying, analyzing, and reporting
repeated patterns of meaning across a dataset. This technique in-
volves repetitive coding and re-coding of text and aggregation of
these codes into larger themes [5]. Discourse analysis is a method of
analyzing language use (written, spoken, or signed) to understand
how it works in terms of meaning, structure, and context [6, 40]. To
support our study, we employed the concept of repertoire assem-
blage, which expands translanguaging theory and views languages
as fluid resources that form ’semiotic assemblages. This combina-
tion of thematic analysis along with discourse analysis has been
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Think-aloud: Post-Viewing Dashboard for Reflection in Video-based Learning
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Figure 2: Material: Dashboard Used for Post-Learning Think-aloud: User reflects on their own emotions with peers’ emotions
on the post-learning dashboard. Post-learning dashboard has seven areas: @) displaying the video recording, (® displaying
peers’ emotions positivity and intensity, (¢) visualizing own time-based Al-recognized emotions collected while the participant
was watching the video, @ displaying own comments, (€) providing video selfies which are collected while the participant
was watching the video in at the selected timestamp (researcher illustrated to preserve privacy), ) providing a legend for
time-based own emotions, and (g providing a legend for peers’ emotions (arrows for presenting high/low intensity peaks, bars
for presenting positive/negative segments). Own and peers’ emotional data are temporally aligned for easy comparison. P5’s

emotion data is visualized in area (©).

used previously to gain insights into user behavior [4, 39]. Our find-
ings mainly focus on direct think-aloud quotes and their discourse
and occasionally provide survey and interview explanations that
further expand upon these quotes. Since facial expressions are an
essential part of ASL grammar and vital to DHH individuals’ com-
munication, we used examples from participants who consented to
have their faces unmasked. This allows for their expressions to be
more accurately portrayed and thus authentically represent their
experiences.

Three authors analyzed each session following a thematic cod-
ing process [5]. After each think-aloud session, the researchers dis-
cussed the observed themes and each rewatched the Zoom record-
ing independently to develop an initial codebook. Through multiple
sessions, they iterated on the codes until a consensus was reached.
Examples of the codes included participants’ language and commu-
nication modes used, switching between language and communica-
tion modes, and the researcher’s response. First, all recordings were
mainly analyzed by one researcher: one coder fluent in ASL and
English transcribed all recordings into a text-based format as shown
in Figure 3 (Left) then segmented and coded the recordings. For
each session, the total word count was around 2,000, including both
the researcher’s and participant’s utterances. Other team members
with different ASL skills reviewed those codes, suggesting additions
and questioning unclear codes.

One of the major themes related to all other themes was the
analysis and presentation of the quotes given the multi-mode com-
munications utilized by DHH. After considering various methods
for presenting think-aloud quotes to more effectively analyze the
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combination of different modes, we formatted the Multi-Mode Anal-
ysis templates displayed in Figures 3 (Right). This template provides
opportunities to reveal the (in)dependence and spatial, and tempo-
ral relationship between different modes. Each column represents
one communication mode along the user study timeline. Using
the new template, another researcher fluent in English with lim-
ited ASL skills coded approximately 30% of the data on her own
to check for consensus with the first researcher. Upon resolution
of any differences, the research team created higher-level themes
presented in the findings section. The quotes presented in the rest
of the manuscript follow this format of laying multiple modes along
the video timeline but note that some may not present all available
modes of communication in order to best illustrate the theme.

4 FINDINGS

4.1 Expressions in Multi-Mode as a Result of
Multi-Lingual Backgrounds

During the think-aloud sessions, the participants expressed them-
selves through multiple modes of communication, including spo-
ken English captured via Zoom audio and signed modes, which
were recorded by Zoom video thumbnail. Some participants often
blended multiple modes and languages simultaneously. For exam-
ple, P11 primarily spoke in English while producing accompanying
ASL signs. These ASL signs were conceptually accurate on their
own, their grammar mirrored English patterns and therefore did
not follow ASL syntax as illustrated in Figure 4.

The majority of deaf participants exclusively used ASL during
the think-aloud activity. One deaf participant (P6) used ASL during
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Original Transcripts Multi-Mode Analysis

Semantic Semiotic
ASL to English Spoken ) ]
N ASL 9 pox *Non-Manual® Interaction with System
20:33 - 20:38 Translation English
. . L 20:33 20:33 (toggles over the line
Notes: (toggles over the “Your Emotional °g, o ’ :
S _, graph where a spike aligns
Intensity” line graph wheve a spike I
h L with her comment
aligns with her comment timestamp) .
*Nods head™ ) timestamp)
21:35 *Nods head*
ASL to Eng.lish And I Iike how my conments mateh 20:36 And I like how my 20036 (cursor paused)
Translation: with the pealks and valleys. deo comments —
e e natch with the Q
20:38 | UP peaks and valleys. 20:38
-
Y B\ ,/ Y

Figure 3: A Multi-Mode Format was developed to reflect the diverse communication modes used by the participants and used for
analysis. The semantic columns include the language(s) used by participants while the semiotic columns include other behaviors
that provided insight into the participants’ actions, such as body movements, head nods, etc., as well as interactions with
the interface such as moving the mouse and hovering the cursor over specific features. Capitalized English is the translation
of the exact ASL sign following ASL grammar. To notice: our manuscript focuses on understanding how DHH individuals’
behaviors impacted the execution of a think-aloud protocol. Therefore, the quotes included in our manuscript encompass both
the think-aloud process and the preparation for it. From left to right, the sequence implies the leading language used by the
participant.

Pll English ASL Semiotic

(1:12:59) Toggles over interface & leans back
Um, yes, uh... | guess most of
my emotions and intensity MOST EMOTIONS INTENSITY
is just full of positivity. REAL FULL POSITIVE
It's just, | don’t know. Shrugs
| find it interesting in each video so... | FIND INTERESTING IN EACH VIDEO

Leans forward
(1:13:19) /

Um, and then you need me to do the next step?

Figure 4: Participants who grew up using English in childhood also tended to use it during the think-aloud. To express their
thoughts more clearly, they incorporated ASL signs while still following English grammar and syntax. Since these two languages
use different modes (signed and spoken), they can be blended together. The example above shows P11’s spoken sentence about
the number of positive emotions he observed, which he emphasized by using the ASL sign “REAL” Meanwhile, spoken English
also expresses other information such as “I guess..”.

the think-aloud but a combination of both English and ASL during
the preparation of the think-aloud (e.g., during instructions). In
contrast, the four HoH participants made much more varied lin-
guistic choices on how they wanted to express themselves. Three
HoH participants made a single linguistic choice, exclusively us-
ing it throughout each portion of the study: P2 chose to only use
spoken English during the study, while P11 used a combination
of both English and ASL, and P10 only expressed himself through
ASL. The other HoH participant (P12) alternated between linguistic
choices, using ASL during the think-aloud but occasionally using a
combination of both English and ASL during other portions of the

1762

study. The participants’ linguistic decisions predominantly reflect
the formative languages of their childhood.

Translation between spoken languages’ vocabularies does not
always correspond one-to-one, nor does it with sign language cor-
pora. The same is true when signing ASL and speaking English
simultaneously. For example, P11’s ASL signs were conceptually ac-
curate, but the syntax of his signs mirrored English patterns; some
signs did not follow ASL morphology or syntax, as illustrated in the
bolded portion of the quote in Figure 4. In this case, the ASL sign
“REAL” means ‘truly’ or ‘actually, whereas the English use of the
word “just” emphasizes the intensity of the spoken reflection. The
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Figure 5: Examples of semiotic behaviors used by the participants to demonstrate active participation. These behaviors included
using mouth shapes such as ‘okay’ @), thumbs up (), and moving a finger to indicate reading between the lines, yellow lines are
finger-moving trajectory (©). Some of these behaviors pointing at the screen during researchers’ introductions to the study were

outside of the camera @ (blue box). (P3)

results suggest different modes contain overlapping expressions
but are not exactly the same.

Semantic information was used to explain the interaction with
the system and aid the think-aloud process. For instance, in Figure
4, the participant said “my emotions and intensity is just full of
positive” to express his thoughts on his emotion line graph. After
he was finished, he asked “and then you need me to do the next
step” to signal to the researcher that he was done. Further examples
of using semantic information to ask for clarification and indicate
completion to the researcher can be seen in Figure 6, Figure 7, and
Figure 8.

In addition to language preferences, the Zoom recordings also
captured various semiotic information via video thumbnail. Semi-
otic information includes additional details that can be gleaned
from gestures and facial expressions, which mainly occurred before
and after the think-aloud self-sign to indicate that the researcher is
ready/ done to facilitate the study. Examples in Figure 5 show P3
demonstrating mouthing ‘okay’ @), displaying a thumbs-up gesture
®, and pointing with an extended index finger (©) and (. The most
commonly observed behavior among the participants was nodding
of the head, which could indicate a range of meanings, such as
engagement in the conversation, attentiveness, agreement, or cog-
nitive processing. An additional example of a semiotic behavior is
illustrated by P1 in Figure 6.

Besides the video feeds of the participants, their mouse move-
ments were also collected via screen sharing, providing further
insight into their interactions with the system. Examples of this can
be seen in Figure 7 and Figure 9. While some of the gestures used
in face-to-face communication may not be as clear during virtual
sessions, the participant in this example pointed to the screen at
57:55 and then moved the cursor to the button she was referring to
and pointed to the screen again (58:56, 59:47) to avoid confusion.
Such observation suggests, different modes of semiotic information
were utilized together to improve expression clarity.

4.2 Asynchronicity Between Signing and
Navigating the Interface
The use of multiple modes of communication by multi-lingual indi-

viduals in user study sessions has resulted in miscommunication
and created obstacles to successful user studies. For example, DHH
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participants needed to pause interacting with the system (semiotic
information) in order to use their hand(s) to sign their thoughts and
observations (semantic information), causing asynchronicity issues
and making it difficult for them to fully and accurately explain their
experience with the interface

Therefore, the participants who did not use spoken English (11
out of 12 participants) as the main language in the think-aloud ses-
sion experienced a delay between their interaction with the system
and their explanations of the interactions. Some participants natu-
rally pointed at the screen instead of using the mouse to navigate
the interface, as shown in Figure 5 (e). Hearing participants can
perform both actions simultaneously, but the signing participants
must switch between the actions resulting in a delay between the
action and the thought process. The delay is caused by the switch
between actions, as both require the use of the hand(s). Occasionally,
these pointing behaviors, a common form of pronominalization (e.g.
“this”) in sign languages, became unclear for observing researchers
because the virtual settings made it difficult for the researcher(s) to
recognize what was being pointed at. The delay continued until the
participants expounded on what they were referencing with their
point. For example, in Figure 7, P7 communicated only in ASL. In
this instance, P7 looked at the interface and pointed at the screen
(timestamp 57:55), holding the pointing gesture until the researcher
responded (57:56). The cursor remained over the ‘See Peers’ Inten-
sity’” button, but P7 did sign a sentence. Later, P7 hovered over this
button again, pointed at the screen, signed “CLICK,” and pointed
again (58:55-58:56). The researcher responded affirmatively, and
P7 signed “CLICK” again and pointed a third time before clicking
the button (timestamp 58:55). This similar pattern was repeated
with the “See Peers’ Positivity’ button (59:47-59:48). This switching
between semiotic behaviors (using the cursor and gesturing) and
signing sentences (“CLICK”) delayed responses. Furthermore, some
information can be cut off by the video camera leading to misun-
derstood behaviors. For example, after reading a peer’s comment
(1:00:01), P7’s hand moved below the camera frame. The researchers
had to pay particular attention to the semiotic environment in order
to understand what P7 was referred to in her signed sentence.

Due to the asynchronicity between interactions and explanations,
many participants clicked on and paused their cursor movements
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P1 ASL English Translation

(32:15)

(32:46) SIGN? SENTENCE?  In sign language or
WHICH SIGN. sentences [written

English)? In sign language.

(32:40) COMPLEX It's complex. Um...

(38:36)

(38:43) THINK FINISH I'm done. (@)

(38:46)

Si Chen, Desirée Kirst, Qi Wang, and Yun Huang

Semiotic

‘Hold on’ gesture &) with
‘hmmm”

ﬂ ( ]
Toggles from the - - '-r'il':-a ‘
r

instructions to interface &
leans forward

C
Eyes widen @ - @

Leans back in ensure
signing is in frame )]

Palm-up gesture, eyes

closed, & head tilt

Nods head, leans forward,
& smiles @

Figure 6: During the think-aloud sessions, the majority of the deaf participants used ASL as their only language. They
supplemented their communication with additional semiotic behaviors to both express their thoughts further and to gain
clarification from researchers. Examples of semiotic behaviors used by the participants to capture researchers’ attention,
included using gestures for ‘hold on’ @), enlarging their eyes and asking if the ASL was allowed () and (©), leaning backward to
ensure signs get captured by camera (d), leaning forward and smiling to capture the researcher’s attention and indicating he
was finished with the think-aloud (€. (P1). All faces and quotes shown in the manuscript are given consent by our participants.

over multiple places on the interface. During some pauses, partici-
pants would recall their previous actions and then explain those
behaviors. However, often they would interact with more interface
components than they would give explanations for. This may be
due to the inconvenience of not being able to sign and interact with
the interface simultaneously. The think-aloud process had to be
completed sequentially for signing participants. Thus, participants’
interactions tended to include more actions than their utterances
conveyed, excluding some of their previous behaviors and thought
processes. For example, in Figure 8, P4 only interacted with the
tool for four minutes (22:07-26:46). After three minutes without
any explanation of her thoughts or behaviors, the researcher gave
an elicitation prompt(24:57-24:58), “While you are playing, what
are you thinking?” The subsequent sentence by P4 summarized
her general experience but did not address her thoughts about the
specific features she had been interacting with. Within the next
minute, P4 signed that she had finished exploring the interface.
Clarity on P4’s interactions was not discussed until the interview
portion of the study because P4 talked in big chunks, and the re-
searchers avoided interrupting and cutting off thinking processes
or leading the participant’s remarks. This created a challenge when
deciding when to ask for clarification.

Participants in our study used ’silences’ as a source of chrone-
mic to engage the researcher and receive more responses from the
researcher without explicitly asking a question - the use of time in
communication. According to the study design adopted from prior
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research, researchers actively nodded their heads more frequently.
However, this was not sufficient for some participants, as P4 and
P7 resumed their interactions after 45 and 17 seconds of silence,
respectively, as well as multiple pauses afterward in an effort to
engage the researcher and receive more responses. This indicates
that the current way for researchers to intervene may not be suffi-
cient and natural enough for participants, and suggests that other
methods of engagement should be explored. Another confirming
quote from P1. When the researcher asked the participant to begin
the think-aloud process, the participant paused and expressed an
utterance that indicated they were treating it as a conversation
rather than a form of self-talk.“ Oh. I want to think through my
feelings before answering and make sure I don’t jump into it with-
out figuring out my thoughts and analyzing my feelings first. Once
I feel confident in that, I'll go ahead and answer. I don’t want to
jump ahead and just give an answer without thinking it through.
I want to slow down and make sure it makes sense before going
forward. I wanna think about it”

4.3 Using Visually Descriptive Signs Over
Explicit Terminology

Our study’s participants generally did not use the labels and termi-
nology explicitly written on the dashboard interface. Instead, they
used a variety of signs and visual descriptions. However, because
of the virtual nature of the think-aloud sessions, the referents of
their descriptions were difficult to ascertain, making it hard for
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Participant
Semiotic

P7

English Translation

(57:55)

Points at screen

*Nods heal{*
A

N
5

(58:07)

N

(58:26) Now? i
(58:29) How?

i
i

English Translation
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Researcher
Semiotic

(57:49)

*Nods head* (57:56)

(58:08)

I LIKE Vol

hat we wot fo sign.

*Nods head® (58:27)

2 1o0d

th the tool by clicking on features. The tool (58:31)

)

i is open for vou to look at and explore.
(58:38) Bagins inferacting with the tool.
/ [Silence for 17 seconds]
Cursor hovers over the “See Peers’
Intensity™ button. '
(58:55) Click hare? Points to screen i-'(
Click here? Points to screen +
‘. You camn. *Nods head® (58:56)
Click here. Points to screen.
Clicks bution
(58:57) Toggles m'e.ﬁngr's* intensity comments.
y [Silence for ~ 1 minute]
(59:47) Cursor hovgrs over the “See Peers’
Positivity™ button.
Points to soreen.
Click here? Points to screen.
Clicks butfon. You can. *Nods head* (59:48)
[Silence for 15 seconds]
(1:00:03) Thars interesting.  Cursor hovers over a timesiamp. .

Figure 7: Some of the gestures used in face-to-face communication are not as clear during virtual sessions, as seen when the
participant in this example pointed to the screen at 57:55. To help avoid confusion, the participant moved the cursor to the
button she was referring to and pointed to the screen again (58:59). Additionally, instead of watching the tutorial, the participant
asked for step-by-step guidance from the researcher, such as when her silence at 56:50 was not responded to and she actively
asked “now?” and “how” for further guidance. ‘Silence’ refers to no semantic or semiotic information being observed and the

Zoom looks like it ‘freezes.

the researchers to understand what part of the interface was ex-
actly being referred to. For example, the synthesized information
from previous participants was used to generate two charts: ‘Peers’
Intensity’ and ‘Peers’ Positivity’ along with their corresponding
legends (Figure 2 - () and (). The DHH participants referred to
these charts and the information therein in a variety of ways.

For example, P8 signed the transcribed sentence, “I like how
my comments match the time,” and then immediately she pointed
up and down. Figure 9 [a1] shows P8 signing UP. The pointing is
vague as it could refer to several components on the interface. The
only qualifier is the sign “TIME,” which also could refer to several
components (e.g., the timeline on the video learning material, the
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Comment Timestamp bar, etc.) At that moment, it was notable that
the participant’s cursor was hovering over a peak in her emotional
intensity line graph Figure 9 [a0]. Understanding the implied mean-
ing but wishing to clarify, the researcher asked, “Do you mean how
they [the peak on the line graph and tick mark on the timestamp
bar] align?” P8 confirmed with a head nod. In this case, P8 used the
signs “UP” and “DOWN?” to reference the intensity shown in her
graph. See the signs UP and DOWN simultaneously demonstrated
by a researcher in Figure 9 [a2].

These same signs, “UP” and “DOWN,” were used by other par-
ticipants in other contexts, such as referring to the Peers’ Intensity
chart. Once the button is clicked, the chart appears, showing the
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Participant

P4

Semiotic

English Translation

Si Chen, Desirée Kirst, Qi Wang, and Yun Huang

Researcher

English Translation Semiotic

(22:07) 15 ready for
Thumbs-up & smiles (22:08)
(Clicks on the interface without een freezes
explaining actions) Turns the video off & on
(22:10) [Silence for ~3 minutes] (24:57)
While you are playing, (24:58)
Leans back what are you thinking?
(25:08)
my reaction. I loo
e'fpfess ion. I a‘o:*
Jace. out explanation.) *Nods head™
(25:43) [Silence for ~43 seconds] (26:20)
(26:20) In this part, I a‘ﬂaﬂ' a "'."'m'«ev (more
intense) expression :*e
kmow the uo:a ‘ocel
it andt hit that L
weord up later to see what it means. It
i ggargaf a Strong reaction on my *Nods head™
Jace. -fﬁam a few seconds for a response from
7 by changmg viewing
direction to researchers’ video
mbnail )
(26:47) {1th .
*Nods head™
(Waits a few seconds and leans forward
for more response from the researcher,)
(26:51) So what should I do next? Keep
signing?

Figure 8: Synchronicity conflicts between signing and navigating the interface were also observed, exemplified in the sequence
instead of concurrent signing and interacting with the interface in the 25:08 and 26:20. Participants showed an eagerness
to engage in conversation with the researchers, employing strategies such as pausing (26:20, 26:47), changing their viewing
direction (26:36), and leaning forward (26:49). The researcher encountered some problems with the internet connection (around
23:58), so she had to turn the camera on and off. This process took her over one minute to complete and prompt P4 to continue.

P4 requested anonymity, so none of P4’s images are shown.

peers’ high intensity with upward pointing arrows and low intensity
with downward pointing arrows in Figure 2 -(®). Many participants
signed “UP” and “DOWN,” mirroring how the arrow-shaped icons
represented peer intensity. These are the same signs P8 demon-
strated, but they were used to refer to very different parts of the
interface. Researchers diligently observe the participants’ semiotic
behaviors to fully understand what was being referenced during
the think-aloud sessions.

The last example comparing the use of the term intensity revisits
the quote from P11 using simultaneous spoken English and signed
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ASL in Figure 4. When he recognized the peaks on his emotional
intensity line graph, P11 spoke the word “intensity” and simultane-
ously fingerspelled the word “INTENSITY.” Fingerspelling involves
configuring the fingers into handshapes that represent individual
letters; each handshape can be signed to spell out a word, like writ-
ing each letter one out at a time in English. P11’s decision differs
from the “UP” and “DOWN?” signs other participants used and the
“high/HIGH” and “low/LOW” descriptions P2 used. In his reflective
think-aloud utterances, P11 used the terminology explicitly pro-
vided by the interface’s text. As mentioned previously, the choice
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YOUR EMOTION INTENSITY

COMMENT TIMESTAMP

Figure 9: P8 used a sign pointing upward [a1] to refer to the intensity spike in her line graph [a0] with her cursor hovered on
the graph, instead of fingerspelling it. Fingerspelling is a method of labeling words by spelling them out letter by letter using
the manual alphabet, instead of visually explaining them. This same sign was also observed being used by other participants to
refer to patterns in line graphs in Figure 2 -(©), as well as arrows representing their peers’ intensity in Figure 2 -@) (demonstrated
in [a2] by a researcher). Therefore, the researcher was confused as to what P8 was referring to. Signing provides a convenient
way for DHH user to visually express themselves; however, signs that are not explicitly labeled may lack clarity for researchers
to understand which interface component the sign is referring to. P8 has given permission to share her face and likeness.

YOUR EMOTION INTENSITY Selected Time: (1)

Figure 10: Participants used different signs to refer to the same interface component due to differences in visual features. Our
participants traced the shape of the line graph in the air with their extended index fingers as if they are drawing the peaks
and valleys on an invisible whiteboard in the space in front of them as shown by P9 [c1-4] ( Yellow lines are finger-moving
trajectories between [c4] that matches the visual features of own emotion intensity line [c0]. In comparison, P8 refers to its

own emotion intensity graph in Figure 9 [a0] using [a1].

to spell out a word in ASL typically requires more time because
each letter of the word must be signed individually. In the case
of P11, that would require nine handshapes for one spoken word.
He could have chosen to only say the word “intensity” without
any ASL as he did for other words in this same sentence. Or he
could have used an ASL sign. However, P11 chose to speak and
fingerspell. However, due to the inherent time difference between
the two, P11 prevented only signing three of the nine letters: IEY.
This self-mediation allowed the spoken and signed modes to align
smoothly without a pause or elongated speech.

Sign languages often capitalize on the use of multiple articula-
tors (e.g., hands, body, face, etc.), whereas spoken languages are
primarily limited to the use of the vocal tract, e.g., the tongue. Sign
language allowed our participants to employ 3D space, layering
phonetic elements to convey a wealth of visual information that
spoken languages can only express sequentially and linearly. While
signs are more descriptive due to their inherent visual elements,
fingerspelling is more explicit, providing a specific label for the
word being produced. To illustrate, consider the term ‘line graph.
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In ASL, the sign for this concept is highly iconic, and it looks very
much like the provided machine-generated image (Figure 10 [c0]).
During the interview portion of the study, participants not only pro-
duced this sign, but they also manipulated it. To illustrate, compare
how P7 signed “LINE GRAPH” four different ways within twenty
seconds in Figure 11.

Participants utilized ASL’s multiple articulators along with signs
and gestures during their think-aloud activity. This showcased how
resourcefully visual information can be conveyed. Sometimes this
required researchers to ask clarifying questions or view the partici-
pants’ cursor actions to identify what features were being discussed.
While the participants could have spelled out terms such as “line
graph,” sign language already maximizes the visual information
often inherent to ASL signs, which our participants then modified
to express unique visual information that the English terminology
alone lacked. It is important to recognize the value of understand-
ing how DHH participants describe their user experience, which
reflects their community culture as well as an array of language
choices that could go beyond these current two findings.
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P7

(1:21:20)

(1:21:27)

Figure 11: When referring to the same interface component, participants use various signs to visually describe it. Zoom video
thumbnail captured four ways ([d1-1] to [d1-3], [d2-1] to [d2-3], [d3-1] to [d3-3], [d4-3] to [d4-3]) P7 referred to the emotion
intensity graph [d0]). The first two examples, [d1-1] and [d2-1], are both plain nouns that are not manipulated. The difference
in these productions is how [d1-1] was produced with pinky fingers while [d2-1] was produced with index fingers, similarly
to P9 in Figure 10. The second two examples illustrate how P7 modified the movement of the sign “LINE GRAPH” to codify
additional information. In [d3-1], P7 made a small zig-zag movement up and down to represent the changes at the beginning
when her graph. Moments later, she enlarged the movement to show the stronger fluctuation at the end of her graph in [d4-1].
Yellow lines are finger-moving trajectories.

5 DISCUSSIONS backgrounds (e.g., formative language and hearing status). Our
5.1 Multi-Mode Think-aloud Protocol: Data ﬁr.ldin.gs are t‘akea}w.ays from participellr.lt.s, who are DHH learners
. . with diverse linguistic and language abilities. These findings expand
Collection and Analysis the focus of previous DHH think-aloud studies that only analyzed
Our findings in section 4.1 revealed that DHH participants used DHH’s semantic information signed via ASL [5, 14, 33].
multiple modes to communicate that relate to their diverse linguistic
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To accurately analyze and present the message expressed by
DHH users, we proposed a data scheme in Figure 3 to analyze
think-aloud data. This format consists of four key dimensions: se-
mantic (e.g., English, ASL), semiotic, temporal relationship, and
spatial relationship. It is important to note that English and ASL
possess different grammar and may not necessarily map one to one
sequentially, and based on DHH’s student’s linguistic background,
the leading semantic mode differs. Furthermore, this scheme allows
researchers to examine how different modes explain or do not ex-
plain each other. More specifically, our section 4.2 demonstrates
using our scheme to understand the temporal relationship between
different modes (e.g., sequentially interacting with interfaces and
explaining interaction) and our section 4.3 demonstrates using our
scheme to understand the spacial relationship between different
modes (e.g., the mapping between visual signs, cursor, and inter-
face components). Expanding on [5], which suggested that the data
collection process for DHH users is the main challenging point, we
argue that the analysis and presentation of the data should also be
taken into account to make it readable for researchers/designers
not familiar with DHH research.

Our research team developed the proposed format in Figure 3.3
to address the issues with text-based transcripts generated from
video recordings used in various user studies with disabilities (e.g.,
[29]). This approach disregards many communication modes used
by DHH participants and the relationships between them. Conse-
quently, researchers had to switch between different recordings to
gain a holistic understanding of user behavior. Moreover, our re-
search team - with members possessing a range of language abilities
in ASL and English - had difficulty synthesizing the different modes
due to the nature of how different modes explain or do not explain
each other. Therefore, our proposed schema is intended to help
hearing researchers and designers with minimal understanding of
deaf culture gain insight into linguistic approaches toward DHH
user studies, and ultimately contribute to strategies for anticipating
inclusive and access needs at all stages of the research process [25].

Moreover, it is important to acknowledge that the effectiveness
of coding multi-mode responses may be somewhat limited for users
with less diverse backgrounds or for tools that prioritize lower lev-
els of self-expressiveness, such as workspace tools. Furthermore, it
is worth considering that the degree of hearing loss can affect an
individual’s speaking abilities. In this regard, coding multi-mode
responses could potentially offer greater inclusivity for individu-
als with more severe hearing impairments, who often experience
lower speaking abilities. However, further research is necessary
to delve deeper into this topic and gain a more comprehensive
understanding.

5.2 Inclusive Virtual Think-aloud Protocols in
User Studies with DHH

Recent papers suggest critical reflections on the method of con-
ducting accessibility research [22]. This is in response to the third
wave of HCI research, which emphasizes the importance of recog-
nizing how perspectives and biases can shape user experience and
research outcomes [3]. Additionally, it is important to consider the
potential impact of research on different users and communities
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by striving for greater inclusion and diversity practices in research
[32].

5.2.1 Lack of Clarity in Signed Discourse during Self-Talk. Our find-
ings revealed two unique aspects of signed discourse that lead to a
lack of clarity in conducting virtual think-aloud sessions in section
4.2 and section 4.3 - preferences for staying in a signing mode and
preferences for using visual representations to refer to objects rather
than labeling them (in our case, interface components e.g. line chart).
These two aspects are rooted in DHH participants relying heav-
ily on multiple modes to express preferences in signed discourse
compared to spoken discourse [7, 21, 42]. This requires researchers
to be aware of all modes in real time and to ask for clarifications
immediately. For example, in section 4.3 Figure 9, researchers need
to quickly map the relationship between participants’ self-identified
and likely ambiguous and diverse visual representations to interface
components and understand what sign/term(s) such as “this/these”
refer to. Then researchers need to ask corresponding clarification
questions after processing this multi-mode information (e.g., Zoom
video thumbnail, shared screen, and audio). In order to ensure clear
communication in our think-aloud sessions, our lead researchers
are proficient in both ASL and English. However, if an interpreter
is required for hearing researchers unskilled in sign language(s), as
explored in [33, 34], this can complicate the real-time interactions.

Platforms selected for conducting virtual think-aloud studies can
impede researchers from fully capturing high-quality multi-mode
data. Researchers must be aware of the limitations of the platform
they are using. For instance, in our case, using Zoom for virtual
think-aloud sessions may limit the quality of data collected, even
when participants attempt to adjust their bodies to ensure their
expressions are fully captured (e.g., P1 leaned backward in Figure 6
@). Additionally, some expressions may still be signed out of the
camera view (e.g., TIME and DOWN were partially covered by the
P8’s name tag in Figure 9, P3’s hands were not captured by the
camera in Figure 5). Additionally, during our initial data analysis, we
encountered challenges using Zoom that prevented the inclusion of
some data in this paper. For instance, the screen-thumbnail ratio of
some participants was too low, making it difficult to interpret their
ASL expressions (an extreme case of 9 [al]). Additionally, Zoom’s
auto-pinning feature, which auto-selected the video thumbnail of
the loudest Zoom user, prevented some signed expressions from
being recorded, as this user was not necessarily the person who
was signing. The inclusion of DHH researchers in collecting data,
leading think-aloud sessions, and analyzing think-aloud data is also
necessary [14].

5.2.2  When and How to Prompt DHH Users for Clarification? Prompt-
ing and clarifying questions are often necessary components of
think-aloud studies. However, inexperienced facilitators can easily
bias user behavior with their interruptions [30]. Traditionally, when
conducting think-aloud with DHH offline, users may have lapses in
explanations (approximately 10 seconds or more). Researchers en-
couraged users to continue sharing explanations of their behaviors
and thoughts by verbalizing orally which is in real-time interpreted
to ASL or by tapping on the participant’s shoulder [5, 33]. However,
some user behaviors are not as noticeable offline. Therefore, in
our study, we slightly changed the guidelines for prompting and
clarifying questions by extending the time period to more than 1



DIS ’23, July 10-14, 2023, Pittsburgh, PA, USA

minute and nodding the head more often to show “keep talking”
in a less interruptive manner. By doing so, we gained a new un-
derstanding of DHH think aloud that there is an asynchronicity
conflict between signing and navigating the interface in section 4.2,
which leads participants to sequentially switch between explaining
and interacting with the interface. This expands findings in [14],
which observed that some DHH only signed their thoughts prior
to interacting with the interface, and explains that this is possible
because of the synchronicity conflict.

Our findings in Section 4.3 suggest that these prompts may not
be sufficient in virtual think-aloud sessions, as DHH participants
require close attention and feedback from researchers in order to
continue. Moreover, the lack of clarity in sign discourse necessitates
more clarification questions and interruptions from the researcher,
increasing the potential for researchers to bias users. To ensure a fair
and unbiased study, further research needs to develop guidelines
for proper prompting and clarifying of questions when conduct-
ing think-aloud studies with DHH. Furthermore, researchers could
explore innovative ways to facilitate think-aloud sessions without
biasing and interrupting user behavior. Drawing inspiration from
studies of aphasia charities adapting communication to videocon-
ferencing [29], researchers can use clear and big physical visual
aids such as a ‘thumbs-up’ to encourage expression without inter-
ruption or a "explain once again" to request clarification instead of
using only facial expressions and ASL.

5.3 Design Implications for Tools to Support
Think-aloud Protocol

5.3.1 Human-Al Collaboration to Prompt for Clarifications. To im-
prove the lack of clarity in the think-aloud protocol outlined in
section 4.2, tools can be developed to better capture user experi-
ence and prompt explanations. This can help maintain the “in-the-
moment” benefit of the think-aloud protocol.

Al assisting the researcher to understand when and where to prompt
for clarification. The use of think-aloud analysis tools to analyze the
user experience of hearing participants [17, 18, 38] has provided
insight into how AI could be used to help the researcher to detect
user experience leveraging multi-mode communication in DHH
users. Specifically, this includes plug-ins detecting clarity and re-
minding researchers to ask clarification questions when executing
virtual think-aloud. Semiotic features, such as leaning forward to
indicate "finish" (when to ask), nodding the head to indicate active
engagement in interactions (when to ask - not nodding head), and
pointing to the screen to indicate interface components (where)
were identified as potentially useful.

Al prompting DHH users for clarification with consideration of vi-
sual attention. Tools such as plugins that are designed to improve the
clarity of think-aloud sessions for DHH users can include prompts
for explanations after detecting head nods or unclear pointing fin-
gers, as mentioned in the reminder for researchers. Zoom could
also introduce an optional setting to visualize participants’ gestural
expressiveness (calculating algorithm [28]) to help them become
more aware of their own expressions and pauses. Additionally, the
system might consider incorporating different levels of visually
demanding prompts to reduce the split in visual attention between
the tested interface and the researcher’s video thumbnail [20, 37].
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Examples of such prompts could include more visually demanding
pop-up windows for clarification, or less visually demanding in-
terventions such as a small green light or avatar next to the tested
interface to encourage users to keep talking. However, caution must
be taken when designing real-time prompts, as they may bias fur-
ther users’ explorations and create other concerns such as privacy
[10, 29].

5.3.2  Supporting Expressiveness with Personalized Visual Signs Glos-
sary in HCI Research. The current think-aloud protocol may be
ambiguous in the mapping between visually descriptive signs and
interface components as shown in section 4.3. To address this issue,
tools should be designed to support personalized expressions that
clearly match the interface components without standardizing and
oppressing their expressions. For example, after a user finishes a
think-aloud, the interface can prompt participants to create their
own glossary, establishing ASL signs and visual descriptions that re-
fer to the interface components (e.g., intensity and line graph). This
glossary can be reused for different user studies and be expanded
as needed (e.g., the line graph can be used for various interfaces
with visualizations). redundant language, as previously suggested
as a reason for not using think-aloud with DHH [20]. Our proposed
data scheme also provides initial insights into designing a visual
sign language glossary, allowing users to attach video clips and
images of signs to other communication modes over the course of
a user study.

Moreover, this approach can be applied to general science, tech-
nology, engineering, and mathematics (STEM) online learning to
address the limited amount of conventionalized signs for DHH user
within these fields [11, 12] and generate crowd-sourced signs for
terminologies in those fields for further inclusive online learning
[2]. Furthermore, researchers need to recognize the potential of
understanding how DHH participants embody and describe their
user experience, as pointed out in section 4.3. The repeated use
of language and modes does not necessarily equate to redundant
language as mentioned as a reason for not using think-aloud with
DHH [20].

6 CONCLUSIONS

This study sought to investigate the use of the think-aloud method
in virtual user experience studies with DHH populations, an area
with limited current research. By conducting twelve virtual think-
aloud sessions on Zoom with DHH participants, the study found
that multiple communication modes were often used, including
concurrent and sequential semantic (e.g., ASL, English) and semi-
otic (e.g., gestural and facial) expressions. These modes sometimes
resulted in asynchrony between signing and navigating interfaces,
as well as the use of visual descriptive signs instead of explicit
labels. Such behaviors could present challenges for obtaining clear
think-aloud data. The study provides implications for researchers to
conduct virtual think-aloud studies with DHH participants, includ-
ing when and how to prompt for clarification. It is recommended
that researchers understand the multiple communication modes
used by DHH individuals and consider the temporal and spatial
dependencies among them. It is important to acknowledge that
the participants in our study are college students who do not have
a background in STEM. This could potentially influence the way
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they articulate interface components, and it is necessary to further
explore this in future research by including DHH users from diverse
fields.
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