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ABSTRACT

Previous research has found that learners’ reflections on their own
emotions can improve their learning experience, and Al-based tech-
nologies can be used to automatically recognize learners’ emo-
tions. We conducted user studies involving 32 participants to in-
vestigate the relationship between Al-recognized emotions and
their self-reported emotions using emojis and text comments. We
found that, even though Al recognized a similar amount of positive-
high-arousal and negative-low-arousal emotions, participants self-
reported more positive-high-arousal emojis. Participants explained
the causality and temporality of the self-reported emojis using
text comments. Our findings suggest ways of using Al to capture
learners’ emotions and support their reflections.

CCS CONCEPTS

« Human-centered computing — Empirical studies in HCI; »
Applied computing — E-learning.

KEYWORDS
Facial Recognition, Emoji, Reflection, Self-Regulated Learning

ACM Reference Format:

Si Chen, Haocong Cheng, Jason Situ, and Yun Huang. 2023. Mirror Hearts:
Exploring the (Mis-)Alignment between Al-Recognized and Self-Reported
Emotions. In Extended Abstracts of the 2023 CHI Conference on Human Factors
in Computing Systems (CHI EA °23), April 23-28, 2023, Hamburg, Germany.
ACM, New York, NY, USA, 7 pages. https://doi.org/10.1145/3544549.3585607

1 INTRODUCTIONS

Recent research has explored the use of artificial intelligence (AI)
technology called automatic emotion recognition to recognize learn-
ers’ emotions via faces and promote reflections [1, 4, 6, 12, 15, 28, 31].
Although automatic emotion recognition can be used as observed
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emotions, it should not replace internally reported emotions [19].
Emojis, as a time-saving approach, are used widely in existing works
for self-reporting emotions [14, 32, 34]. However, there is a limited
understanding of how learners utilize self-reported emotions, such
as emojis, in combination with Al-recognized emotions, during
reflection.

This study focused on analyzing how learners use a post-learning
dashboard to reflect on their emotions during self-regulated video-
based learning. We visualized self-reported emotions (emojis and
text) and Al-recognized emotions (facial expressions) to support
learners’ reflections. Self-regulated learning (SRL) is a conceptual
framework to understand the cognitive, motivational, and emo-
tional aspects of learning [29, 35]. Reflection is a process of SRL
as it allows individuals to evaluate, analyze and observe their own
learning and performance. Our study answered the following re-
search question:

RQ: What is the relationship between self-reported emotions (during
post-viewing) & Al-recognized emotions (via real-time facial expres-
sions detection) in self-regulated learning (SRL)?

2 RELATED WORKS

Learners’ awareness of their own emotions is important for SRL.
Learning analytic tools, such as [13, 29], provide information vi-
sualization on the course schedule, student pace, and learning as-
sessments, but they do not provide the capability to monitor one’s
own emotions using automatic emotion recognition. This study
incorporates self-reported emotions with Al-recognized emotions
to induce a reasoning process in comparing Al-recognized emo-
tions and self-reported emotions. This research is important for
improving SRL in video-based learning, which was found to be
associated with higher levels of video engagement and learning
performance [20]. Emotions are typically represented in the form of
discrete emotion categories [11] or continuous dimensional models
such as the circumplex model [30], which represents human emo-
tions in a two-dimensional arousal-valence circular space. Recent
automatic emotion recognition technologies enable the prediction
of arousal-valence from facial expressions [4, 7, 8, 22, 27]. A state-
of-the-art arousal-valence regression algorithm returns time-based
arousal-valence pairs [7], which was used in our study.
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Observed and self-reported emotions are distinct signals [19].
Observed emotions are seen as a third-person perspective of moni-
toring one’s own emotions, while self-reported emotions are seen
as a first-person perspective of describing internal feelings. Kim et
al. [21] found that self-awareness was increased when observing
facial expressions differ from what was internally perceived (from a
first-person view). On the other hand, self-reported emotions from
a first-person perspective in text-based explanation are relatively
inexpensive and require minimal resources but may not accurately
reflect the actual experience of the person, including exaggeration
of symptoms or minimizing them [3].

Emojis are a popular way to express emotions in online com-
munication rather than textual explanations [2, 3]. Ghaban [14]
investigated the effect of emoji usage in online learning settings,
while Schouteten and Meiselman [32] looked at the potential of
using emojis in questionnaires in response to food-related emo-
tions. Toet et al. [34] presented the Emoji grid as an alternative
to the Self-Assessment Manikin for self-reporting emotions in vir-
tual reality experiences. However, there is still limited research on
how learners use self-reported emotions together with observed
Al-recognized emotions for reflections, particularly in the form of
emojis and text comments. To address this, we performed a user
study using a post-learning dashboard.

3 INTERACTION AND USER STUDY DESIGN

3.1 Interaction Design: Aligning Self-Reported
Emojis and AI-Recognized Emotions via
Facial Expressions to support Reflections

Our design goal of the post-learning dashboard was to enable
learners to compare discrepancies between self-reported and Al-
recognized emotions on a time scale. Below, we describe in detail
how the interface collects and displays Al-recognized emotions and
self-reported emotions. Our reason for including self-reports is not
to understand the accuracy of the Al but to support the process
of post-learning reflections in SRL and understand how Al can
support reflections.

3.1.1 Collecting and Displaying Al-recognized Emotions. We ob-
tained Al-recognized emotions by gathering video streams of the
learner watching an assigned video, cropping their faces, and feed-
ing the post-processed images into an arousal-valence regression
module (Fig. 1 (D). The resulting arousal-valence value pairs were
then represented in a temporal chart that displays Al-recognized
emotions as data points (Fig. 1 3)(c)). We remapped the pair val-
ues in the arousal-valence 2D space into polar space represented
by intensity and angle referring to [6, 18, 23], as shown in Fig 1
B)(c). Additionally, we provided a corresponding legend of arousal-
valence 2D space on the interface to interpret the emotions, as
shown in Fig 1 3)(e). The legend used a continuous rainbow with
cool colors representing negative results and warm colors repre-
senting positive results to depict the relationship between arousal
and valence. The legend has two dimensions that refer to valence
(positive/negative) and arousal (high/low). The performance of
the state-of-the-art models employed in our interaction was evalu-
ated using Concordance Correlation Coefficient, yielding a score
of 0.440 for valence and 0.454 for arousal. To ensure user privacy,
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the captured images and Al-recognized results from a user could
not be seen by any other users. The interface also indicated to the
participants when the webcam was used by the AL Examples of
time-based curves from participants are shown in Fig. 2, Fig. 3, and
Fig. 4.

3.1.2  Self-Reporting and Displaying Emotions. To understand how
Al can support learners in their SRL and the potential of Al-enabled
reflections, we included self-reported emotions in our study. We fo-
cused on post-learning self-reports to avoid distracting the learning
process and in accordance with prior literature that noted post-
learning reflection as an important stage in the learning process
[29].

To obtain self-reported emotions, the learner was asked to report
using emojis and text-based comments that represent the moment
they experienced emotions during video-watching (Fig. 1 ). We
collected self-reports in the post-learning phase to avoid distraction
while watching the video. We provided ten emoji options: (%), &,
©@, 0, W, ®, L, W, ), ). We referred to [24, 34] to select
these emojis and to locate them on the valence and arousal grid.
A color wheel titled “Emotion Legend” (Fig. 1 3)(e)) was provided
to users in step 2 and step 3 as a reference for representing the
emoji. The interface explicitly explained to the user that the emojis
roughly represent nearby emotions. The self-reports were displayed
in step 3 (shown in Fig 1 3)(d)) temporally based on the timestamp
of each self-report. Users could hover on a tick to see the emoji and
text comments in a self-report.

3.2 User Study Design and Data Analysis

We conducted a user study with 32 participants, who were under-
graduate and graduate students (18 female, 14 male). Each study
consisted of four steps: 1) self-regulated video-based learning with
Al interpreting facial expressions, 2) self-reporting learning emo-
tions, 3) thinking aloud with Al-recognized and self-reported emo-
tions (shown in Fig. 1 ), and 4) end of study interview. All stud-
ies were conducted online through Zoom and lasted around one
hour. Participants were compensated with 10 USD each hour. Dur-
ing the first step, participants watched a 15-minute video intro-
ducing Augmented Reality (AR) technology while the automatic
emotion recognition module was activated to detect and recog-
nize their facial expressions. In the second step, an interface was
provided to allow them to self-report learning emotions, which
took around 5 minutes. In the third step, the participants were pre-
sented with a post-learning dashboard which visualized their own
facial recognition results and self-reports. Participants were asked
to “think-aloud” while reviewing and exploring the results, which
took around 10 minutes. The study concluded with an end-of-study
interview, which took around 20 minutes.

To answer our RQ, we aggregated self-reports to analyze trends
in emoji usage and compared self-reported emojis with Al-recognized
emotions and self-reported text comments, and analyzed think-
aloud, interview recordings to understand participants’ strategies.
We grouped the emojis on the arousal-valence grid as positive-high-
arousal (&9, (&), @, and (&) and negative-low-arousal @), (),
and (#)) in reference to [24, 34], because such emotions are impor-
tant learning emotions in SRL [10]. We performed paired t-tests
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Figure 1: The SRL process in our learning analytic tool consists of three steps. Learners follow the order of each step in our
learning analytic tool. (D A user watches an online video alone with their webcam turned on. The AI captures the user’s facial
expression when watching the video. (2) After the video ends, the user uses this interface to make self-reports. The user can
select a timestamp on the video player, then select an emoji and write text comments. However, the user may choose not to
select an emoji or write any text comments. (3) Post-Learning Dashboard. The user can review their own Al-recognized emotions
and self-reports on this interface for reflections. The user is able to use the video player (a) to review different sections of the
same video. When a timestamp is selected, the user is able to see their captured facial expression image in (b). The Al-recognized
emotions are visualized over the length of the video in (c). The height of the data points demonstrates the intensity of the
specific states, and the color shows the recognized emotions. The timestamps of self-reports are visualized in (d). The user
can hover on a tick to see the selected emoji and text comments at that timestamp. A color wheel titled “Emotion Legend” is
provided to help the user interpret the represented emotions of the color in Al-recognized emotions and the self-reported

emojis, as shown in (e).

to understand the differences between self-reported emotions and
Al-recognized emotions. All tests performed in the analysis met the
assumptions of the t-test, including that the variability of the data
in each group was similar and the distribution was approximately
normal. We also conducted thematic analysis [5] on self-report,
think-aloud, and interview transcripts. To distinguish among the
different transcripts, we denote quotes from text comments in self-
reports as italic (e.g., self-reports), double-quoted for think-aloud
transcripts (e.g., “think-aloud”), and double-quoted with italic for
interview transcripts (e.g., “interview”) in the rest of the paper.

4 FINDINGS

In total, 259 self-reports were created by 32 participants (mean =
8.09, std = 5.57); and 248 (95.75 %) of these self-reports included
emojis. All participants used at least one emoji in their self-reports.

4.1 (Mis-)alignment between AI-Recognized and
Self-reported Emotions using Emojis

4.1.1 Different Distributions between Al-Recognized Emotion and
Self-reported Emojis. Al and self-reported emojis captured different
emotions. We conducted a paired t-test to compare the distributions

of Al and self-reported emojis to determine how they captured
positive-high-arousal and negative-low-arousal emotions. The test
results showed that, on average, Al detected an equal percentage
of positive-high-arousal and negative-low-arousal emotions, while
each positive-high-arousal emoji was 1.47 times more likely to be
self-reported than a negative-low-arousal emoji. Specifically, the
ratio of positive-high-arousal emojis to negative-low-arousal emojis
(Ratio-Emoji) was significantly higher (M=2.47, SD=2.31) than the
ratio of frames indicating positive-high-arousal to those indicating
negative-low-arousal (Ratio-Al) (M=0.96, SD=2.18) (p = .003, <.05).
We further explored the difference in self-reported emojis. On
average, each participant used each of the positive-high-arousal
emojis in 1.18 (SD = 0.67) self-reports, which was significantly
more than the 0.59 (SD = 0.35) for each negative-low-arousal emoji
according to paired t-test, t(31)=3.76, p = .0007, < .001. Two partic-
ipants did not report any positive-high-arousal emoji, and eight
participants did not report any negative-low-arousal emoji.

4.1.2  Participant’s Reflection Using Temporally (Mis-)aligned Self-
Report and Al-Recognized Emotions (Think-aloud). During think-
aloud, we observed that participants tended to explore parts of the
Al-recognized results when they made self-reports or when they
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Figure 2: Case study of Al-recognized emotions and self-report timestamps for P20, who reflected his two self-reports and
Al-recognized emotions from timestamp 1 (1:09) to timestamp 2 (1:30). He was able to recall his feelings when watching the

video.

noticed a spike or color change. They were able to review the video
clips around these timestamps and reflect on why they had such
emotions at that moment. A total of 401 reflection timestamps were
collected in the think-aloud sessions. A reflection timestamp refers
to participants clicking a self-report and/or on the Al-recognized
graph (red line pops up on the interface as shown in Fig. 3).
Reflecting on Temporally Aligned Emotions. In two-thirds
of the reflection timestamps, participants were able to find a tempo-
ral alignment between their self-reported emotions and Al-recognized
emotions. For example, P20 was able to start a reflection from his
self-report at 1:11 ( (&) Finally, something other than a lady speak-
ing.). Since he was “waiting for a figure to show up” rather than
seeing only the presenter speaking, he could immediately locate
this timestamp and thought-aloud, “there is that figure showing
up.” At the same time, the Al was able to capture the change in
facial expression, as shown in Fig 2. He then noticed that his Al-
recognized emotions changed at around 1:14. He thought-aloud,
“I'm really attracted to the figure, and I'm thinking ‘Oh, what is
this here, but I think my attention has been drawn too much into
the figure that I kind of ignored what the narrator was saying.” He
continued to review his next self-report ( (:2) Where is the sword?)
at 1:32, accompanied by more changes in Al-recognized emotions
when a new term was introduced on the screen. He reviewed the
video and further reflected that this is when he focused on the
narrator’s speech again after the visual demonstration ended, and
he was confused by the new terms introduced on the screen.
Reflecting on Emotions with No Temporal Alignment. In
the remaining one-third of the reflections, there was no alignment
between self-reports and Al-recognized emotions; therefore, they
explored these mismatched cases to start reflection. In some cases,
they noticed a change in Al-recognized emotions but did not see
self-reports at that timestamp. For example, P24 noticed that her
emotion changed around 11:51, but she did not make a self-report,
as shown in Fig 3. She thought-aloud, “Let me see what happened
here. My emotions changed from some green color to purple and
pink color. What happened?” She then reviewed the video clip
and was able to recall what she saw, “Ah, I saw a very, very cute
pizza standing in front of ... the room. I've never thought AR could

be so adapted in real [world]. So cute” In other cases, they found
self-reports when there was no obvious change in Al-recognized
emotions. For example, as shown in Fig 4, P21 reflected on his self-
report at 3:59 ( &) This is something that a feel a positive emotion
about because it’s something I haven’t heard about with google. This
is new information to me that makes me feel pretty happy to learn
about because I think it’s cool when companies work on new projects
involving future technology.). He thought-aloud, “A lot of these
captured images are really just me watching the video. I don’t
really show much emotion when I'm watching videos, I guess. But
seeing the captured images kind of looks like I'm just sitting there
bored, but I was actually pretty intrigued learning that there is a
new thing that Google was working on, and it’s something I've
never heard before, which is cool”

4.2 Explaining the (Mis-)alignment between
Al-Recognized Emotions and Self-Reported
Emojis

In this section, we intend to explain the differences between Al-

recognized and self-report emotions by looking at the commonly

reported emojis and text comments and triangulating them with
interview results.

4.2.1 Commonly Self-Reported Emotions. Participants choose positive-

high-arousal emojis in 58.69 % of their self-reports to express their
excitement or happiness from the video. Fig. 5 shows how each
emoji represents the valence and arousal, and the relative frequen-
cies of them being used by the participants. These emotions were
more likely to be remembered and reported. As shown in Fig. 6,
we observed more self-reports using high arousal emoji ( (&) ) be-
tween around 8:00 and 9:00 when the video showed a demo of
AR application in classrooms. For example, P22 made a self-report
at 8:24 : ()1 did not expect AR can be used in Education in a high
extent and the scene of students holding phones to explore educational
content through AR was interesting to watch. During the interview,
participants perceived that they were more aware of this topic since
it was more relevant to them as students. They also mentioned that
they tended to report such “aha” moments in their self-reports.
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Figure 3: Case study of Al-recognized emotions and self-report timestamps for P24, who reflected at around 11:49 when she did
not make self-report earlier but noticed a change in Al-recognized emotions. By comparing Al-recognized emotions, she was
able to recall an interesting part of the video that she missed in her self-reports.

YOUR EMOTION INTENSITY
High

Low -

SELF-REPORTED TIMESTAMP

Selected Time: (4:00

P21

L This is something that a feel a positive emotion about because it's something |
haven't heard about with google. This is new information to me that makes me feel pretty happy to learn about
because | think it's cool when companies work on new projects involving future technology.

Figure 4: Case study of Al-recognized emotions and self-report timestamps for P21, who reflected at around 4:00 when he made
self-report but did not see any change in Al-recognized emotions. He noticed a mismatch between his facial expression and his

actual feeling when watching the video.

Participants also reported negative-low-arousal emojis, which
made up 22.01 % of the self-reports, significantly less than positive-
high-arousal emojis, despite that both emotions were equally rec-
ognized by the Al as presented in Section 4.1.1. By reviewing the
usage of the low arousal emoji ( (%) ), we found that it was more fre-
quently used in the first three minutes of the video, as shown in Fig.
6. During the interview, one-third of the participants debriefed that
memory and attention impacted their ability to notice and report
their own emotions, and low arousal was less noticeable and less
likely to be reported when they felt sleepy or bored. For instance,
P1 said during the interview: “I am less aware of my emotions and
video content when I get sleepy or bored... you can’t pay attention or
remember to anything when you’re about to fall asleep and that is
where I think Al can intervene and alert me.”

4.2.2  Explaining the Self-Reported Emoji Using Text. Out of 259
self-reports, 122 (47.10 %) used text comments in addition to emojis
to report their emotions while watching the video.

Explaining Causality of Emotions. Participants leveraged
text comments in their self-reports to explain why they chose the
selected emojis. We found that 42.86 % of the comments expressed

causality using phrases such as cause, because, and make me. For ex-
ample, at 9:01, P30 self-reported: (#) I got bored again, i think because
it was a long video. P27 self-reported at 0:45: (&) I chose this emoji
because I'm intrigued that they brought up vr [virtual reality]. By
conducting a paired t-test, we did not find any difference between
the percentage of self-reports with comments that had causality
explanations for positive-high-arousal emoji and percentage for
negative-low-arousal emoji.

Locating the Specific Video Content with the Emotions.
Text was leveraged to further explain the temporality of the emo-
tions. By reviewing the text comments, we found 61.65 % of the
comments clarified that the self-report was about a section of video
rather than only the individual timestamps of the self-reports using
phrases such as this topic, this knowledge, this tech, this segment.
For example, when a demonstration of using AR in classroom was
demonstrated between 8:05 and 8:35, P27 self-reported at 8:14: €%
This tech looks impactful for students! During the interview, partici-
pants noted that for self-reports of a section of video, the self-report
is usually labeled with the timestamp toward the beginning of the
section in case there is any chance they’ll need to review the video
clip. By conducting a paired t-test, we did not find any difference
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Figure 5: A bubble chart of the frequencies of each emoji
being selected by participants in self-reports, with each emoji
representing a specific valence (horizontal axis) and arousal
(vertical axis) area [34]. Emoji sizes are proportional to the
number of emojis used in participants’ self-reports. Emojis
associated with high arousal and positive sentiment were
more commonly used than others.
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Figure 6: A histogram of self-reported high arousal emoji
(&)) and low arousal emoji (%)) at each minute of the video.
Self-reports with low arousal emojis were more frequently
made in the first half of the video. Self-reports with high
arousal emoji were more frequently made in the middle of
the video when a demo on AR applications in classrooms was
presented, which our participants strongly related to. Self-
reports with low arousal emoji were more frequently made
at the beginning of the video as bored and sleepy feelings
were less noticeable toward the later stage of the video.

between the percentage of self-reports with comments that had tem-
poral explanations for positive-high-arousal emoji and percentage
for negative-low-arousal emoji.

Si Chen, Haocong Cheng, Jason Situ, and Yun Huang

5 DISCUSSIONS

We found discrepancies between Al-recognized and self-reported
emotions, with learners reporting a higher proportion of positive-
high-arousal emoji than Al-recognized emotions. By analyzing com-
monly used emoji and labeled text comments, we discovered that
learners predominantly reported more positive-high-arousal emojis
than negative-low-arousal emojis. We found no differences in the
self-reported text comments to explain the causality and temporal-
ity between positive-high-arousal emojis and negative-low-arousal
emojis. Our findings emphasize the potential of post-learning dash-
boards to leverage the difference between Al-recognized and self-
reported emotions to support reflection on SRL.

Learner-Al for Complementary Capture of Learning Emo-
tions Our results demonstrate a discrepancy between Al and human
self-reported emotions. While self-reports can provide descriptive
accounts of emotions, they may overlook certain negative-low-
arousal emotions and lack providing further text explanations. To
bridge this gap, Al-enabled interventions can be utilized to prompt
learners to report more negative emotions. Additionally, Al can be
used to remind participants to further provide text explanations,
ultimately allowing for a deeper and more comprehensive insight
into the learning experience. Building on [19], which found that
observed emotions output from an Al tool and self-reported discrete
emotions do not align, we empirically found negative-low-arousal
to be rather overlooked in self-report. Meanwhile, learner-inputted
text comments provide some explanations of the misalignment of
self-reported emoji and Al regarding the causality and temporality
of emotions in SRL. In the future, affective computing research
may focus on developing methods for capturing emotions that
leverage the strengths of both humans and Al to provide a more
nuanced understanding of emotion. This could include utilizing
human narratives to provide further insight into emotions.

First-Person View vs. Al-enable Third-Person View For
Reflections Our designed interaction provides an innovative first-
person self-report view, as well as an Al-enabled third-person
view, in order to facilitate reflection. Through our user study, we
found that the comparison of the two views facilitated reflections
and awareness of one’s own emotions. Results showed that re-
flections were supported in all three cases: 1) temporal alignment
between self-reports and Al-recognized emotions; 2) no changes
in Al-recognized emotions at self-report timestamps; 3) changes
in Al-recognized emotions for insightful timestamps but no self-
report. Building on the importance of reflecting from a third-person
view (e.g., distance-reflection diary [16]), our work suggests that
automatic emotion recognition could be utilized as an effective ap-
proach for third-person view reflections. Additionally, our findings
indicate that imperfect automatic emotion recognition does not im-
pede reflections, and the system could suggest both alignments and
misalignments between self-report and Al-recognized emotions to
support the reflection process.

Limitations and Future Work We recognize a few limitations
of our study. First, there are other data that can be used to recognize
emotion from learners, such as brain activity through an electroen-
cephalograph [17, 25, 33] and heart rate through electrocardiograph
[9, 26]. Second, our participants were limited to current college
students, and the results of the study may be different for other
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populations. Therefore, more studies should be conducted with
participants from diverse backgrounds. Third, we only included
ten emojis for participants to choose from. Future studies should
investigate how other emojis may be used to self-report emotion in
SRL. Ethical concerns of apply Al-recognized affects in SRL are not
covered on our papers and should be better understood in future
research, e.g., learners’ agency of handling the uncertainty of Al,
reactivity towards outcome-based Al, over-reliance on positive Al
results, and fairness of Al informed decision-making [6].
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