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Figure 1: CoQuest enables Human-AI co-creation of research questions (RQs) using LLMs through a three-panel design: RQ 
Flow Editor, Paper Graph Visualizer, and AI Thoughts. Major features of the RQ Flow Editor panel include: (a) o�ering either 
breadth-�rst and depth-�rst RQ generation (see Figure 4); (b) enabling users to provide feedback to AI based on a generated 
RQ, and to explore related papers in details on the Paper Graph Visualizer panel; and (c) presenting the rationale behind RQ 
generation on the AI Thoughts panel when a link between two RQs is clicked. 
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ABSTRACT 
Developing novel research questions (RQs) often requires extensive 
literature reviews, especially in interdisciplinary �elds. To sup-
port RQ development through human-AI co-creation, we leveraged 
Large Language Models (LLMs) to build an LLM-based agent sys-
tem named CoQuest. We conducted an experiment with 20 HCI re-
searchers to examine the impact of two interaction designs: breadth-
�rst and depth-�rst RQ generation. The �ndings revealed that par-
ticipants perceived the breadth-�rst approach as more creative and 
trustworthy upon task completion. Conversely, during the task, par-
ticipants considered the depth-�rst generated RQs as more creative. 
Additionally, we discovered that AI processing delays allowed users 
to re�ect on multiple RQs simultaneously, leading to a higher quan-
tity of generated RQs and an enhanced sense of control. Our work 
makes both theoretical and practical contributions by proposing 
and evaluating a mental model for human-AI co-creation of RQs. We 
also address potential ethical issues, such as biases and over-reliance 
on AI, advocating for using the system to improve human research 
creativity rather than automating scienti�c inquiry. The system’s 
source is available at: https://github.com/yiren-liu/coquest. 
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1 INTRODUCTION 
Identifying research questions (RQs) is a critical step of scienti�c 
research and discovery [13]. To formulate creative and valuable 
research ideas, researchers often start with searching and scoping 
the relevant literature, especially when the search involves works 
spanning multiple domains [29]. Developing research questions is 
also iterative, that researchers would �rst have an initial idea or 
topic in mind, then conduct a literature search to re�ne the ideas, 
and repeat this process until they have a satisfying research idea 
[18]. Reading a large body of literature, synthesizing them, and 
identifying the relevant work can be rather time-consuming. 

With the rapid development of Large Language Models (LLMs), 
scholars have investigated the potential of harnessing the power 
of LLMs to support the process of research literature discovery 
[9, 54, 59], which helps users signi�cantly speed up the literature 
discovery process. Meanwhile, the thriving of generative AI tech-
nologies has also been widely used in various �elds to promote 
creativity [14, 48, 87]. For example, a recent study has found that 
more than 4.9% of users used ChatGPT to support creative ideation 

[17]. Although recent research has demonstrated the potential of 
using smaller language models to generate novel RQs [42], there 
remains a lack of empirical understanding about how humans eval-
uate AI-generated RQs. Given that LLMs are known to have prob-
lems with hallucination and lack of factual accuracy [27], creating 
high-quality RQs requires inputs from human researchers for their 
unique backgrounds and expertise. Enabling humans and AI to 
co-create novel research questions is particularly promising for 
conducting interdisciplinary research. 

The concept of human-AI co-creation draws insights from pio-
neering research on mixed-initiative systems, where human users 
and computer systems contribute to a shared goal [23, 83]. Re-
cent academic endeavors have also introduced a variety of design 
guidelines for human-AI co-creation systems [39, 62, 78], further 
inspiring the intricate design considerations of mixed-initiative 
systems. For instance, Rezwana and Maher [62] explored whether 
the exchange of initiatives between humans and AI should be de-
signed as either parallel or in a turn-taking manner. However, there 
remains a gap in empirical research regarding the in�uence of AI-
driven initiatives or creativity on user experiences, such as their 
perception of the creative process, trust in the AI, and sense of con-
trol. Moreover, the potential impact of these factors on the results 
of human-AI co-creation, such as the quality of generated content, 
has yet to be investigated. 

To this end, we proposed a novel system called CoQuest, which 
allows an AI agent to initiate RQ generation by tapping the power 
of LLMs and taking humans’ feedback into a co-creation process. 
The system consists of three panels: RQ Flow Editor for supporting 
RQ generation, Paper Graph Visualizer for exploration of literature 
space, and AI Thoughts for explaining AI’s rationales. The system 
design was informed by a formative study, where we invited four 
researchers to verbalize their expected RQ-generation processes 
with AI support. The formative study yielded an initial mental 
model of human-AI co-creation for RQs. The system design was 
further evaluated with 20 participants who are HCI researchers 
through a within-subject experiment. 

Our work makes novel and signi�cant contributions as follows. 
Firstly, we made a theoretical contribution by proposing and eval-
uating a new mental model for human-AI co-creation of research 
questions in the HCI research domain. Second, we proposed a 
new agent LLM system and implemented two interaction designs 
(breadth-�rst and depth-�rst), where the AI agent took di�erent lev-
els of initiative in supporting users to develop RQs. Third, through 
a within-subject experiment with HCI researchers, we gained new 
empirical understandings of how AI’s di�erent initiatives impact 
users’ perceived experiences and outcomes. Speci�cally, for overall 
experience, the breadth-�rst design made users “feel” more cre-
ative and gained more trust from users, though the e�ect varies 
by users’ research background; but when rating individual RQs, 
users scored the depth-�rst questions for higher creativity. Fourth, 
by closely observing participants’ interaction with AI, we discov-
ered important co-creation behavior and proposed a new design 
implication, namely, intentionally “slowing down AI", giving wait 
times for users to explore the co-creation space. This is especially 
bene�cial for users to gain a stronger sense of control. Last but 
not least, we discussed the implications of our study for designing 
ethical human-AI co-creation systems, along with potential ethical 
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concerns. We advocate for employing LLM-based systems to aug-
ment human creativity and support the ideation and sca�olding 
process, rather than using LLM-generated ideas for automating 
HCI research. 

2 RELATED WORK 
2.1 Human-Led Literature Discovery and 

Research Idea Creation 
Scholars have sought to understand the process of how researchers 
conduct literature discovery and formulate new research ideas 
[20, 56]. Extensive works have strived to formulate the model of 
researchers’ scienti�c activities [1, 55, 71]. For example, Foster [18] 
proposed a framework of idea formulation in academic research 
from an information behavior perspective, which consists of three 
major components: Opening (initial exploration), Orientation (prob-
lem de�nition and literature survey) and Consolidation (knowledge 
creation). In this framework, literature discovery and idea formula-
tion are discussed as a recursive and iterative process. Many studies 
have also been conducted to understand how researchers produce 
innovative ideas for research purposes [82]. For example, Jing et al. 
[28] proposed a system for research idea creation that incorporates 
knowledge reuse through ontology construction. Later work by 
[21] introduced a system for supporting research ideation through 
topic modeling and visualization. Recently, Liu et al. [42] proposed 
to generate new research questions using generative language mod-
els �ne-tuned over related works and explicitly written research 
questions from publications within the HCI domain. But none of 
these works leveraged large language models (LLMs) or built an 
LLM-based system to examine human-AI co-creation RQ processes. 

2.2 Agent-based Large Language Model (LLM) 
Systems 

Recent surge in the success of LLMs [52, 69] has spurred strong 
interests in employing LLMs for solving complex tasks. There has 
recently been a heated wave of explorations in building autonomous 
agents using LLMs as a reasoning engine to solve di�erent tasks, 
such as software development [58, 65], gaming [73], and assisting 
social science research [91]. 

System designs are proposed for improving the method of prompt-
ing in Human-AI interaction systems enabled by LLMs [10, 80, 81]. 
To enhance the reasoning capabilities of LLMs, researchers pro-
posed several prompting frameworks to elicit reasoning in LLMs 
by decomposing and solving the sub-tasks step by step by apply-
ing prompting techniques for general purposes, such as Chain-of-
Thought [34, 76], Self-Consistency [74], Least-to-Most [90]. These 
prompting techniques focus on improving the task-speci�c per-
formance of LLMs. To build autonomous agents with LLMs, Yao 
et al. [84] proposed a prompting framework named “ReAct” that 
uni�es the ability of LLMs to reason, take actions, and observe the 
results. Recent research on LLM-based prompt engineering [75] 
has explored a viable approach of introducing humans’ mental 
model as prompting techniques to boost LLM’s reasoning ability. 
These frameworks set a great foundation for Q&A reasoning or 
general-purpose tasks [41]. In this paper, we applied LLM to build 

an agent for specialized tasks in the context of literature discovery 
and research ideation. 

2.3 Designing Human-AI Co-creation Systems 
Many human-AI co-creation systems utilize generative AI technolo-
gies [45, 68]. For example, Bilgram and Laarmann [2] showed that 
generative AI could augment the early phases of innovation, such 
as exploration, ideation, and digital prototyping. Epstein et al. [15] 
discovered that discrepancies between users’ expected outputs and 
the actual output from the system play a critical role in creating 
new ideas. 

Scholars and practitioners try to develop design guidelines for 
using generative AI [11, 40, 49, 78]. From a role-based perspective, 
human-AI co-creation systems are found to be di�erent from prior 
systems where machines mainly provide support to humans [31]. In 
co-creation systems, both humans and AIs can be designed to take 
the initiative in producing creative artifacts [22, 51]. Rezwana and 
Maher [62] introduced a Co-Creative Framework for Interaction 
design (COFI), which categorizes mixed-initiative system designs 
into two types based on their styles of participation: parallel and 
turn-taking. The evaluation of mixed-initiative designs has been 
explored by recent research [35, 79] in application domains such as 
poem writing and game design. Our research seeks to systematically 
model the co-creation process and provide both theoretical and 
practical implications in the scholarly research domain. 

In this study, we propose and examine a new agent LLM system 
that helps researchers formulate research questions by combin-
ing LLMs’ reasoning ability with the mental model we discovered 
through a formative study with actual researchers. We also discuss 
whether LLM-based co-creation systems can help facilitate the pro-
cess of information gathering and idea evolution using user study 
results to provide new empirical understandings. 

3 RESEARCH QUESTIONS 
Given the above literature and identi�ed research gaps, we aim to 
address the following research questions: 

RQ1 (perception & outcome): How do users perceive the co-
creation experience (e.g., trust, control, feeling of being creative) 
and outcomes (creativity ratings of generated RQs) when using 
the CoQuest system? 
RQ2 (behavior): How do users interact with AI when it pro-
vides di�erent levels of initiatives during the co-creation pro-
cess? 
RQ3 (relationship): What behavioral factors are associated 
with users’ enhanced perceived experience and outcomes in 
human-AI co-creation? 

In the remainder of this paper, we will �rst present the formative 
study, where we developed an initial mental model for RQ co-
creation between humans and AI. We then introduce the system 
design and our experimental study and detail the �ndings in the 
order of the proposed research questions. We will conclude with an 
in-depth discussion on the updated mental model informed by our 
�ndings and explore design implications for future work. Note that 
we use RQ1, RQ2, and RQ3 to refer to our three research questions 
in the remainder of the paper, whereas RQ and RQs are used to 
refer to the research questions co-created by the user and AI. 
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4 FORMATIVE STUDY 
We conducted a formative study in order to understand the cog-
nitive process of researchers creating research questions. To un-
derstand how researchers create RQs, we �rst conducted semi-
structured interviews with 4 HCI researchers about how they for-
mulate research questions. We then organized a focus group with 
the same group of interviewed participants to identify their needs 
for an RQ co-creation system. 

We invited four researchers to participate in our semi-structured 
interviews to understand their process of conducting research. All 
four participants were doctoral researchers. We asked the intervie-
wees to describe their most recent experience starting a research 
project from scratch. Most participants mentioned starting from a 
rough idea (e.g., domains, keywords, application scenarios) before 
searching for related literature. Participants also emphasized that 
formulating research ideas is often an iterative process. Typically, 
participants used one or multiple hypothetical research question-
s/ideas to facilitate the search for related literature and identify 
research gaps. This process was described by the participants as 
both time-consuming and labor-intensive. Participants also identi-
�ed their process of research question creation as hierarchical. One 
participant explicitly mentioned that creating research questions 
naturally resembles the form of a “mind map”, where the develop-
ment of ideas gradually “narrows down” but could have di�erent 
branches. As described by the participants, the initial set of RQs 
can often be broader and more general and can subsequently derive 
sub-RQs under the topics of their predecessors, which helps facili-
tate the trade-o� between speci�c and general ideas as a common 
decision-making step during the research ideation process. This 
process often resulted in the evolution of RQs that, when visualized, 
could be drawn as a tree of RQs. This later informed the design 
of our system to take the form of an interactive “mind map” that 
preserved the provenance of RQ development. 

After the �rst interview study, the same participants were invited 
back to a focus group session, where we aimed to identify their 
needs based on their research work�ow and propose interaction 
design to support the process. The focus group went through two 
steps. First, participants were given three questions created by 
researchers as cues, and then were asked to brainstorm ideas and 
design expectations given the context of an AI-based system that 
supports research question development. The three question cues 
were designed as follows: 1) What questions will you ask the AI 
system? 2) What information do you want to provide for the model 
to generate RQ for you? 3) How do you produce RQ currently? And 
do you think the AI model can help you produce RQs? The ideas 
created by participants are shown in Figure 2. 

After discussion and summarizing themes, participants were 
asked to proceed to the second step inspired by participatory ap-
proaches, where they discussed a hypothetical work�ow by con-
textualizing themselves using an AI-based RQ co-creation system. 
During the focus group, we found that participants highlighted 
several expectations for designing a human-AI RQ co-creation sys-
tem. Participants mentioned that the system should enable strong 
user control by taking into consideration users’ inputs (e.g., ideas, 
keywords, and domain concepts), when generating new RQs. The 
ability for the system to generate di�erent variations of RQs with 

high diversity was also deemed a preferred design, where the user 
should be allowed to choose from the outputs based on their pref-
erence and expertise. 

Human-AI Co-Creation of Research Questions (RQs): a 
Mental Model After completing the formative study, we summa-
rized the �ndings and proposed a new mental model aiming to 
capture the major interactions during the process of Human-AI 
Co-Creation for RQs. 

The proposed mental model consists of three major components: 
Understand Literature, Present RQs and Explain AI Thoughts, and 
Re�ne and Re-scope. Past research has provided in-depth discussion 
over how literature discovery plays a major role in the scienti�c re-
search process [18, 55]. However, such models were often discussed 
in a human-only context. Our formative study results indicate the 
importance of considering AI as a “collaborator” during the pro-
cess of research ideation [33]. Re�ning research questions has also 
often been interpreted as a sub-step of literature search and un-
derstanding. Although research ideation and literature search are 
mutually dependent, our formative study results indicated a distinc-
tion between the behaviors researchers conducted during the two 
di�erent stages. The process of literature discovery often involves 
reading and summarizing a wide range of existing works. Partici-
pants emphasized their challenges during the process of literature 
search and discovery, especially for unfamiliar domains, and the 
need for AI to facilitate this process with less human involvement. 
AI can be best used to perform factual summarization and distilla-
tion of �ndings and knowledge before presenting them to humans. 
On the contrary, proposing and re�ning research questions often 
requires more creative thinking and generalization beyond past 
knowledge. In this scenario, it is crucial to involve both humans 
and AI through the design of mix-initiative co-creation systems 
in order to combine humans’ expertise and preference with AI’s 
general world knowledge. Moreover, our formative study �ndings 
explicate the evaluation of RQs as an additional component during 
the RQ co-creation process. This process, as discussed during the 
formative study, should utilize human expertise and the ability to 
conduct follow-up research and validation. 

Design Requirements Based on our �ndings from the focus 
group and the proposed mental model, we also propose the follow-
ing design requirements for the system: The system should be able 
to 1) assist users’ brainstorming process by automatically gener-
ating RQ candidates by taking human feedback; 2) support users’ 
sensemaking of AI’s outputs by Explaining the rationale behind the 
generation; 3) help users discover relevant literature and identify 
research gaps. 

5 CoQuest SYSTEM DESIGN AND 
IMPLEMENTATION 

Based on our �ndings from the formative study, we designed and 
implemented an LLM-based system that supports human-AI co-
creation of creative research questions. In this section, we provide 
details about the design of 1) the three-panel interface of the Co-
Quest system, including two di�erent designs to provide varied 
degrees of AI initiative; and 2) the agent LLM backend of the Co-
Quest system. 
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(a) Feature Design. (b) Work�ow Design. 

Figure 2: Screenshots of content created by participants using Miro during the focus group study. 

Figure 3: Participants’ mental model of co-creating RQs with an LLM-based AI agent is delineated as follows. An “action” 
labeled with an AI icon denotes that participants perceived that AI could signi�cantly reduce the ”labor”; a human icon means 
that participants were expected to evaluate AI-generated RQs and provide feedback to drive the iterative process. However, it is 
hard to determine how human and AI share the task of “re�ne and re-scope,” as it depends on individual expertise and the 
clarity of the intended research focus. 

5.1 CoQuest Interaction Design 
To support RQ co-creation, we designed features of the CoQuest 
systems around the two-way communication between users and 
the AI, where users and AI take turns during the communication 
process. As shown in Figure 1, our proposed system consists of 
three major panels: 

(1) RQ Flow Editor that facilitates a user’s major interactions, 
such as generating RQs, providing input and feedback to AI, 
and editing the RQ �ow (e.g., drag and delete); 

(2) Paper Graph Visualizer that displays the literature space 
related to each RQ; 

(3) AI Thoughts that explains AI’s rationale of why each RQ is 
generated. 

5.1.1 Example User Walkthrough. Consider a user of the CoQuest 
system, Jamie, who is a junior doctoral student with a research di-
rection in Human-Computer Interaction. Jamie has previously been 
familiar with publications related to interaction design for online 
learning systems. With recent exposure to social media discussions 
on VR and AR applications, they wanted to explore the potential of 
such applications in the domain of online learning. Jamie formed an 
initial idea of using AR to promote learner’s brainstorming. How-
ever, without a deeper understanding of the literature space from 
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the VR and AR domain, they found it challenging to re�ne and 
improve upon the idea further. 

Introduced with the CoQuest system, Jamie �rst created an initial 
idea node, typed down “Using AR to promote brainstorming,” and 
generated follow-up RQs by right clicking the node and selecting 
“generate RQs” using the RQ Flow Editor. Aware of Jamie’s initial 
idea, the CoQuest system retrieved several works related to the idea 
and generated follow-up RQ nodes along with rationales. Jamie 
�rst saw one of the RQ nodes with an RQ displayed as “How can 
social AR be designed to promote collaborative brainstorming?” 

Jamie was intrigued by the generated RQ, but also a bit confused 
since the concept of “social AR” appeared new to them. Jamie then 
clicked the RQ node and skimmed through the papers displayed on 
the Paper Graph Visualizer panel. Several papers seemed relevant 
to Jamie, and they further clicked the provided URL to read the 
papers in detail. The papers retrieved by CoQuest helped Jamie 
comprehend the domain knowledge behind the generated RQ. 

After the reading, Jamie had a question in mind — “Why is 
using AR important for collaborative brainstorming?”. They then 
typed in this question as user feedback to the system and clicked to 
generate new RQs following up the previous RQ. One of the newly 
generated RQs, “How can spatial design in AR promote group-based 
collaborative brainstorming,” caught Jamie’s attention. 

The appearance of the concept “spatial design” raised Jamie’s 
interest, but they were unclear about the system’s rationale for 
generating this RQ from the previous question. By clicking on the 
edge connecting this RQ with its predecessor, they were able to ex-
amine the AI Thoughts panel explaining the rationales and actions 
taken by the agent LLM in the CoQuest backend that led to the RQ. 
The panel showed that the system performed action “hypothesize 
user cases” and one of the resulting use cases was shown as “On-
line learners can form groups and organize ideas by creating and 
organizing concepts and links in spatial AR environment.” 

5.1.2 RQ Flow Editor: Two Design Options. CoQuest o�ers an in-
teractive RQ Flow Editor panel that allows users to co-create RQs 
with AI in an iterative manner. This panel is designed in a way to 
resemble the design of a mind map, where each RQ node represents 
a generated RQ (except the initial nodes, which only contain users’ 
initial ideas). This allows users to organize RQs more easily under 
di�erent topics while preserving the hierarchical structure among 
di�erent RQs, as suggested by the �ndings from the formative study 
in section 4. Users can type in their rough ideas or keywords by cre-
ating an initial node. When users click on one of the nodes, the node 
expands, and users can 1) type in textual user feedback to AI in the 
text box; and 2) right-click on the node to generate more follow-up 
RQs. The generated RQs will be connected with annotated edges 
to the source RQ node. The RQ generation will result in one or 
several Directed Acyclic Graphs (DAGs), which we will later refer 
to as RQ �ows, that embed both the hierarchical relations between 
generated RQs. Users can perform basic interactions using the RQ 
�ow editor, including zooming in/out and dragging the nodes to 
organize the �ows to aid their thinking process. 

Two design options with di�erent levels of AI initiative: 
Breadth-�rst and Depth-�rst generation. One of the major de-
sign options we considered for the CoQuest system is the degree of 
how much AI takes initiative during the co-creation process. During 

the formative study, we obtained an understanding of how users 
formulated their research questions in a hierarchical form, where 
follow-up RQs are iteratively created based on previous predecessor 
RQs. Intuitively, when formulating di�erent RQs, the researcher 
might choose to explore di�erent topics in a broader sense, or to 
dive deep into a speci�c topic. Thus, we consider two di�erent 
designs when the system generates new RQs, as shown in Figure 
4: 1) breadth-�rst generation: When a user initiates the generation 
of follow-up RQs, several RQs are produced simultaneously in 
parallel. These new questions are all at the same hierarchical level 
following the original question. 2) depth-�rst generation: In contrast, 
with this method, when a user initiates the generation, follow-up 
RQs are created one after the other, with each new question building 
upon the previous one in a sequential manner. 

The two designs impact the degree of initiative taken by AI in 
the CoQuest system. Under the breadth-�rst generation, the user 
will have the freedom to choose from multiple generated RQs and 
provide feedback at each turn of generation, and then proceed to 
generate more RQs if desired. As in the depth-�rst generation, the 
agent recursively generates a sequence of multiple RQs without 
user input during the process. During the depth-�rst generation, 
the agent needs to autonomously further “re�ne” the RQs multiple 
steps based on the previous steps’ results, thus taking more initia-
tive during the co-creation. Although in both designs, AI actively 
participates in the co-creation process by turn-taking with the hu-
man [62], there exists a di�erence between the degree of initiative 
taken by AI, as AI engages more actively during the depth-�rst 
generation compared to the breadth-�rst generation. By carrying 
out the within-subject study under the two designs, we aim to pro-
vide an empirical understanding of how initiative-driven design 
options can impact users’ behavior and perception using human-AI 
co-creation systems. To simplify the study design, we ensured that 
three RQs were generated per turn in both designs. 

5.1.3 Paper Graph Visualizer: Interactive Literature Graph. The Co-
Quest system also provides an LLM-enabled literature discovery 
feature to assist users in e�ciently identifying and exploring ex-
isting works related to each generated RQ. As shown in Figure 
1, CoQuest’s literature discovery feature is presented in the Paper 
Graph Visualizer panel. 

When a user clicks on one of the generated RQ nodes, the Paper 
Graph Visualizer panel reveals itself by visualizing the top-k most 
relevant papers along with their citation relations retrieved from 
our citation graph. The top-k papers are retrieved using our paper 
retrieval pipeline, as described in section 5.2.2, using the text of the 
RQ clicked on by the user as the query. In the displayed citation 
graph, each paper node represents a paper, and each edge represents 
a citation relation. When the user hovers the cursor over one of 
the paper nodes, a tooltip will appear with a quick preview of the 
paper’s title information. 

The paper nodes in the citation graph are designed to be interac-
tive. When the user clicks on one of the paper nodes , the detailed 
information of the selected paper will be displayed below. The infor-
mation displayed includes the paper’s title, author names, abstract, 
a TLDR summary provided by Semantic Scholar API1 , and a URL 
linking to the page of the paper on Semantic Scholar. Upon the 
1https://www.semanticscholar.org/product/api 

https://1https//www.semanticscholar.org/product/api
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Figure 4: The RQ Flow Editor panel in the CoQuest system features two distinct designs for generating research questions 
(RQs): the breadth-�rst and depth-�rst approaches. The breadth-�rst generation approach is designed to trigger the creation 
of multiple RQs in a single iteration, facilitating a wide exploration of potential research areas. In contrast, the depth-�rst 
generation focuses on triggering more iterations of RQ re�nement, allowing the AI to delve deeper into a speci�c topic for a 
more focused and detailed exploration. 

click on the paper node, the Paper Graph Visualizer panel will also 
highlight the selected node and its nearest neighbors (nodes and 
edges) to indicate which paper(s) have directly cited the selected 
paper or been cited by the selected paper. 

5.1.4 AI Thoughts: Explaining AI Rationale. The edges between 
RQ nodes represent the relation of which RQ the newly generated 
RQ is based on. They also contain information about the results 
of the actions undertaken by the agent leading up to the new RQ 
generated. When the user clicks on an edge, the AI Thoughts panel 
appears that displays the results of the agent’s action in a narrative 
format, as shown in the Figure 1. Detailed implementations of the 
LLM-based backend for generating RQs and rationales are provided 
below. 

5.2 CoQuest Backend and Implementation 
The backend of the CoQuest system comprises an LLM-based agent 
that automatically generates RQs based on users’ input and feed-
back, by performing reasoning and executing actions that simulate 
a researcher’s mental model in a semi-autonomous manner. Two 
major functions of the CoQuest backend include: 1) the RQ gener-
ation ability of the LLM agent and 2) the related paper retrieval 
module that supports literature discovery. The framework of how 
the system’s backend connects with the major features are shown 
in Figure 5. 

5.2.1 Generating RQs with LLM-based Agent. The CoQuest system 
uses an LLM-based agent to generate creative research questions 
(RQs) following the ReAct framework [85], by adapting the “Think-
Act-Observe” framework when designing the prompting method. 
First, the "Think" step analyzes user input and context to decide an 
action, resembling human research methods detailed in 4. During 
this round, the LLM generates a chain of thought (following our 

designed prompt) before reaching the conclusion of the action as 
the next step. The actions are executable sub-processes whose re-
sults will be used as additional context to help the LLM generate 
better RQs. The available actions include: 1) Search and summarize 
related works (Literature Discovery); 2) Hypothesizing use cases 
(Proposition); 3) Scoping/narrowing down (Re�nement); 4) Re�ec-
tion through comparison with existing works (Evaluation). Next, 
during the “Act” and “Observe” steps, the execution of actions is 
achieved in the format of API calls through prompting and can be 
later parsed and executed through one or multiple pre-implemented 
Python functions (e.g., retrieve_papers and summarize_papers). Af-
ter the next action has been inferred during the “Think” step, the 
agent executes the action and appends the results of the action 
to the context. Finally, for the agent to generate RQs at each step, 
we added an additional step of creating RQs at the end of each 
“Observe” step. At this step, new RQs are generated based on the 
provided context and instructions that combine the output from 
the performed action and prede�ned prompt. The detailed usage of 
prompts in the backend can be found in Appendix A.3. 

5.2.2 Related Paper Retrieval. In order to help users identify re-
lated works more easily, the CoQuest system employs a retrieval 
pipeline to gather existing papers related to the RQs that the users 
are developing. We curated a literature citation graph from an ex-
isting pool of HCI papers, where the nodes represent papers, and 
the edges represent citation relations. The CoQuest system uses a 
sentence-based semantic embedding model [61] to obtain vector 
representations of each paper in the citation graph. Given a paper’s 
title, metadata, and abstract in text form and a given query (e.g., RQs 
and user input), the sentence embedding model encodes them into 
semantic embeddings. After obtaining the embeddings of papers 
and the query, the system calculates the similarity between paper 
candidates and the query. This is done through re-ranking using 
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Figure 5: Illustration of the CoQuest framework; The mental model of HCI researchers is used to build the LLM-based agent 
capable of accessing and querying a literature collection to generate research questions (RQs). This agent not only presents 
the generated RQs to the users but also provides the rationales behind their generation and literature grounding through the 
frontend interface. Examples of prompts used to build the agent can are available in Appendix A.3. 

Maximal Marginal Relevance (MMR) [7]. Then, the system ranks 
the paper candidates and selects the top-k papers with the highest 
similarity scores as the �nal related papers to visualize. More details 
on the implementation of the retrieval pipeline are discussed in 
5.2.3. 

5.2.3 System Implementation. The CoQuest system is implemented 
in Typescript as a web application using ReactJS and TailwindCSS 
for the frontend. The interactive �ow editor is implemented using 
React Flow2 . The application backend uses Python with FastAPI3 

as the RESTful API server framework. We use AutoGPT4 as the 
foundation of our agent-based LLM implementation5 . We used 
the gpt3.5-turbo-16k model by OpenAI as our LLM engine and 
text-embedding-ada-002 model as the sentence embedding model 
through the cloud service API provided by Microsoft Azure. We col-
lected a �xed set of open-access publications through the Semantic 
Scholar API covering several major HCI conferences (including CHI, 
CSCW, UIST, Group, IMWUT, IJHCI, and IUI). The �nal collection 
of publications includes 2,043 papers. 

6 USER STUDY EVALUATING CO-CREATION 
WITH COQUEST 

To further understand the e�ect of the CoQuest system and how 
two designs of RQ generation impact users’ human-AI co-creation 
behavior, we conducted a within-subjects user study with 20 HCI 

2https://github.com/wbkd/react-�ow/
3https://github.com/tiangolo/fastapi/
4https://github.com/Signi�cant-Gravitas/Auto-GPT/
5https://github.com/yiren-liu/coquest 

researchers from 8 di�erent institutions by asking the participants 
to create new research questions using the CoQuest system. All 
participants were graduate students currently enrolled or just gradu-
ated with prior experience with research. During the study process, 
we collected participants’ behavior and perception (i.e., ratings 
towards RQs, and ratings towards the CoQuest system) data for 
mixed-method (quantitative and qualitative) analysis. All studies 
were completed remotely online over video calls, where partici-
pants were asked to share their screens. Participants were also free 
to withdraw at any point during the study. Study procedures were 
approved by the IRB of the researchers’ institution. We compen-
sated participants $20 per hour for the user study. Studies lasted 
1-2 hours, including two tasks using two designs (breadth-�rst 
and depth-�rst generations), a survey after each task, and an exit 
interview. 

6.1 Within-Subjects User Study - Two Tasks 
with Assigned Condition: Breadth-First vs. 
Depth-�rst 

A within-subjects user study was conducted to understand the dif-
ference in users’ behavior and perception of the system potentially 
brought by the two di�erent conditions using the two designs, re-
ferred to as breadth-�rst condition and depth-�rst condition. Each 
participant was asked to complete two tasks: During each task, we 
asked each participant to complete a task designed by researchers 
to simulate real-life scenarios of research idea formulation. The 
two task topics used in this study are: “AR/VR for education and 
learning” and “AI and crowdsourcing”. The two topics were chosen 

https://5https//github.com/yiren-liu/coquest
https://4https//github.com/Significant-Gravitas/Auto-GPT
https://3https//github.com/tiangolo/fastapi
https://2https//github.com/wbkd/react-flow
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since they cover a wide range of speci�c domains and provide am-
ple opportunities for users to explore and drill down on related 
topics. To account for the e�ect of the chronological order of both 
the task topics and conditions on the results, we followed a counter-
balanced design [57] by randomizing the experiment conditions so 
that all possible orders and combinations were randomly assigned 
to an equal number of participants. Participants were encouraged 
to think aloud during the tasks. 

6.2 Data Collection and Analysis 
We collected both users’ perception and behavior data to perform 
a comprehensive evaluation of the CoQuest system. To understand 
users’ perception of the CoQuest system, we gathered two types 
of perception data from participants: individual ratings for each 
generated RQ (RQ ratings), which re�ects users’ perception of their 
co-creation outcomes; and overall post-task evaluations of the system 
(system ratings), which re�ects users’ perception of their co-creation 
experience. Users’ behavior data was also collected in the form of 
system logs and video recordings for later analysis. 

6.2.1 Co-Creation Outcome: Rating AI-Generated RQs During Each 
Task. The RQ ratings are collected on the �y during each task of 
the study, where participants were asked to rate at least six RQs of 
their choice. These ratings are intended to capture the immediate 
perception of users towards the co-creation outcomes (i.e., gener-
ated RQs). The during-task rating collection was designed with the 
intention of nudging users to actively evaluate the RQs during the 
co-creation process, and also as a way to re�ect the accurate user 
perception in real-time. We adopt Boden’s criteria [3] to measure 
creativity from three di�erent aspects- novelty, value, surprise, and 
relevance. Participants can give ratings using a 5-point Likert scale 
slider positioned under each RQ node. 

6.2.2 Perceived Experience: Survey Scores collected at the End of 
Each Task, and Exit Interviews. To analyze participants’ perceived 
experience using our system, we collected their survey scores upon 
the completion of each task and conducted exit interviews before 
the end of each study. 

Survey Scores The co-creation experience scores, however, were 
given by participants at the end of each task through a survey. The 
survey contains multiple 5-point Likert scale questions designed 
to measure their experience from the aspects of: control, creativity, 
meta-creativity, cognitive load, and trust. We designed 2 Likert-
scale questions for each of the 5 aspects to avoid potential bias and 
ensure a more comprehensive evaluation6 . The complete list of 
survey questions can be found in Appendix A.1. 

Exit Interview After the participant completed the post-task 
rating survey, we also conducted a ten-minute semi-structured 
interview to obtain a deeper understanding of the participant’s 
experience with the system. Interview data was analyzed using 
open-ended coding, by having two researchers review the inter-
view transcripts and frequently discuss with each other [32]. The 
interview coding highlighted di�erences in perception between 
the two conditions explicated by participants. To measure partic-
ipants’ familiarity with the task topic, we also asked participants 

6The collected survey ratings have an average Cronbach’s Alpha value of U = .85, 
suggesting good reliability. 

how familiar they were with the two topics with three choices: not 
familiar, kind of familiar, and very familiar. 

6.2.3 Behavior: Think-Aloud Data and System Log. We annotated 
users’ behavior (think-aloud transcripts and system usage) to un-
derstand how users utilized our system. 

Think-Aloud During Co-Creation Think-aloud data was pri-
marily used for understanding how users generated and interpreted 
RQs. One researcher �rst generated a codebook through open cod-
ing using videos and transcripts from three randomly selected par-
ticipants, and then three other researchers independently coded the 
data of the same three participants, reaching an inter-rater agree-
ment of 0.83 in Krippendorf’s alpha. The annotators then discussed 
and re�ned the codebook again until they reached full agreement. 
Then, four researchers proceeded to annotate the remaining 17 par-
ticipants’ behavior data separately. In the �nal codebook, whether 
users interacted with the system was annotated and used for quan-
titative analysis in RQ3 as “Acted During Wait”. The �nal codebook 
also included sense-making behavior (e.g., reasons for (not) waiting, 
reason for providing certain feedback) as qualitative results. 

System Log During Co-Creation We gathered multiple types 
of system logs for subsequent analysis of user behavior. We collected 
and used the counts of generated RQs and the lengths of user-typed 
feedback to AI for quantitative analysis of RQ1 and RQ3. User 
interactions such as clicks on components like RQ nodes and AI 
Thoughts were used for qualitative analysis along with the think-
aloud data. The text content of user-typed feedback was also used 
for qualitative analysis in RQ2. 

We used di�erent notations throughout this paper to distinguish 
among the di�erent types of quotes presented in the results. For 
AI-generated RQs, we use italic (e.g., AI-generated RQ); for feedback 
to the AI, we use double-quotes (e.g., “feedback”); for interview and 
think-aloud quotes, we use double-quoted italics (e.g., “interview 
quotes”). 

7 FINDINGS 
7.1 Perception of Co-Creation Experience and 

Outcome (RQ1) 
The breadth-�rst condition allows users to generate multiple RQs 
in parallel with one interaction, whereas the depth-�rst condition 
creates three RQs sequentially, one after another. In this section, we 
analyzed how these two di�erent conditions impact participants’ 
perception towards both co-creation experience and outcomes. 

7.1.1 Experience: User Perceived Stronger Creativity and Trust Us-
ing Breadth-first Condition. In total, 20 participants created 504 
RQs throughout the study, with 276 RQs (M=14.53, SD=6.19) co-
created with CoQuest system under the breadth-�rst condition 
and 228 RQs (M=12, SD=5.31) under the depth-�rst condition. To 
evaluate the overall experience of the co-creation process, we 
asked our participants to complete surveys upon �nishing each 
task. A Mann-Whitney U test7 of the survey results suggested 
that users perceived signi�cantly stronger creativity (* = 288.0, 
? = .015⇤ , 3 = .68, %>F4A = .83) using the system under the breadth-
�rst condition (M=3.78, SD=0.82) than the depth-�rst condition 

7Power analysis conducted using G*Power[16]. 
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Figure 6: Participants rated their perceptions of the system’s two designs using a 5-point Likert scale survey. The survey ratings 
indicated that participants experienced a signi�cantly higher sense of creativity and trust when engaging with the system 
under the breadth-�rst condition. 

(M=3.18, SD=0.69). Similarly, the user-perceived trust under the 
breadth-�rst condition (M=4.15, SD=0.76) was found signi�cantly 
higher (* = 292.0, ? = .011⇤ , 3 = .67, %>F4A = .81) than the depth-
�rst condition (M=3.5, SD=0.86). The results of all 5 rating categories 
are shown in Figure 6. 

During the interview, 12 out of 20 participants (60%) also men-
tioned that they preferred the breadth-�rst condition. An example 
RQ �ow generated by the participant (P4) during one of the sessions 
under the breadth-�rst condition is shown in Figure 7. The inter-
view and think-aloud transcripts explained why the breadth-�rst 
condition was perceived to create a better experience. 

First, the breadth-�rst condition results are easier to interpret and 
require less wait time to obtain the same amount of RQs compared 
with the depth-�rst condition. Participants appreciated that the AI 
was able to list the three generated RQs in parallel “all at once” (P10), 
which allowed them to easily “compare among the RQs” (P10) and 
“explore multiple potential research questions” (P4). It is also easier 
to understand the reason behind the generated RQs in breadth-
�rst condition, as all three RQs shared the same predecessor RQ 
and rationale. Although the depth-�rst condition also generated 
three RQs using one click, participants had to wait longer to see all 
three generated RQs than when using the breadth-�rst condition. 
Therefore, some participants tended to either focus on the �rst RQ 
and ignore the other two, or they would start with the last RQ and 
move to an earlier generated RQ if the latter one was not deemed 
ideal. 

Second, participants found that the breadth-�rst condition gave 
them more control over which direction of RQs they would like to 
proceed with. With the three options listed in parallel, participants 
were able to choose the RQ that they preferred the most and gener-
ate more follow-up RQs based on it. The tree-structured design also 
allowed participants to highlight RQs that were more relevant, and 
then choose the branch they were more interested in. P14 found 
the breadth-�rst condition to be “less cognitively demanding,” and 

P16 preferred to use the breadth-�rst condition for “brainstorming 
under one topic.” The depth-�rst condition, on the other hand, may 
generate RQs in the second and third iterations that were hard to 
understand how they were related to the �rst iteration. For exam-
ple, P6 started an RQ �ow with feedback “crowdsourcing and AI” 
with the depth-�rst condition. While the �rst question and their 
feedback did not mention the term medical diagnosis, this word 
appeared after the second iteration but disappeared again after 
the third iteration. During the interview, they mentioned that the 
depth-�rst condition “sometimes goes back and forth” and it was 
“confusing” to understand “the logic of why these 3 are parent, child, 
and grandchild [nodes].” 

7.1.2 Outcome: Depth-first Condition Yields RQs with Higher-rated 
Creativity. We measure the outcomes from the co-creation process 
by asking participants to rate the RQs on the �y during the tasks. To 
account for the problem of multiple comparisons, we conducted a 
MANOVA and found a signi�cant di�erence (� (4, 209) = 3.79, ? = 
.0057⇤⇤;, 8;: 0 B ⇤ = 0.909) in the user-provided ratings for RQs be-
tween the two conditions (i.e., breadth-�rst and depth-�rst). We con-
ducted Mann-Whitney U tests with these ratings toward generated 
RQs and found that both the novelty (* = 2199.5, ? = .002⇤⇤ , 3 = 
.40, %>F4A = .89) and surprise (* = 2387.5, ? = 0.017⇤ , 3 = .32, %>F4A = 
.75) of the RQs were rated higher when using the depth-�rst con-
dition (M=3.78, SD=1.29) compared to the breadth-�rst condition 
(M=3.28, SD=1.22). In contrast to the post-task survey results that 
suggested that the breadth-�rst condition was perceived to be more 
creative, the RQ ratings suggested that the generated RQs using 
the depth-�rst condition were more innovative instead. Figure 8 
shows an example of participants using the depth-�rst condition. 

During tasks and interviews, participants explained why they 
found the outcomes from the depth-�rst condition to be more in-
novative. First, participants found that the depth-�rst condition 
tended to generate surprising RQs with ideas that were not present 
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Figure 7: Part of P4’s RQ �ow using the breadth-�rst condition when exploring the topic of “AI and crowdsourcing.” Note that 
the participant generated from two di�erent RQ nodes in the same iteration, and only one set of generated RQs was presented. 
The participant provided feedback using keywords such as “AI and crowdsourcing” and “educational setting” to help the AI 
generate more RQs. The third iteration was not included in this �gure. 

previously or included in their feedback to AI. Since the second 
and third RQs were generated based on the �rst RQ without user 
feedback, the AI sometimes may add unexpected keywords to the 
RQs. While a few participants found these unexpected additions to 
be “surprising in a negative manner” (P3) or “distracting” (P12), more 
participants described it in a positive way such as “insightful” (P18) 
or “impressive” (P8) and found it interesting to see the AI “thinking 
when generating the questions (P11).” This would be particularly 
useful if the participant was less familiar with a certain topic, as it 
would be more inspiring. 

Second, the depth-�rst condition allows participants to dive deep 
into one chosen RQ and improve its quality. While it requires “more 
patience” (P14) to wait for and read through all three generated 
RQs from one interaction using depth-�rst condition, participants 
found it easier to go “deeper” and form an RQ that is “more speci�c” 
(P4). The depth-�rst RQs were also found to be more “creative and 
unique” (P13). P17 also expressed a positive opinion about having 
the freedom to choose and generate follow-up RQs from any AI-
generated RQs they would like to work on. In fact, participants 
could also utilize the AI generation wait time to better interpret 
existing RQs and generate more valuable RQs. 

To further understand how users’ perception towards RQs var-
ied throughout the co-creation process, we performed a temporal 
analysis over the depth of RQ �ows. By computing Spearman’s 
correlation coe�cient, we found signi�cant positive correlations 

between the depth of RQs and their corresponding ratings of nov-
elty (A (514) = .41, ? < .001⇤⇤⇤), value (A (514) = .22, ? = .011⇤) 
and surprise (A (514) = .24, ? = .006⇤⇤). We also found that RQs 
with depths of 9 or higher seemed to exhibit a drop in ratings. This 
might be due to the repetitiveness of RQs that was caused by the 
narrowing-down of topic and thus �xed literature space. To further 
illustrate this narrowing-down process of RQs, a sample �ow of 
RQs generated under depth-�rst condition by one of the partici-
pants, P4, is shown in Figure 9. The participant initially expressed 
confusion towards the �rst RQ generated as it was perceived as 
“kind of vague” and “more like a literature review question instead 
of research question.” After instructing the system to provide more 
details, P4 read and commented on the follow-up RQ generated as 
“an OK research question. . . But I wish it could be more speci�c 
on what (factor) makes VR/AR good for learning environment. . . ” 
Then, they generated three more follow-up RQs and perceived them 
to be more speci�c and surprising “I’m a bit surprised that it was 
able to pick up the concept of accessibility.” However, they noted 
that making sense of the connections between later RQs was more 
challenging. 

Summary (RQ1): According to the post-session survey results, 
the breadth-�rst condition o�ered users a better co-creation expe-
rience, with higher perceptions of creativity and trust. In contrast, 
RQ rating data showed that the depth-�rst approach led to the 
generation of RQs deemed more creative by participants, with a 
unique depth and unexpected novelty. This insight indicates that 
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Figure 8: Part of P2’s RQ flow using the depth-�rst condition when exploring the topic of “AI and crowdsourcing.” The dashed 
lines represent the second and third iterations of RQ generation, which were not based on user feedback. From the �rst three 
iterations, the participant chose to continue with the RQ generated in the �rst iteration, and then provided feedback, asking 
the AI to be more speci�c. Subsequently, the AI generated three more RQs, and the participant once again chose to proceed 
with the �rst of those three (subsequent RQs are not included in this �gure). 

while the breadth-�rst condition enhances user engagement, the 
depth-�rst condition stimulates deeper and more novel outcomes, 
leading to distinct advantages in di�erent aspects of the co-creation 
process. Positive correlation between users’ ratings towards RQs 
and depth were also observed, indicating improved user perception 
towards co-creation outcomes as exploration unfolded. 

7.2 Users’ Co-creation Behavior with 
LLM-based Agent (RQ2) 

To explore users’ co-creation behavior with AI, we examined how 
they interacted with the CoQuest system through think-aloud com-
ments, feedback to AI, and activities performed while they were 
waiting for AI to generate the results. In this section, we explain 
the �ndings to shed light on how participants used the CoQuest 
system under the two conditions. 

7.2.1 Depth-first Condition Stimulated More User Interactions Dur-
ing Wait Time. The CoQuest system required users to wait for ap-
proximately 30 seconds for the LLM inference to �nish after each 
time the generation was triggered. During this wait time, users 
can utilize other system features in parallel to the generation, such 
as interpreting other RQs, generating additional RQs, viewing AI 
Thoughts, and exploring the paper graph. By examining the behav-
ior data of participants, we found that most participants utilized the 

wait time during the generation of RQs to perform other activities. 
In total, 12 out of 20 participants utilized the wait time to interpret 
and evaluate other existing RQs on the RQ �ow editor. Among them, 
7 participants created new RQs while waiting for prior RQs genera-
tion to be �nished. We also found that more participants explored 
other RQs during wait time under the depth-�rst condition (N=12) 
than the breadth-�rst condition (N=6), with a two-proportion z-test 
indicating signi�cance (I = �2.01, ? = 0.045⇤). 

Participants were observed to switch among di�erent threads of 
RQs during the wait time of generation. P16, for example, utilized 
wait time under depth-�rst conditions to start generating another 
thread of RQs. The participant further explained during the inter-
view that if the RQs were generated quicker, “probably would just 
end up exploring one at a time. But because it was taking a while, 
I was like, oh, I can write another one.” The participant found the 
generation wait time bene�cial for brainstorming new ideas, as 
it o�ered a good opportunity for exploring di�erent directions in 
parallel. In addition, we also found a positive correlation, shown 
by Pearson’s correlation test (A (392) = 0.18, ? < 0.001⇤⇤⇤), between 
whether a user made use of the RQ generation wait time and the 
length of the user’s feedback to AI. The test result indicated that 
users utilized the RQ generation wait time to contemplate more de-
tailed feedback for AI, suggesting higher engagement in human-AI 
co-creation. 
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Figure 9: Part of P4’s RQ flow involved using the depth-�rst condition when exploring the topic of “AR/VR for education and 
learning.” The dashed lines represent the second and third iterations of RQ generation, which were not based on the user’s 
feedback. The participant provided feedback to the RQs generated at depth=1 and depth=2. Based on the RQ at depth=2, three 
more RQs were generated. P4’s perceived novelty, surprise, value, and relevance initially scored at (3,4,3,5) during the �rst 
iteration (at depth=1), and these scores increased to (4,5,4,5) as the depth increased. 

During the wait time for generation, participants were also found 
to use the “AI thoughts” feature to understand the relationship 
between di�erent RQs and the rationales behind generated RQs. 
Though it was confusing for some participants, most participants 
were observed to have read the “AI thoughts,” especially while wait-
ing for all three RQs to be generated under the depth-�rst condition 
(14 out of 20 users clicked and viewed the “AI thoughts” more than 
10 times). More speci�cally, in the depth-�rst condition, each click 
generates three di�erent “AI thoughts” compared to breadth-�rst 
condition, where each click only generates one “AI thoughts.” In 
addition to understanding the logical relation and reasoning behind 
RQs, participants also used “AI thoughts” for other co-creation pur-
poses that were shared between the two conditions. For instance, 
users have found AI thoughts to be helpful both in terms of under-
standing the rationale of how RQs are generated, and also providing 
additional ideas for users to elaborate on. Some participants used 
the AI thoughts for sense-making of the generated RQs. When 
they recognized the AI thoughts were connected with the paper 
graph, they expressed that they trusted the system more because it 
seems like the AI thoughts are “from actual papers” that “are peer-
reviewed” rather than “coming from large language model, which is 
not necessarily [factually] true” (P10). Among our di�erent types 
of “AI thoughts,” one participant who could tell such di�erences 
(P16) said they liked the “summary of existing work” explanation 
type because it seems like this type “builds on existing works” and 

makes it more trustworthy. Some other participants also used the 
terms and keywords that appeared in “AI thoughts” to help develop 
their feedback to further guide RQ generation. For example, P10 
wrote the feedback to AI “Explore feature selection for non-experts” 
by taking inspiration from the AI’s thoughts about a summary of 
works related to feature selection techniques for data mining. 

To understand how users’ actions during wait time varied tempo-
rally during the exploration process, we performed Mann-Whitney 
U tests to examine the di�erence between users’ wait time actions 
under breadth- and depth-�rst conditions within each stage, i.e. 
earlier (depth<=3) and later (depth>3) stages. The stage of explo-
ration is determined by computing the mean depth across all RQ 
nodes (" = 3.38). Signi�cant behavioral di�erences were observed 
between depth-�rst and breadth-�rst design conditions. The ear-
lier stage of interaction revealed notable distinctions: users in the 
breadth-�rst condition engaged more frequently in ’Check paper 
graph’ (* = 4414, % = 0.009⇤⇤) and ’Generate new RQs’ (* = 4483, 
% = 0.011⇤) actions compared to those in the depth-�rst condi-
tion. This suggests that the breadth-�rst approach, which presents 
multiple research questions simultaneously, encourages more ac-
tive exploration and engagement early in the interaction. However, 
these di�erences diminished in the later stage, indicating a con-
vergence in user behavior as interaction progresses. This �nding 
highlights the impact of initial information presentation on user 
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actions, particularly in systems like CoQuest where engagement 
patterns can in�uence the user’s exploratory experience. 

7.2.2 Users Have Di�erent Strategies for Providing Feedback to AI. 
The CoQuest system allows users to type in textual feedback to AI 
under each RQ before triggering the generation of new RQs. Overall, 
20 participants wrote 119 pieces of feedback in total using both 
conditions (M=7.44, SD=5.25) during the co-creation process. To 
�nd whether the participants had di�erent ways of communicating 
with the AI using text feedback, we �rst analyzed the di�erence 
among users’ input lengths (word counts) by �tting a mixed-e�ects 
model that considers both the random e�ect from di�erent users 
and the potential �xed e�ect from the two conditions. Details of 
the model and results can be found in Appendix A.2. A likelihood 
ratio test was then conducted to validate the signi�cance of the 
random e�ect brought by users (j 2 (1) = 9.189, ? = 0.002⇤⇤). The 
result of the likelihood ratio test indicated a statistically signi�cant 
di�erence in feedback lengths among di�erent users regardless 
of the condition. However, we found no signi�cant association 
between the system condition and users’ feedback lengths. 

To obtain a deeper understanding of how participants employ 
di�erent strategies in providing feedback to AI, we further reviewed 
and coded participants’ feedback to AI during the co-creation pro-
cess and observed that participants tend to provide feedback to 
the AI in di�erent ways. More speci�cally, we found three main 
themes. 

The most common theme of giving AI feedback is to provide 
keywords (N=59), which is shorter in length. For feedback under 
this theme, 61.0 % (N=36) were used to start a new node using 
the keywords that the participant would like the AI to start with. 
From a generated RQ, participants may also provide new keywords 
and instruct the AI to include these keywords in the next iteration. 
Search and summarize was frequently used by AI to generate RQs 
based on the new keywords. For example, P4 started a node using 
the breadth-�rst condition with “AI and crowdsourcing,” as shown 
in Figure 7. The participant then continued with the generated RQ 
What are the ethical implications of using AI in crowdsourcing? and 
wrote “in an educational setting.” The AI then generated three new 
RQs with the new keyword. 

The second theme is asking AI-speci�c questions (N=40). These 
questions are usually longer and in full sentences that either ask the 
AI to explain terms used in a generated RQ, to lead the AI toward a 
new direction, or to ask the AI to review more related literature. For 
example, based on the RQ What is the impact of medical simulations 
on medical student learning and skill development?, P17 wrote, “It is 
a good question to research into, can you give me some information 
that is common among the papers.” The participant was able to 
proceed with one of the three generated RQs. 

A third theme is asking the AI to be more speci�c on an RQ 
(N=55). Feedback under this theme usually starts with the phrase 
“be more speci�c.” In 45 out of the 55 cases, participants would also 
include the direction that they would like the AI to continue on. 
In response, the AI usually narrows down RQs or performs search 
and summarization. For example, after seeing the RQ How can we 
design AI systems that e�ectively collaborate with human experts 
to �nd relevant literature for research questions? using depth-�rst 
condition, P2 wrote, “Can you be more speci�c about AI systems? 

this is just repeating my initial thought.” The AI then generated 
three more RQs, as shown in Figure 8. 

Summary (RQ2): Participants were found to have employed dif-
ferent strategies when co-creating research questions (RQs) with AI. 
Participants mainly provided feedback by listing keywords, posing 
additional questions, or requesting speci�city. While waiting for 
the AI’s response, users often explored other RQs, showing greater 
engagement in conditions with longer wait times. The AI Thoughts 
panel, which o�ers insights into the AI’s reasoning, was found 
bene�cial in enhancing trust and inspiring feedback, especially 
when grounded in peer-reviewed literature. Moreover, our analysis 
revealed that in the early stages of interaction, users in the breadth-
�rst condition engaged in more actions during wait time, such 
as checking paper graphs and generating new research questions, 
indicating that initial information presentation in a breadth-�rst 
manner notably in�uenced users’ early exploration behavior. 

7.3 Association between Users’ 
Persona/Behavior and Their Perceptions 
(RQ3) 

To better understand the factors in�uencing participants’ perceived 
experiences and outcomes, we performed two linear regression 
analyses, aiming to associate user perceptions with their behaviors 
and backgrounds. The two sets of regressions aim to yield insights 
about users’ perceptions from two perspectives: 1) the �rst set of 
regressions adopts participants’ ratings for RQs (i.e., novelty, value, 
surprise, and relevance) as dependent variables; 2) another set of 
regressions participants’ post-session survey scores for the system 
(i.e., control, creativity, meta creativity, and cognitive load) as the 
dependent variables. 

We chose factors that could represent users’ behavior as predic-
tors based on our previous �ndings8 . We �rst considered the condi-
tions of the system (breadth-�rst or depth-�rst) experienced by the 
user, as indicated by the results in 7.1 that the two conditions might 
have a di�erence between their impact over the user’s perception of 
co-creation experience and outcomes. We constructed the predictor 
as a categorical variable, with value 0 standing for breadth-�rst 
condition and value 1 standing for depth-�rst condition. We also 
considered factors related to user engagement, including the length 
of user feedback to AI, which was found to vary across di�erent 
users as mentioned in 7.2.2, and the count of total RQ nodes created. 
Additionally, we included whether users performed any actions 
while waiting for results from an already triggered generation as a 
potential factor, as discussed in 7.2.1. Participants’ familiarity with 
task topics was also considered as a predictor, measured through 
the familiarity ratings collected through the post-session surveys. 
The familiarity variable was constructed as an ordinal variable tak-
ing three possible integer values from 0 (not familiar) to 2 (very 
familiar). 

Positive perceptions of generated RQs associated with 
longer feedback to AI. As shown by the results in Table 1, a 
positive association has been identi�ed between all four dimen-
sions of user-perceived RQ ratings and the average lengths of users’ 

8To examine the potential issue of multicollinearity, we calculated the Variance In�a-
tion Factor (VIF) for each predictor. All predictors yielded VIFs lower than the common 
threshold of 5 [26], indicating no substantial collinearity problem. 
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Table 1: Regression Results with RQ ratings as dependent variables and users’ behavior data as predictors. Each column in the 
table represents one regression performed with the corresponding rating item as the dependent variable. 

Dependent Variables — Outcomes (RQ Ratings) 

Predictors Novelty Value Surprise Relevance 
V (S.E.) V (S.E.) V (S.E.) V (S.E.) 

Condition (Depth-First=1) 1.53 (.63)* 1.54 (.64)* 1.52 (.60)* 1.70 (.68)* 
Feedback Length .15 (.06)* .17 (.06)* .15 (.06)* .18 (.06)** 
Total # of RQs Created -.01 (.03) -.03 (.03) -.02 (.03) -.04 (.04) 
Acted During Wait -.06 (.07) -.07 (.07) -.06 (.06) -.08 (.07) 
Familiarity .19 (.14) .18 (.14) .20 (.13) .22 (.15) 
*: p<0.05, **: p<0.01, ***: p<0.001 

Table 2: Regression Results with survey ratings as dependent variables and users’ behavior data as predictors. 

Dependent Variables — Experience (Survey Scores) 

Predictors Control Creativity Meta Creativity Cognitive Load Trust 
V (S.E.) V (S.E.) V (S.E.) V (S.E.) V (S.E.) 

Cond. (Depth-First=1) .34 (.71) -.41 (.46) -.74 (.23)** .82 (.36)* -.58 (.88) 
Feedback Length -.03 (.04) .02 (.05) -.01 (.03) .07 (.01)*** .03 (.04) 
Total # of RQs Created -.07 (.03)* -.01 (.01) .03 (.01)* -.01 (.01) .02 (.05) 
Acted During Wait .10 (.04)** -.06 (.07) -.03 (.04) .06 (.05) -.03 (.04) 
Familiarity -.22 (.08)** .04 (.09) -.09 (.05) -.08 (.04)* .07 (.08) 
*: p<0.05, **: p<0.01, ***: p<0.001 

input feedback lengths. The �nding suggests that increased user 
engagement in the human-AI co-creation process through provid-
ing textual feedback might improve the perceived outcome quality. 
In addition, we found that the RQ ratings are positively associated 
with whether a user used the system under the depth-�rst condi-
tion. Namely, users perceived the RQs generated by AI under the 
depth-�rst condition to be of better quality than the breadth-�rst 
condition. This also corresponds to our �ndings in 7.1.2. From Table 
1, it can also be seen that participants’ feedback length is positively 
associated with perceived cognitive load. The results indicate that, 
although providing longer feedback required users to invest more 
thoughts, it also improved the co-creation outcomes. The �nding 
also aligns with our earlier qualitative results in 7.1. The interview 
result further reveals that providing feedback promoted their re-
�ection on themselves and trying to understand how AI works, 
although tiring, simultaneously helped them improve and manage 
their own creative thinking processes. More specially, some par-
ticipants were observed during think-aloud performing “reverse 
engineering” to interpret how AI works and even try to replicate 
the generation process in a new thread. 

Factors associated with users’ perception of co-creation 
experience. Table 2 shows the regression results with participants’ 
survey rating responses as dependent variables and user-speci�c 
factors as predictors. We found a statistically signi�cant positive 
association between whether a participant has utilized the RQ gen-
eration wait time to perform other activities and the participant’s 
perceived control for the system. This indicates that users tend to 

perceive higher control of the system when better utilizing the gen-
eration wait time beyond merely waiting for the generated results. 
There was also a negative association between the total number of 
nodes generated by participants and their perceived control, which 
indicates that as users generate more RQs during each session, they 
perceive to have weaker control of the system. 

Participants’ familiarity with the task topics was also found to 
be negatively associated with their perceived control. This was 
also re�ected by participants during their think-aloud process, as 
users who were more familiar with the task topic had stronger 
expectations for the generated RQs: “... in educational research, we 
don’t say crowdsourcing anymore. We say learner sourcing ... ” (P4). 
We also noted that more experienced researchers would explicitly 
specify their needs for the agent to generate RQs in directions 
using terms related to research methodology. For example, one 
feedback P17 wrote to AI was “What the metrics for e�ectiveness 
and engagements.” Several participants re�ected that they were 
having a rough initial thought in their mind when being assigned 
a topic that is familiar to them, and what AI does is only help them 
externalize the thoughts. P4, for example, found several generated 
RQs to be “surprising in a negative manner” as he would evaluate 
whether an RQ “is something interesting, something novel, and ... 
relates to some of the prior literature.” 

Summary (RQ3): Factors related to participants’ system usage 
were found to be associated with users’ perceptions of co-creation 
experiences and outcomes. The depth-�rst condition was also asso-
ciated with better-perceived outcome quality in AI-generated RQs 
than the breadth-�rst condition. Users’ familiarity with task topics, 
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interestingly, led to a reduced sense of control, indicating users 
with di�erent levels of expertise may have speci�c expectations un-
met by the AI system. Additionally, we found that users providing 
longer feedback to AI, although introducing a larger cognitive load, 
led to outcomes with better quality. 

8 DISCUSSION 
In this section, we explore how the insights from our user study 
align with established theories and previous research. Furthermore, 
we o�er design implications for future co-creation systems using 
Large Language Models. 

8.1 Enriching Our Proposed Mental Model for 
Human-AI Co-Creation of Novel Research 
Questions 

Existing studies [18, 55] have mostly been focused on the research 
lifecycle as a whole when discussing the models of the research 
process. Our user study �ndings shed light on additional factors to 
consider when designing future human-AI co-creation systems for 
research question generation, as shown in Figure 10. 

8.1.1 Wait Time in AI-based Co-Creation System as an Opportunity 
to Promote Creativity. Our observation of users’ behavior patterns 
when using the CoQuest system sheds light on the possibility of 
utilizing the AI system’s processing wait time as a design opportu-
nity for users’ exploration in the context of human-AI co-creation 
systems. The RQ3 �ndings revealed that when users utilized wait 
time to perform other activities, it improved their perceived control 
of the co-creation experience. This is contradictory to the common 
belief that the response delay in AI-based systems only leads to 
a negative impact on users’ experience. In our RQ2 �ndings, two 
participants (P10 and P16) mentioned that AI Thoughts panel im-
proved their trust for the system. However, this e�ect may not 
have been signi�cant in the regression results of Table 2 due to 
the aggregation of various actions under the “acted during wait” 
category. We recognize that the impact of the AI thoughts panel on 
trust might have been diluted when combined with other actions 
in the aggregated data, thus statistically insigni�cant. Future work 
should separate these actions to measure their individual impacts 
on trust more precisely. This will allow a clearer understanding of 
how speci�c features, such as the AI thoughts panel, contribute to 
enhancing user trust. Our RQ2 results also showed that users uti-
lized the time waiting to jump across di�erent threads of RQs and 
perform exploration of ideas in parallel, or to articulate more de-
tailed feedback for AI. The utilization of wait time was found to be 
prominent especially under the depth-�rst condition, which could 
be one of the reasons leading to its higher perceived co-creation 
outcome quality. 

Most recent studies on LLM optimization focus on reducing the 
inference time and speeding the generation wait time needed for 
general purposes [12, 37, 43]. Our �ndings, however, provided a 
unique perspective that in the context of LLM-based co-creation 
systems, the generation wait time can be exploited, or even pur-
posely introduced, to promote users’ creative activities. This can be 
achieved using di�erent design techniques, such as tree-based visu-
alization that highlights concurrency, or incorporating interactive 

nudges that guide users towards re�ection, ideation, or brainstorm-
ing during these pauses. Such techniques can not only enhance 
user engagement but also maximize the cognitive bene�ts derived 
from the wait time breaks, potentially leading to more innovative 
and diverse co-creation outcomes. 

8.1.2 Aligning Users’ Perception towards Experience and Outcomes 
of Generated RQs for Improved Creativity. In addition to prior stud-
ies’ understanding of mix-initiative system design [62, 78], our 
study provides empirical �ndings to support the need to consider 
the degree of initiative taken by AI as a design option in further 
human-AI co-creation system design. Our RQ1 �ndings indicate 
that the degree of initiative taken by AI during co-creation could af-
fect users’ perception of both co-creation experience and outcomes: 
If AI takes less initiative and gives users more freedom to choose 
from various generation outputs, it improves the users’ co-creation 
experience. Contrarily, if AI drives deeper thoughts by taking more 
initiative, it leads to co-creation outcomes with higher quality and 
creativity. Based on our study results, this can be implied through 
lower user-given ratings (e.g., creativity and trust) towards their 
experience during the co-creation process. The �ndings lead us 
to believe that there exists a balance between user agency and 
AI initiative that can be aligned to better support co-creation. An 
ideal design would likely involve a dynamic adjustment of AI’s role 
based on the user’s expertise, background, and desire for control, 
allowing for both an engaging co-creation experience and inno-
vative outcomes. Future designs should prioritize user feedback 
and adaptability, ensuring that the AI system can recognize and 
respond to user needs and preferences throughout the co-creation 
process. 

8.1.3 Customizing Co-Creation based on Researcher’s Persona. The 
�ndings of RQ3 revealed that the background of researchers, in-
cluding factors such as domain knowledge and research experience, 
were found to in�uence their interaction with our system and their 
evaluation of generated RQs. Additionally, a user’s preference for 
the diversity and speci�city of the model’s outputs can vary depend-
ing on their research stage. For instance, during earlier stages of 
research, users tend to prefer the generated RQs to be more explo-
rative and cover a broader perspective, while they might value more 
relevant and speci�c outputs during later stages of research where 
the research topic or idea has been scoped down to a certain degree. 
Although prior research has described the information-seeking be-
havior of researchers as a non-linear and dynamic process [18], our 
observations suggest that users’ expectations of the system diverge 
based on their individual backgrounds and the progression of their 
research. The newly identi�ed factors highlight the signi�cance 
of personalization and adaptability to users’ evolving needs in co-
creation systems, particularly in the context of scholarly research. 
Recent research in aligning user persona with LLMs [24, 63] has 
provided viable means for future designs of personalized research 
co-creation systems. It’s crucial that later designs emphasize adapt-
ability to ensure that system outcomes align with the individual 
researcher’s background, progress, and speci�c research goals. 



Co�est : Exploring Research �estion Co-Creation with an LLM-based Agent CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

Figure 10: Updating the mental model of human-AI RQ co-creation with additional factors identi�ed through the experimental 
study. 

8.2 Design Implications 
8.2.1 Explaining LLM Rationales Through Mind-Map-Styled De-
sign. Besides harnessing the text generation capability of LLMs, 
our study also highlighted the importance of utilizing the Chain-of-
Thoughts prompting ability to not only improve LLMs’ task-speci�c 
performance [76], but also as a way to enhance the explainability 
of AI-based systems and bridge the gap for users to understand the 
rationale of AI. Prior research has explored using mind-map-like 
design [30] to support users’ creative ideation process. Our CoQuest 
system explored another viable design of using mind-map-styled 
visualization to facilitate a natural communication of LLMs’ chain 
of thoughts towards humans in addition to the modality of text, 
most importantly through the AI Thoughts feature. It was also noted 
that some participants encountered di�culty interpreting AI ra-
tionales even after reading the explanation provided through AI 
Thoughts, as they could not ask for further explanations as in com-
mon chat-based interfaces. We argue for future designs of AI-based 
co-creation systems to provide explanations of AI rationales inter-
actively through graphical designs, such as dynamic exploration 
features where users can prompt for further explanations or ask 
questions directly within a mind-map-like interface. 

8.2.2 Sharing of Expertise: Steering the Direction of Outputs by 
Injecting Meta-Research Knowledge. The CoQuest can not only be 
used for co-creation, but also for educational purposes that transfer 
knowledge about meta-research practices among researchers of dif-
ferent levels of experience. During our user study, we observed that 
while some researchers focused on the novel elements AI provided 
in newly generated RQs in a brainstorming manner, researchers 
with more experience tended to explicitly indicate their needs for 

AI to generate results from a more “technical” perspective, such 
as providing ideas related to evaluation metrics or surveying ex-
isting works regarding certain research methodology. Although 
users often have di�erent speci�c topics of interest during RQ co-
creation, the higher-level research thinking and skills, as discussed 
in existing meta-research works [25, 67, 77], can be bene�cial in 
general when shared across users, especially for novice researchers 
or researchers new to certain �elds. Past research has explored de-
signs to facilitate the cultivation of new researchers’ research skills, 
such as storytelling [64]. New understandings unveiled by this 
study about researchers’ behavior using LLM-enabled co-creation 
to provide novel implications that can pave the way for a more 
collaborative and educative approach in future system designs. Ex-
perienced researchers’ interaction with the co-creation system can 
provide pathways from which less experienced researchers can 
learn and bene�t. Integrating this understanding, we envision a 
design where the AI serves not just as a tool for co-creation, but 
also as a mediator in the knowledge transfer process between re-
searchers. This integration can potentially bridge the gap between 
research idea formulation across domains by utilizing user-sourced 
expertise of meta-research. 

8.2.3 Utilizing Personalized Design to Harness “Surprising” Outputs. 
Hallucination is a well-recognized challenge in many task-oriented 
LLM system designs [38, 47, 66]. Previous HCI studies suggest that 
while users might sometimes view unexpected outputs favorably 
[15], they can also �nd them unhelpful at times [36]. Our �ndings 
echo these observations. While certain users viewed AI’s topic drift-
o� unfavorably, others appreciated the fresh content introduced by 
the AI. This points to a subjective user preference. Additionally, our 
�ndings in RQ3 re�ected that users’ background in�uences their 
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expectations for outputs generated by AI. Thus, we argue that in 
the future design of human-AI co-creation systems, the decision to 
allow models to introduce potentially out-of-context content (often 
labeled as “hallucination”) should be seen as a design choice rather 
than a blanket problem. Furthermore, user backgrounds, such as 
domain familiarity, should be taken into account as they could in-
�uence the optimal design options. Future designs might consider 
how to detect users’ di�erent intents via their feedback. One possi-
ble approach could be to utilize implicit preference probing, where 
the system actively gauges the user’s reaction to certain outputs 
and adjusts its responses accordingly. For instance, if a user con-
sistently displays positive engagement with unexpected outputs, 
the AI could be more inclined to provide similarly “out-of-context” 
suggestions in future responses. Similar designs can also be applied 
to identify which stage of the research or creative process a user is 
in, so that the AI can tailor its responses. 

8.3 Ethical Concerns and Potential Biases 
8.3.1 Ethical Implications of LLM Usage: Plagiarism and Halluci-
nation. The use of LLMs in research idea co-creation processes 
can lead to potential ethical concerns, e.g., risks of plagiarism and 
hallucination. LLMs generate content based on their vast training 
data, which raises concerns about the originality of their outputs. 
When asked about their concerns over the CoQuest system, several 
participants raised their concerns about the originality of ideas 
generated by the LLM-based backend. The possibility that an LLM 
might inadvertently replicate existing content without proper at-
tribution, even when they are not directly copying content from 
the training corpus, poses a signi�cant challenge to the integrity of 
research and creative processes [19]. This is particularly relevant 
in academic contexts where the originality of ideas and proper 
citation are at core [53]. Additionally, LLMs are known to su�er 
from the issue of hallucination [60, 89]. This characteristic of LLMs 
can mislead users, especially those who might be new to a research 
domain. Reliance on hallucinated content could lead to erroneous 
conclusions or decisions especially during the earlier stages of a 
research lifecycle. To mitigate these risks from the perspective of 
designing LLM-based co-creation systems for scienti�c research, 
it is essential to verify the credibility of LLM-generated content 
and apply methods to ensure proper attribution of scienti�c ideas 
from other researchers. This may be achieved through methods 
like fact-checking [46], grounding LLM-generated content within 
credible sources [88], and developing understanding among users 
to recognize potential �aws in LLM-generated content. Addressing 
these ethical concerns is crucial for maintaining the integrity and 
reliability of LLM-based human-AI co-creation, particularly in �elds 
where intellectual property rights are highly valued. 

8.3.2 User biases and blind spots. In our study, we found that users’ 
expertise in�uenced their sense of control when co-creating with 
AI. Speci�cally, users felt less control and lower cognitive demand 
when working on familiar topics. Interviews with participants re-
vealed that they had taken cognitive shortcuts by having intrinsic 
expectations about the generated outcomes. Their sense of control 
also decreased when these expectations were not met, indicating 
the presence of con�rmation biases. This aligns with the growing 

research on understanding cognitive biases in human-AI interac-
tions [4, 5, 8, 72]. Our research further highlights the impact of 
con�rmation biases on users’ perceived control in human-AI co-
creation tasks. Moreover, our research suggests that these biases 
can operate through the lens of human expertise, potentially creat-
ing blind spots. Future research should explore diverse strategies 
for mitigating bias in co-creation with AI, such as drawing from 
crowd-sourced ideas, as demonstrated in Yen et al. [86]’s work. 

8.3.3 Over-reliance on AI. Another ethical concern with our sys-
tem is users blindly accepting AI-generated outcomes or relying 
too heavily on them, as pointed out by Buçinca et al. [6]. To ad-
dress this, we implemented two e�ective approaches in our design. 
First, we introduced an RQ rating during the generation process 
to encourage users to evaluate AI-generated content. Second, we 
incorporated AI thoughts to assist users in understanding the litera-
ture space and the generation process. Users frequently utilized AI 
thoughts during wait times, which enhanced their perceived control 
in co-creation. These two strategies, utilizing metrics to promote 
human active evaluation of AI-generated content and providing ex-
planations to enhance human understanding of the AI-generation 
process, o�er valuable insights for those seeking to mitigate bias in 
human-AI collaboration. Our work builds upon prior research [70] 
by providing options for users to check for explanations in order 
to reduce AI over-reliance. 

Nonetheless, our study did not provide empirical understanding 
of the longer-term impact of using an LLM-based RQ co-creation 
system. Prior research [44] has pointed out that certain designs in 
current AI systems could hinder human creativity development in 
the long term. We argue that further studies should be conducted 
to understand both the positive and negative impacts of human-
AI co-creation systems for research ideation longitudinally over 
human researchers regarding aspects such as creativity, research 
preferences, and behaviors during ideation. Future research should 
also explore more ways of explaining AI outputs and designs to 
promote active human thinking and advance the understanding of 
the role of explanations in research and learning. 

9 LIMITATIONS AND FUTURE WORK 
We acknowledge that our study has several limitations. First, our 
system currently relies on a �xed and relatively limited set of pub-
lications as its source pool. This design limitation often results 
in users �nding themselves constrained to a narrow segment of 
literature after a few iterations of RQ generation. Ideally, the sys-
tem should be integrated with online publications databases to 
harness a broader and continuously updated spectrum of publica-
tions. Trust in the system also emerged as a concern. Some users 
hesitated to utilize the generated RQs directly with concern about 
their originality and fearing potential overlaps with pre-existing 
research. Addressing these concerns is crucial for enhancing user 
con�dence and the overall e�ectiveness of the system. Furthermore, 
the time constraints imposed on the tasks might not have been op-
timal for all participants. Those less familiar with the task might 
require more time before they get acquainted with the research 
space and can e�ectively generate RQs. This “warm-up” period 
could be considered more thoughtfully in future studies. Addition-
ally, we acknowledge the limitation in our analysis related to user 
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behavior beyond wait times. Our system did not precisely record 
the completion times for each RQ generated. Due to the exten-
sive duration and the complexity of behaviors in these periods, 
these activities were not systematically coded and analyzed, which 
may have omitted valuable insights into user interaction with the 
system. Moreover, our evaluation focused solely on doctoral stu-
dents who, while having some research background, are still in 
the early stages of their research careers. The results might dif-
fer when evaluating seasoned researchers or even undergraduates. 
Expanding the participant pool in future studies can o�er a more 
comprehensive understanding of the system’s e�ectiveness and 
user experience across varying expertise levels. Future work should 
also study the longitudinal e�ect of the CoQuest system usage over 
human researchers. 

10 CONCLUSION 
In this study, we introduced an agent LLM system, called CoQuest, 
aiming to support the creation of research questions. Through a 
formative study with actual researchers, we proposed a mental 
model combining the process of literature discovery and research 
ideation and applied it to the design of the CoQuest system. We 
introduced two interaction design options for CoQuest: breadth-
�rst and depth-�rst generations, diversifying the degree of AI’s 
initiative during co-creation. A within-subjective study with 20 
participants revealed that a higher degree of AI initiative led to co-
creation outcomes with enhanced creativity, albeit at the expense 
of the overall co-creation experience. We also found that users who 
e�ectively utilized wait time experienced higher-quality outcomes 
and developed a stronger sense of control. 
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A APPENDICES 
A.1 Post-Session Survey Questions 

Table 3: Survey Questions for User Experience Evaluation 

Aspect Question 

Control How much control did you feel you had when using the system? 
Did the system allow you to make choices and decisions while creating RQs? 

Creativity How would you rate the creativity of the research questions generated by the system? 
How creative did you feel about yourself when using the system to create RQs? 

Meta-Creativity Did the system inspire new ways of thinking or approaching RQ creation for you? 
Did the generated RQs make you think or re�ect about the topic in a new way? 

Cognitive Load How mentally demanding was the task using the system? 
Did you feel overloaded with information or options while using the system? 

Trust How con�dent were you in the RQs generated by the system? 
Would you trust the system’s generated RQs to be used in a real research scenario? 

A.2 A Mixed-E�ect Model of User Feedback Length 
We observe that users tend to provide human feedback to the system in distinct ways. In terms of linguistic styles, we investigated the 
di�erence among users’ input lengths (word counts) by �tting a mixed-e�ects model by considering both the random e�ect from di�erent 
users (i.e., 108 ), and the potential �xed e�ect from the two conditions (i.e., V1): 

.8 9 = V0 + V1 ⇥ condition + 108 + n8 9 (1) 
Where .8 9 is the length of text feedback for the 9 C⌘ observation of the 8C⌘ participant; V0 is the intercept; V1 is the e�ect of the two 

conditions (i.e., depth-�rst and breadth-�rst); condition is a categorical variable (binary) indicating the user’s condition; 108 is the random 
e�ect for the 8C⌘ user; n8 9 is the residual error for the 9 C⌘ observation of the 8C⌘ user. 

Coef. Std.Err. z-value % (> |I |) [0.025 0.975] 

Intercept 10.119 0.908 11.147 0.000 8.339 11.898 
condition (depth-�rst=1) -0.637 1.034 -0.616 0.538 -2.663 1.389 

Group Var 4.411 0.405 
Table 4: Mixed linear model regression results for feedback lengths 

The results of the mixed-e�ect model are shown in Table 4. 

A.3 Examples of LLM-based Agent Prompts and Responses 
The CoQuest system is implemented based on the similar prompting method from AutoGPT. At each step of inference, the model generates 
the response with the next action to take. The action is then executed by the system, with the returned response appended to the input for 
the next step of inference. The detailed prompts used in the system are as follows. 

A.3.1 System prompt. The system prompt is designed to indicate the overall tasks and constraints for the LLM agent. 
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System prompts: ⌥ ⌅ 
You are research -GPT , an AI agent designed to automate the creation process of research 

questions/ideas , literature survey , and brainstorming. 

Your decisions must always be made independently without seeking user assistance. Play to 
your strengths as an LLM and pursue simple strategies with no legal complications. 

GOALS: 
1. Survey relevant past research papers/works 
2. Summarize these works into novel findings and insights 
3. Come up with novel research questions , and also generate possible expected results for 

each research question 
4. Summarize the novelty and similarity between your proposed new research questions , and 

past research 
5. Further survey literatures , and refine the research questions 

Constraints: 
1. No user assistance 
2. Exclusively use the commands listed in double quotes e.g. �command name� 
3. Use subprocesses for commands that will not terminate within a few minutes 
4. First collect paper information , and then generate RQs.Do not create Agents to collect 

information , only rely on the query command. 

Commands: 
1. Summarize Existing Papers: �search_and_summarize_papers�, args: �query�: �<text >� 
2. Hypothesizing Use Cases: �hypothesize_use_cases�, args: �context �: �<text >� 
3. Narrow down RQs: �narrow_down_rqs�, args: �context �: �<text >� 
4. Comparing existing RQ with existing papers: �compare_rq_with_papers�, args: � 

past_research_summary �: �<text >�, �rqs�: �<text >� 

Performance Evaluation: 
1. Continuously review and analyze your actions to ensure you are performing to the best of 

your abilities. 
2. Constructively self -criticize your big -picture behavior constantly. 
3. Reflect on past decisions and strategies to refine your approach. 
4. Every command has a cost , so be smart and efficient. Aim to complete tasks in the least 

number of steps. 

You should only respond in JSON format as described below. 
Response Format: 
{ 
�thoughts �: { 

�text�: �thought�, 
�reasoning �: �reasoning�, 
�plan�: �- short bulleted \\n- list that conveys \\n- long -term plan�, 
�criticism �: �constructive self -criticism�, 
�speak�: �thoughts summary to say to user�\n }, 

�command �: { 
�name�: �command name�, 
�args�: { 

�arg name�: �value� 
} }, 

�RQs�: { 
�rq1�: �{ ACTUAL_RQ}�, 
�rq2�: �{ ACTUAL_RQ}�,⌃ ⇧ 
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⌥ ⌅ 
�rq3�: �{ ACTUAL_RQ }� 

}} 
Ensure the response can be parsed by Python json.loads. Each response should contain 3 

research questions (RQs) proposed based on the current inputin the JSON format specified 
above , by replacing the ACTUAL_RQ with your RQ. The key RQs should also be on the top 
level of the json object. You should always generate valid and non -empty RQs , even if the 
input is not clear enough. Always be constructive , specific , and creative. ⌃ ⇧ 

A.3.2 Prompts used for each action. We design each action based on the mental model as an individual task to be completed by the agent. 
For each action, a separate function is invoked to trigger a new turn of LLM inference. 

Search and summarize papers: ⌥ ⌅ 
Summarize the input literatures into 5 bullet points. 
Always explain each point in detail and assume the user has no background knowledge. 
Your reply should strictly be in the following format in one line: 

Here is a summary of some existing works: 
1. ... 
2. ... 
3. ... ⌃ ⇧ 

Hypothesize use cases: ⌥ ⌅ 
You are a helpful AI that can hypothesize use cases for users. 
I will provide you with some context , and you should generate three use cases based on the 

context. 
Your reply should strictly be in the following format in one line: 

Here are some potential use cases based on the current RQ: 
Use case 1: ... 
Use case 2: ... 
Use case 3: ... ⌃ ⇧ 

Narrow down RQs: ⌥ ⌅ 
You are a helpful AI that can narrow down RQs for users. 
I will provide you with some context , and you should reflect and generate a list of bullet 

points that narrows down the context. 
The reply should be a list of bullet points , each bullet point should be a sentence: 

To narrow down the RQ, we should consider the following: 
- ... 
- ... 
- ... ⌃ ⇧ 
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Compare RQ with papers: ⌥ ⌅ 
You are a helpful AI that can compare RQs with existing papers for users. 
I will provide you with some context , and you compare the RQs with existing papers , and 

provide a summary of the findings. 
The reply should be a list of bullet points , each bullet point should be a sentence: 

Here are some findings from comparing the RQs with existing papers: 
- ... 
- ... 
- ... ⌃ ⇧ 

A.3.3 Triggering prompt. The triggering prompt is appended to the end at each inference, to further control the generation. 

Triggering prompt: ⌥ ⌅ 
Determine which next command to use , and respond using the format specified above. You should 

always revise your old RQs into new RQs , based on the previous context and user input. Be 
specific and creative.Always go deeper on the high level RQ , do not repeat RQs that are 

already in history. Remember , always generate RQs in the format specified above by 
replacing the ACTUAL_RQ with real RQs. ⌃ ⇧ 
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