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ABSTRACT

We present a group autoethnography detailing a hearing student’s
journey in adopting communication technologies at a mixed-hearing
ability summer research camp. Our study focuses on how this stu-
dent, a research assistant with emerging American Sign Language
(ASL) skills, (in)effectively communicates with deaf and hard-of-
hearing (DHH) peers and faculty during the ten-week program. The
DHH members also reflected on their communication with the hear-
ing student. We depict scenarios and analyze the (in)effectiveness
of how emerging technologies like live automatic speech recog-
nition (ASR) and typing are utilized to facilitate communication.
We outline communication strategies to engage everyone with di-
verse signing skills in conversations - directing visual attention,
pause-for-attention-and-proceed, and back-channeling via expres-
sive body. These strategies promote inclusive collaboration and
leverage technology advancements. Furthermore, we delve into the
factors that have motivated individuals to embrace more inclusive
communication practices and provide design implications for acces-
sible communication technologies within the mixed-hearing ability
context.

CCS CONCEPTS

« Human-centered computing — Accessibility theory, con-
cepts and paradigms; « Applied computing — Collaborative
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learning; - Social and professional topics — People with dis-
abilities; Computational science and engineering education.
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1 INTRODUCTION

Based on the United States Census [29], an estimated 11.5 million
Americans have various degrees of hearing loss, which make up
3.5% of the population. Many Deaf or Hard of Hearing (DHH) indi-
viduals use sign-language interpreting or real-time captioning for
classroom lectures, meetings, or other events. While these services
are beneficial for providing communication access, they are not
broadly available at workplaces or education institutions, especially
for teamwork [36]. DHH individuals often must find alternative
solutions; studies conducted on the design and evaluation of cap-
tioning technology to support DHH individuals have been ongoing
for a considerable period [15, 19, 20].

Recent research has focused on mixed-ability interactions be-
tween hearing individuals and those who are DHH, aiming for
collective access using technology. McDonnell et al. analyzed social
and environmental factors necessary for enabling collaborative ap-
proaches in the design of captioning technology [26, 27, 38]. Seita
et al. studied how automatic speech recognition (ASR) affected
hearing behaviors in lab settings [35-37], and co-designing tools
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for DHH and hearing teams [39]. While these studies stress hearing
and DHH individuals’ shared responsibility for inclusive informa-
tion access, immersive and longer-term studies on hearing learning
to communicate with DHH colleagues effectively remain limited.

Therefore, in our ten-week study, we explored how non-signing
hearing individuals learned to interact with DHH colleagues in-
clusively using technologies. We draw on the perspectives of both
hearing and DHH individuals in a non-traditional sign-language-
centric setting as shown in Figure 1. We focused on how the hearing
individual adopted and adapted technology-mediated communica-
tion strategies, and how DHH individuals facilitated such strategies
collaboratively and explored patterns of difference in an entangled
world using group autoethnography.

Our contributions from this research are three-fold:

First, we provide practical technology-mediated communication
strategies (e.g. directing visual attention) for hearing people without
knowledge of sign language to communicate with DHH individ-
uals effectively. In addition, we summarize the pros and cons of
using common technologies in different social contexts in higher
education and workspaces. Such strategies and technologies can be
further supported by tactics, such as ironing the visual attention
switches between technologies to decrease conversation breaks by
sharing eye gaze between hearing and DHH individuals.

Secondly, our findings provide empirical evidence supporting
the feasibility and significance of using technology in inclusive
ways, regardless of the exact technology. Furthermore, we high-
light the crucial role of DHH individuals as the majority partici-
pants in fostering inclusivity dedicated within non-traditional sign-
language-centric settings. This also highlights the necessity for
increased awareness and patience toward DHH individuals in tradi-
tional auditory-focused environments. Our study also contributes
methodological insights by utilizing group autoethnography, fa-
cilitating the adoption of more comprehensive inclusive practices
collaboratively.

The autoethnography method is frequently used by researchers
to record and reflect individual thoughts or experiences. However,
employing group autoethnography methods to collectively reflect
group thinking and experience is rare. Thus, our third contribution
centers on the methodology. By demonstrating how we conducted
this group autoethnography to delve into a deeper, multifaceted
exploration of interaction phenomena, we hope to provide empirical
evidence and practical experience for future HCI researchers who
wish to adopt or adapt this methodology.

2 RELATED WORKS

2.1 Accessibility in Hearing-DHH
Collaborations

Emerging research has started to explore the design and utilization
of assistive technology in a broader context, extending beyond in-
dividuals with a disability. A recent group autoethnographic study
by Mack et al. offers an intricate understanding of a mixed-ability
virtual team’s experience and the influence of the virtual setting on
accessibility [22]. Their insights revealed elements that shaped the
mixed-ability team’s accessibility: virtually induced (in)accessibility,
power dynamics, remembering lengthy and conflicting accommo-
dations, and allyship. This perspective envisions assistive technol-
ogy as a type of collaborative effort. For instance, Branham and
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Kane analyzed the living dynamics of blind and sighted partners,
unveiling their collaborative support strategies [5]. Xie et al. in-
vestigated remote-sighted assistance with paired volunteers to aid
people with blindness [46]. Bennett et al. introduce the concept
of interdependence, where access is viewed as a co-created and
sustained outcome stemming from the relationship between people
and things [3]. Past studies also emphasize that accessibility is not
fixed for individuals, and accommodations extend beyond specific
assistive technologies; instead, accessibility emerges through ongo-
ing work involving continual mutual attention and adaptable work
routines [13, 31]. In summary, collaborative efforts are emerging as
a crucial approach to addressing accessibility issues, shifting the
responsibility from individuals with disabilities.

With the current study’s emphasis on Deaf-hearing teams, we
shift our attention to literature concerning collaborative practices
and communication technology within Deaf-hearing interactions.
Jain et al. documented graduate students with disabilities and their
allies crafting customized accommodations to mitigate accessibility
issues in real-time [17]. Jain et al.s autoethnographic study over
2.5 years revealed how culture, society, and location shape com-
munication technology use [16]. Despite the growth of technology
to support DHH-Hearing communication, mostly ASR-based cap-
tioning apps, research with DHH users highlights how these apps
are often inaccurate and inefficient for communication [24, 32, 39].
McDonnell et al. probed the social and environmental prerequi-
sites for collaborative captioning technology design [26, 27, 38].
Seita et al. studied behavior shifts in hearing individuals using ASR,
impacting DHH communication partners [35-37], and pursued co-
designed captioning tools for both groups [39]. Others explored
collaborative caption editing supported by machine learning [4].
Although McDonnell et al’s and Seita et al’s research partially
covers hearing participants’ effort toward collective access, they
mainly concentrate on ASR technology, which is only one of several
communication methods used by Deaf and hearing communica-
tors. Building upon these studies, our study investigates a range
of technologies and examines how they contribute to facilitating
collective access.

2.2 Deaf Culture, Communication, and Sign
Language

Culturally Deaf individuals predominantly rely on visual rather
than auditory channels for communication [2, 12, 30]. Instead of
spoken language, many use sign languages such as American Sign
Language (ASL) — distinct languages in their own right with phono-
logical, morphological, syntactic, etc., structure [43]. This inclina-
tion toward visual communication is also apparent in their unique
approach to interactions, particularly when collaborating with hear-
ing individuals. These interactions encompass actions like reorga-
nizing surroundings for optimal visibility, adapting signing pace
and structure to the recipient’s signing proficiency, using visual-
gestural cues instead of verbal calls, and integrating full-body iconic
depictions into their utterances. For example, Rui et al. revealed the
challenges and accessibility barriers that signers and interpreters
face on videoconferencing platforms and suggested mediums that
more fully support visual communication [33].
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Figure 1: Sign language-centric setting (a) Enable signers to move through space uninterrupted (b, c) Enable signers to commu-
nicate at a distance where they can see facial expressions and the full dimension of the signer’s “signing space” There is soft,
diffused light attuned to eyes in presentation rooms and discussion spaces

Prior research has delved into the interactions of Deaf individu-
als across diverse scenarios, as they adapt to mainstream auditory-
centric settings. For example, Sandgren et al. explored the coor-
dination of DHH children in mainstream classrooms, providing
insights into the intricate dynamics of communication and adap-
tation within these settings [34]. Our research takes a different
approach, focusing on how hearing individuals acquire and adhere
to cultural and interactional norms in their communication with
DHH individuals. This builds upon the work of Wang and Piper
[45], who found that DHH-hearing pairs become skilled at adjust-
ing to their partners’ communication preferences and developing
strategies to handle the complex demands of visual communication
in co-located collaborations.

Our study delves into the co-creation of technology-mediated
communication in various real-life contexts and making use of
emerging technology — specifically, ASR. We highlight the instru-
mental role played by DHH individuals in driving accessibility ini-
tiatives, particularly in sign-language-centric settings where their
significant majority involvement is evident. Simultaneously, we
encourage hearing individuals to reflect upon their responsibilities
towards inclusivity, especially when they constitute the majority
in auditory-centric environments. This contribution adds to the
wider discourse on collaborative accessibility endeavors. Language,
as a primary tool, facilitates the socialization process, enabling
individuals to engage in culturally appropriate behaviors and in-
teractions [21]. Our research also documents the ASL learning
process, observing how a hearing individual becomes socialized
within sign-language-centric environments and engages in cultur-
ally appropriate behaviors and interactions.

3 BACKGROUND AND METHOD

3.1 Ten Week Immersive Experience:
Varied-Hearing & Signing Ability at REU
Summer Program

Our project is conducted at a research site designated by the Na-
tional Science Foundation for its Research Experiences for Under-
graduates (REU) program with a focus on Accessible Information
and Communications Technologies. This ten-week summer camp
is open to all undergraduate applicants deaf or hearing who are
interested in exploring relevant technologies. It is an extensive

ten-week research program tailored for undergraduate students,
with a specific focus on accessible information and communication
technologies for DHH needs. It takes place at the world’s premier
higher education institution serving DHH people with a bilingual
learning environment, featuring ASL and English that provides full
access for all students to learning and communication. Since 2014,
the annual REU summer program has prepared many DHH and
hearing undergrad attendees to pursue graduate studies, including
two authors in this paper who after their initial camp experience,
went on to achieve their PhD and rejoined the summer camp in
2023 as faculty mentors.

3.1.1  Membership: Undergraduate Participants, Graduate Research
Assistants, and Faculty Mentors. In 2023, the REU program had seven
DHH and six hearing students. REU participants were immersed
eight hours a day in a collaborative community and guided by eight
faculty researchers specializing in accessible technology. The efforts
of three graduate student assistants further supported all these
activities, such as giving feedback on reports, daily progress check-
in, and guidance on literature reading. Over half of the program’s
faculty members and graduate student assistants were DHH. All
members had at least intermediate ASL skills, except the current
lead author of this research who had only basic ASL signs at the
start of the summer camp.

3.1.2  Technology Infrastructure. By default, camp members, both
DHH and hearing, were expected to communicate in ASL in in-
person settings in a physical location specially designed for signers,
as depicted in Figure 1. Asynchronous communication, facilitated
through Slack, was the platform for daily discussions on research
projects alongside in-person interactions. Occasional virtual and
hybrid sessions were conducted via Zoom to accommodate mem-
bers who couldn’t be present on campus. The camp did not mandate
or restrict the use of any ASR tools; instead, their usage was based
on the communication needs and preferences of the members. The
lead author, as the only hearing graduate research assistant, spent
on average three hours a day in in-person interactions with the
participants and one hour a day interacting with faculty mentors
in various settings.
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3.2 Autoethnography as Research Method

Autoethnography is a form of academic writing that combines per-
sonal experiences with analysis and interpretation [10]. It focuses
on the author’s own life experience and connects his/her insights to
aspects such as self-identity, cultural norms, and communication. In
the field of accessibility, researchers have recently used autoethno-
graphic methods to highlight the personal narratives of individuals
with disabilities [14] as well as those who interact with individu-
als with disabilities [22]. While previous autoethnographic studies
have predominantly focused on highlighting the experiences of
users with disabilities as a minority group within the context of
majority norms, our research provides a unique perspective by ex-
ploring the reverse scenario where the majority, hearing, becomes
the minority.

Group autoethnography, sometimes similar to collaborative au-
toethnography, sets itself apart from its individual autoethnogra-
phy by incorporating the experiences and insights of multiple re-
searchers into a single study [6]. The process of group autoethnogra-
phy typically unfolds in three main phases: 1) Data Collection: This
involves gathering various types of data, such as memos, quotes, and
personal reflections. The group’ element can be more pronounced
in this phase, as was the case in the study by Kelly et al. [22], where
each member documented their experiences individually yet within
the context of the collective experience. 2) Meaning-Making: This
phase is characterized by a comprehensive review of the collected
data and the extraction of significant themes, often described as
“ah” moments, where deeper insights emerge via data analysis. Our
approach emphasizes the ’group’ aspect during this stage, with
team members coming together for in-depth reflection meetings.
These sessions, which are held in person, foster a shared inter-
pretive process. 3) Writing: The final narrative can adopt various
styles. The ’Analytical-interpretive’ style is typically more schol-
arly, drawing on theoretical frameworks and literature. As far as we
know, there is no single prescribed method for incorporating the
‘group’ aspect into these phases. Each research team may choose
different points in the process to emphasize collaboration. Some
papers chose to emphasize collaboration both in data collection
and meaning-making, e.g. [1]. In our case, the collaborative spirit
is most evident during the meaning-making phase, ensuring that
the collective insights of the group shape the interpretation and
conclusions of our writing.

Our group autoethnography team includes both DHH and hear-
ing members as listed in Figure 2. In our case, the lead author, as a
hearing graduate student assistant (H1), documented her personal
reflections through field notes during interactions with DHH stu-
dents, graduate student assistants, and faculty members. Then, four
DHH faculty members (D1-D4) and one hearing faculty member
(H2) would meet with H1 weekly in-person to discuss her notes.
Our analysis focuses on how H1 learned the norms and the use of
technology inclusively to navigate the sign-language-centric space
with the weekly input from D1-D4 and H2 via a group autoethnog-
raphy method.

3.2.1 Data Collection. We present data collected during the entire
ten weeks of the camp. Every week at the team meeting, H1 would
share her experiences in various scenarios, sometimes successful
and sometimes not so much. She would discuss the communication
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technologies and the tactics employed while interacting with the
DHH individuals. In turn, the DHH team members would provide
their personal observations and experiences, from REU or their pre-
vious experience, to aid the hearing individual in comprehending
and assessing effectiveness, offering suggestions for enhancement
in communication technologies and strategies. This collaborative
introspection facilitated iterative improvements in strategies and,
notably, empowered the hearing individual to independently grasp
the nuances of the effectiveness of technology-mediated communi-
cation.

The strategies as reflection outcome in section 5.1 and reflection
process in section 5.2 were collaboratively refined by all and evolved
positively over time. Evaluations and refinements of our approaches
were conducted both synchronously and asynchronously. The data
for the findings section mainly comprised H1’s notes, D1-D4, and
H2’s discussion during collaborative reflection meetings using ASL
and verbal English, as well as responses to follow-up prompts in
written English.

During synchronous interaction with DHH individuals in REU,
H1 actively sought suggestions for improvement from the DHH
individuals during their conversations, taking notes on the feedback
received. H1 also documented instances of communication she
perceived as ineffective, such as conversations that took longer
than expected or instances of miscommunication she didn’t realize
until later. As for asynchronous evaluations, these mainly took place
during presentations where H1 reflected on her communication
challenges and the strategies she had employed, referring to her
notes from the synchronous interactions. Following this, D1-D4
and H2 would discuss the reasons behind these challenges (e.g.,
the importance of visual attention) and propose ways to improve
communication. Additionally, D1-D4 provided feedback on H1’s
interactions with them and others, recalling specific instances and
sharing their insights. H1 also sent out follow-up prompts in written
format to D1-D4 and H1 for them to respond only to H1 or to
the group if preferred. Then H1 implemented the suggestions in
subsequent interactions with others.

3.2.2  Data Analysis. The notes taken by H1, and quotes collected
during collaborative reflection and follow-up written discussion
were analyzed using open, axial, and selective coding to articulate
the social, cultural, and personal implications of mixed-ability en-
vironments [9, 22]. Similar to Jain et al. [16], the lead author H1
collected and organized reflection notes into initial themes (e.g.,
Communicate with whom, where and what, Challenges, Strategies,
and Lessons Learned), which were then discussed at the weekly
team meetings and resulted in critical revisions of adding, remov-
ing, or merging codes. In this process, we generated new reflec-
tions on the contributed data relevant to axial codes. The axial
codes were then extracted into three overarching themes 1) tech-
nologies used in scenarios, 2) strategies for optimal technology
adaptation in mixed-ability communication, and 3) how other team
members/authors helped H1. Following best practices suggested by
[11, 22], the group autoethnography team members/authors were
involved in reviewing paper drafts continuously.
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A Ph.D. student in Information Sciences, her research focus is on inclusive and
accessible educational technology. She initially learned about 200 ASL vocabulary
words using online resources before the summer program and further improved her

A faculty, that has taught DHH students for over 30 years. With her Ed. S. and Ph.D. in
the field of computing technology in education, she has conducted numerous research
projects with undergraduate DHH students regarding technology integration, e-
learning, technology-supported learning solutions for special population, online
education, instructional design and evaluation for blended learning, and learning

A postdoctoral researcher, uses hearing aids regularly. His primary language at work
and his day-to-day life is ASL, and often communicates in spoken English as well.
His current research focuses on leveraging artificial intelligence technologies to
develop tools for accessibility for DHH people, and holds a Ph.D. in Psychology with
a background in sign language linguistics and language development. He is also a
former REU student himself from the summer of 2015, as an undergraduate student.

A postdoctoral researcher, uses hearing aids, and is fluent in written English and
ASL. He has a Ph.D in Computing and Information Sciences. His research lies at
the intersection of computer science, human-computer interaction and accessibility.
He primarily works on accessibility for the DHH community, and has conducted
studies investigating the design and usability of automatic captioning, automatic
speech recognition technologies, and other accessible technologies. He is a former
REU student (2015) and REU graduate student mentor (2016) of this program.

A professor and the Director of the Technology Access Program research group. He
also co-directs the Accessible Human-Centered Computing graduate program. He
has led large accessibility-related federal grants and federal contracts for the past ten
years, and also co-directs the REU program. He has strong ties to DHH consumer
advocates, and collaborates closely with them to disseminate research findings to
policy makers and industry. He holds a Ph.D in Computer Science.

A Professor and Director of the Information Technology undergraduate program

ID Hearing Role in Positionality
Status REU
H1 Hearing Research
Assistant
proficiency during the program.
H2 Hearing Faculty
Mentor
assessment.
D1 Deaf Faculty
Mentor
D2 Deaf Faculty
Mentor
D3 Deaf Faculty
Mentor
D4 Deaf Faculty
Mentor

and Accessible Human-Centered Computing graduate program. With over fifteen
years of experience in the accessible technology field, he brings a wealth of lived
experience and research to the field. He focuses on strategic planning, local industry,
alumni relations, and faculty support. He has a Ph.D. in Computer Science and Master
of Laws (LLM) in Intellectual Property and Information Law and Juris Doctor (JD)

Table 1: Positionality statements of researchers involved in the group autoethnography

4 FINDINGS- COMMON SYNCHRONOUS

LEARNING SCENARIOS AND TECHNOLOGY
USE

During the camp, H1 had the opportunity to engage in different
scales of synchronous learning interactions with undergraduate
participants and faculty mentors, both in-person and hybrid. In
the sections below, H1 describes the four common scenarios, the
technology used in the scenarios, the important non-verbal com-
munication, and the commonly used ASL signs that support com-
munication. The overview is provided in Table 2.

4.1 Scenario 1: Attending Large Presentations
with Interpreters

We had certified ASL interpreters for our larger-scale events, which
usually involved a group of 10 to 30 people (where all students and
mentors were present). One such event was the weekly presenta-
tions, where DHH and hearing researchers, were invited to share
their research topics. For H1, ASL interpreters played a crucial role

in facilitating communication by conveying the ASL-based presen-
tations in English. However, H1 still encountered a few challenges
during these sessions that affected her understanding and level of
participation.

Even with interpreters present, information can still get lost
in translation. Occasionally, H1 would not fully understand the
translation or feel like she was missing key contextual details and
would notice that both the presenter and audience might insert
additional comments into the conversation that would not always
get formally translated, particularly when multiple people were
signing at once. This sometimes led to confusion on H1’s part,
prompting H1 to rely more on reading the presentation slides to
better grasp the intended meaning. H1 had to sit in the center of
the audience so that she could have a clear view of the slides. In
some instances, when interacting with people sitting adjacent, H1
would turn to them and or tap their shoulder, and type to them on
H1’s phone, “Did the presenter mean X?” The other person would
sign “Yes” to confirm or “Later” to postpone the discussion for later,
in order not to miss any information themselves. H1 accepted the
limitations of proxy translations and chose to tolerate ambiguity
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instead of interrupting the presentation to ask questions directly.
Meanwhile, H1 felt less motivated to actively participate, as she
constantly felt excluded and was missing information.

Despite H1’s gradual improvement in ASL skills, the situation
remained largely unchanged. At first, H1 attributed her misunder-
standings to potential issues with the quality of interpretation, and
her reluctance to disrupt the presentation flow by directly inter-
acting with the interpreter. However, after explanations from the
DHH participants, H1 realized it is important for hearing people to
understand how ASL interpreters work and to learn to work with
them. To overcome the language barrier during the presentation,
H1 learned to ask for clarification by typing a short question on a
laptop under the table, and showing it to someone sitting adjacent,
allowing them to respond with the ASL signs in a less visually
disruptive manner, as depicted in Figure 2.

In this scenario, typing enables the conversation to be paused
and resumed later for clarification, a feature not feasible with ASL
or verbal communication. This experience has also made H1 realize
the significance of time lag and information segmentation when
assimilating knowledge from multiple modalities, particularly in
the context of higher education. Furthermore, it has heightened
H1’s awareness that visual information can be distracting to some
individuals.

4.2 Scenario 2: Leading Small Group
Presentations w/wo Interpreters

H1’s major presentation during the camp was when she presented a
summary of themes and examples based on her work in the previous
week to other autoethnography team members (mostly DHH) who
sat around a table and looked at H1’s laptop screen displaying
the presentation slides. The team had captions turned on, from
Otter.Al at the maximum size (as depicted in Figure 2) because
interpreters were not available for that meeting. In the beginning,
H1 encountered challenges in coordinating visual attention among
the team, as some members preferred using their own devices for
ASR and the captions on their device screens were invisible to
others. The reason for this choice by DHH team members was that
captions offered by Android apps, “Live Transcribe” were both more
accurate and easier to read while viewing the captions on H1’s
laptop screen was difficult from where some members sat.

To enhance the coordination of visual attention in this scenario,
H1 took several actions, albeit without significantly altering the
situation. For instance, H1 installed the preferred captioning app
on her phone and positioned it on the table, creating a display for
anyone around the table to view. H1 could also observe the speed
at which the captions appeared and adjust her speaking pace and
volume accordingly (as depicted in Figure 2). Another approach H1
used was to wait until everyone had shifted their gaze to her, away
from reading ASR captions. Drawing from the guidance of other
mentors, H1 used the sign “understand” or “keep going” in conjunc-
tion with raised eyebrows, which mark a question in ASL, to assess
if everyone was following along. This technique proved helpful as it
encouraged the audience to ask questions for clarification. Building
upon H1’s own experience in the first scenario, where H1 relied
on presentation slides for clarification, H1 modified her slides by
enlarging the key information, using distinct colors and fonts, and

Si Chen, James Waller, Matthew Seita, Christian Vogler, Raja Kushalnagar, and Qi Wang

incorporating illustrations that she personally drew to highlight
the main points. The inclusion of typed text on the slides proved
beneficial in rectifying ASR errors. Additionally, H1 utilized a pencil
or highlighter to indicate specific words on her slides after the audi-
ence shifted their attention from the ASR, providing an additional
visual attention cue. The aforementioned examples illustrate the
need for hearing individuals to adopt various chronemics signals
when communicating with DHH individuals using ASR technology.
Directing visual attention and waiting for confirmation to continue
are useful skills for working with ASR technology.

4.3 Scenario 3: Informal F2F Mentoring Sessions
without Interpreters

During the camp, informal in-person conversations were the pri-
mary mode of communication, and ASL interpreters were not
available. In such instances, H1 had to depend on ASR and other al-
ternative methods to ensure effective communication. In mentoring
sessions, such as when H1 provided feedback on literature review
reports to students, and their visual attention was focused on her
laptop screen, H1 recognized the necessity to further enhance vi-
sual allocation. The basic setup is shown in Figure 2, where H1
utilized live captions through Zoom on her laptop and moved the
captions around so they appeared directly below the current dis-
cussion material. Also, H1 employed a pencil/highlighter to point
out specific words. Similar to scenario 2, H1 waited for a complete
sentence to be fully displayed in the captions before using the pencil
to direct attention. When it was necessary for a topic/question to
be discussed among all, H1 used a digital sticker to spell out the
questions so students knew exactly what to discuss and thereby
eliminate potential ambiguity or confusion.

Meanwhile, new challenges emerged in these informal discus-
sions, where some members felt the need to start their own con-
versation which led to an increased number of side conversations
and caused frequent shifts in visual attention among multiple indi-
viduals and the screen. Additionally, since we were all facing the
laptop, there were instances when we used a combination of sign-
ing, speaking, and sim-com!. In such cases, signs that specifically
emphasized visual attention, like “Look” and “Again”, proved highly
valuable. They were widely employed to prompt others to direct
their gaze towards specific areas or to request repetition due to
missing information.

4.4 Scenario 4: Informal Hybrid Mentoring
Sessions without Interpreters

Hybrid meetings share the same purpose as scenario 3, and many
strategies are applicable to both scenarios. Cameras and small
screens pose challenges in hybrid settings. The members who were
physically present on campus often utilized the same camera as
an easy way to prevent audio echo issues (some DHH individuals
preferred to have their audio on). Initially, the collocated members
would sit closely next to each other, but as they began to engage in
signing, they would naturally turn and face each other, moving out

!Sim-Com is an abbreviation meaning simultaneous communication. It is the act of
communicating in sign language and spoken language at the same time and is often
used as a form of communication between people who are DHH and people who are
hearing.
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Common People Occurrence Interpreter? Technologies Used Non-Verbal Cues Basic ASL Signs
Scenarios Count over 10-weeks

In-person At- 10-30 10 Always Type on Phone Tap Shoulder “Yes” “Later”
tend Presenta-

tions

In-person 5-10 5 Sometimes ~ ASR on Shared Screen and  Point at Screen, Wait ~ “Keep Going”
Make Presen- Personal Devices for Audience Visual “(Don’t) Under-
tations Attention stand”

In-person 2-5 Daily Never ASR on Shared Screen, Dig-  Point at Screen, Tap  “Look At” “Say
Mentor Under- ital Pointer/ Highlighter, Shoulder, Shift Head Again” “(Don’t)
grads Type on Digital Sticker Directions Understand”
Hybrid 2-5 Bi-Weekly Never Type on Zoom Chat, Type Wave Hand, Shift “Type”  “Hold”
Mentor Under- on Shared Online Doc, Body Directions, “Come” “(Don’t)
grads ASR on Zoom, Facetime, Wait for Audience Understand”

Slack Huddle

Attention

Table 2: Four Common Learning Scenarios Experienced by H1. Such scenarios often do not include interpreters as they require
advanced booking. As a result, REU participants, with varied signing/speaking abilities, depended on technology to facilitate

communication.

of the camera’s frame. In such situations, the remote member had
to sign “Hold” and wave his/her hand to attract the attention of the
collocated members.

Given the inaccuracy of ASR and some members’ lack of knowl-
edge of signs for certain research terminology, some would switch
to typing. If it was one of the collocated members typing in Zoom
chat (sometimes the typing person disappears in the camera as
shown in Figure 2), the other collocated members would sign “Typ-
ing” in the camera to let the remote member know where to look.
One other visual attention direction strategy (learned and adopted
from mentors) was to open a shared Google doc on a shared screen,
where all members can see each other typing and clearly know
where to look at. In summary, the issue of shared visual attention
becomes more challenging in remote settings where the physical
presence of individuals is not visible. Utilizing techniques such as
shared typing documents can be a valuable additional modality that
helps in allocating visual attention. This experience underscored
the importance of adapting and adopting when using familiar tech-
nology with a new population.

5 FINDINGS- EFFECTIVENESS OF
TECHNOLOGY-MEDIATED
COMMUNICATION STRATEGIES

In the four scenarios described above, the emphasis was placed
on adopting and adapting visual communication practices used
among DHH individuals. This emphasis extends beyond the mere
acquisition of specific ASL signs (e.g., “Look” as depicted in Fig-
ure 2) and instead, the focus was on understanding the reasons
for when and how the ASL signs are used to facilitate effective
technology-mediated communication. Taken this way, learning
to communicate effectively in sign-language-centric spaces involves
not just a process of sign-language acquisition but socialization into
modality- and community-specific communicative practices and
values [25, 40]. The team observes an increasing use of technology
to assist communication within the Deaf community and between
DHH and hearing individuals. Presented below are three strategies
that can also be useful to hearing individuals when interacting with
DHH individuals, even if they don’t know ASL.

5.1 Overview of the (In)Effectiveness of Three
Technology-Mediated Communication
Strategies

The strategies refined collaboratively by DHH and hearing indi-
viduals, as evidenced below, were well received over time. The
effective use of technology maintains the pace of communication
and ensures accurate message conveyance.

5.1.1 Directing Visual Attention. In scenarios 2-4, employing tech-
niques such as finger pointing, digital highlights, using a pen, or
utilizing sticky notes, alongside sharing screens with real-time typ-
ing, can aid in directing others’ visual attention, enabling them to
quickly grasp where to focus their gaze for effective communica-
tion. The sign “Look At” (then point fingers to the location where
to look)wasvery important to redirect people’s visual attention.
This confirmed the findings in [45] that reported collocated DHH-
hearing teams in learning to monitor and coordinate visual atten-
tion. Extending the work to hybrid DHH-hearing teams, where
members are not physically present in the same location, they rely
on small video thumbnails to stay engaged in the conversation. It
becomes crucial for members to inform others about their activities
when they momentarily step away from the camera or switch to
another task, ensuring that everyone remains informed. For ex-
ample, the sign “Type” can be used when they switch from signing
to typing in Zoom chat or sending an email. DHH faculty mentor
explained why visual attention was important to H1 and how to
effectively guide visual attention:

I always take detailed notes on Google Docs and even do
that in all-deaf teams when everyone knows ASL. My
experience has shown that it greatly reduces miscom-
munications and misunderstandings about individual
and shared responsibilities, irrespective of the mode of
communication used. I suspect that it is partly due to
the problem of split visual attention, which persists
even in an all-ASL environment and is exacerbated by
students who easily get distracted.— D3

More manual effort was needed especially with current technol-
ogy designing visual cues based on voices:
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Figure 2: Four Common Learning Scenarios. The figures depict how the common ASL signs are used to support communication
in each scenario: Scenario 1 “Yes” below the table to answer typed questions; Scenario 2 “Understand” to confirm if everyone
follows; Scenario 3 “Look” to direct others’ visual attention, “Again” to request for others’ to repeat; Scenario 4 “Type” to inform
remote participants of their actions and direct their visual attention, “Hold” to inform remote participants to wait.

Directing visual attention works well when the people
or technology supports it — such as in Zoom where the
window border of the active speaker is bolded. Unfor-
tunately, most attention directing is designed around
speakers, not around signers. — D4

5.1.2  Pause-and-Proceed. Shared visual attention acts as a signal to
proceed. However, if visual attention is not shared, users should aim
to wait for shared attention to turn their way or employ approaches
to capture shared attention if necessary, as discussed in the previous
section. From scenario 2, an important lesson emerges: it’s critical
for the presenter/speaker to wait until all members have shifted
their focus away from captions and interpreters (if present) and
confirm that the attention has turned to him/her. Only then can
one proceed to converse. The sign “Hold” can be used to convey
the need for others to wait, particularly in hybrid settings where
other visual attention cues are well represented via platforms like
Zoom (as depicted in scenario 4). In addition to pausing, it was
essential to double-confirm using signs such as “Understand?” (as

depicted in scenario 2) to ensure everyone was following along.

Employing signs like “Again” (as depicted in scenario 3) can be used

to request others to repeat and confirm their own understanding.

These strategies are necessary to keep everyone on the same page
and promote communication. One DHH faculty mentor elaborated
on the significance of making sure everyone was on the same pace:

“Pause and proceed worked well in **anonymous™” when
everyone had an intuitive understanding of pausing
when people were not paying attention by not looking
in proximity. It did not work as well in meetings where
some of the audience did not understand this.” — D4

.. if visual attention is not maintained, then waving
your hand to get attention is a good solution to make

sure everyone is on track. Pause-and-proceed meth-
ods of capturing attention such as waving hands would
work in moderation. If you try to lock eye contact and
grab attention 20 times during a 15-minute presenta-
tion, for example, that would be excessive. If speaking,
it’s probably good to also allow people to “interrupt”
you with questions or clarification to help ease any mis-
understandings. - D3

For hearing people, it was a learning process to be patient and
sensitive to DHH individual’s needs for visual attention/focus. D1’s
quote in section 5.2.2 explained how H1 improved herself towards
the end of the summer camp. H2 also shared her classroom practice
in getting students’ visual attention in a follow-up prompt. H2
observed that H1 looked anxious and seemed to be unsure how to
capture the other’s attention.

.. in a group environment, it’s difficult to get every-
one’s visual focus as DHH individuals love to sign to
each other. With signing, they can easily carry out a
side conversation even when they do not sit together.
For example, in a classroom, one student can sign to
another student sitting on the other side of the room
and carry out their own conversation. When this hap-
pens, I normally stop my lecturing and wait until one
or more students in the class signalled to their peers and
demanded them to stop their side conversation and pay
attention so the class lecture can continue. — H2

5.1.3  Back-channeling via Expressive Body to Maintain Communica-
tion Flow. Another strategy DHH faculties helped H1 to understand
was the importance of providing visual acknowledgment in in-
person communication. For example, nodding to show agreement
or points understood; shaking head indicates disagreement or not
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understanding which would lead to asking for further clarification.
It was a norm in Deaf culture to confirm in a conversation either
positively (understand, agree, etc.) or negatively (do not understand,
disagree, repeat, etc.) before the communication flow continued.
Such dynamic feedback was especially important in technology-
mediated communication as the current ASR does not offer a reliable
feedback mechanism and transfer emotions accurately to facilitate
mutual understanding.

The team finds it intriguing that all four DHH faculty members
consistently signaled via body language whether or not they fol-
lowed the meeting flow, and if repetition was necessary; whereas
H2 only occasionally expressed her need for clarification. Faculty
D1-D4 guided H1 to ask a person to repeat or clarify when neces-
sary via human interpreters. Such practice leverages the interac-
tivity facilitated by human interpreters. The DHH faculty mentors
explained that it’s common for DHH individuals to openly and
honestly express the need for clarification or repetition when they
are lost in a conversation. It was a good practice to ensure both
parties are on the same page in a conversation via backchannels,
e.g. body language, to prevent communication breakdowns and
maintain interactivity.

With the guidance of D1-D4, H1 has realized the importance of
using facial expressions and body language, especially the role of
eyebrows used to confirm, negate, or question in real-time conver-
sations. These form a key component of ASL grammar and serve to
distinguish across statements, questions, and negations [28]. Fur-
thermore, even in situations where a specific sign was unknown,
it was beneficial to act it out, gesture it, and maintain a signing
modality to make it visual for others. In Figure 2, all characters
have facial expressions and body orientations.

5.2 Iterative and Collaborative Reflection on
the (In)Effective Strategies

The previous section offers practical insights for working with
DHH individuals. Here, we detail the strategy development process,
specifically highlighting how ongoing collaborative reflection as-
sisted H1 in fostering more inclusive technology use and could be
insightful for developing inclusive practices with other populations.

5.2.1 Hearing Not Always Aware of Communications Breakdowns
- DHH individuals Explained Various Forms of Breakdowns. DHH
members aided H1 in identifying several communication break-
downs that were not initially evident to her. An illustrative instance
was evident in scenario 4, where H1 sought clarification from some-
one else. This experience enabled H1 to comprehend that the as-
sumption of auditory information accessibility for multitasking,
valid for hearing individuals, didn’t hold true for DHH individu-
als. The following quote is from D1, who explained to H1 that a
communication breakdown had occurred, which H1 had missed,
believing the conversation to be proceeding smoothly.

... if I feel like the clarification would require time, then
I .am inclined not to give an explanation right away —
though its not necessarily rude to ask, since sometimes
the answer is indeed quick and easy to give. While this is
reminiscent of ‘dinner table syndrome’ (deaf being told
by hearing ‘its not important’ or Tll tell you later’) it
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does practically ask me to give up my own opportunity
to gather information during a presentation (especially
since as a deaf person I cannot rely on the spoken lan-
guage interpretation to keep track of the presentation)
-D1

Sometimes, more time and effort are needed for DHH individ-
uals to catch up which was invisible and needs to be appreciated.
For example, sim-com, on the whole, was not perceived as improv-
ing inclusivity in communication. It was viewed as an adjustment
primarily borne by the DHH individuals to bridge the gap with
the hearing community. However, concurrently, the hearing coun-
terparts remained oblivious to these adaptations and formed as-
sumptions concerning hearing and verbal capabilities. Similar to
previous research, some members of our team have also expressed
that sim-com was considered ungrammatical due to the mixing
of English and ASL grammar [42]. The spoken message and the
signed message produced during sim-com are not truly equal.

There are only bad options: sim-com, which distorts
both my speaking and signing; typing, which is slow,
or signing and then repeating what I signed by speech,
which also is slow and inefficient. - D3

Sign language is my preferred modality and I do not
want people to assume I can understand speech or am
comfortable speaking — D1

Frequently overlooked as pleas for inclusivity, these adaptations
led DHH individuals to consistently emphasize their need for acces-
sible conversations or walk away. The quote was collected when H1
asked the team for more signals on communication breakdowns.

If they continue to speak without trying other forms of
communication (typing, etc.) I will continue to indicate
“deaf” by pointing to my ear and potentially just walking
away. — D2

5.2.2 DHH Individuals Help Hearing Anticipate for Communications
Breakdowns. Three primary recommendations were embraced to
mitigate potential communication breakdowns collected either via
collective reflection or post-reflection follow-ups. H2 attentively
observed H1’s struggles and actively provided feedback during
follow-ups, as well as demonstrating actions in reality herself.

(1) Know Technology is Imperfect: proactively prepare supple-
mentary visual materials and references, enabling users to under-
stand ASR via cross-validation and discussions.

I think they (Automatic captions) function best in com-
bination with other modalities — for example, if the
hearing speaker already has slides ready or visual aids
they can point to and comment on the relevant bullet
points or diagrams, then reference the relevant parts
of the automatic captions that captured the comments
(and in doing so, check for themselves that the captions
are accurate and check for understanding with team
members). This is much better than speaking continu-
ously without materials or checking captions. - D1

Furthermore, the group observed that more technologies are
being used in communication among DHH individuals and with
hearing individuals around them, beyond the camp. While these
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technologies are generally helpful, it was important to make com-
munication breakdowns visible for both parties, as this can make
collectively fixing them later on possible:

Auto-caption apps are growing in use — but they too
effectively hide the access problem from hearing people,
such that when a communication breakdown occurs, it
is harder to repair-D1

(2) Prepare for Peak Communication Breakdowns. If possible,
stay in a signing mode to iron out the transitioning between tech-
nologies.

One thing about typing on desktop or collaboratively
is that I expect still there to be a lot of in-person com-
munication — short responses to typed messages should
be done through gesture rather than in typed modality
(‘do you understand/ yes I understand’) and anything
that the new signer knows how to sign, should be signed.
I find the first author didn’t always do this and would
stay in the typed modality ‘too much’ and also crucially,
not initiate or search for eye contact enough (more
so at the beginning of our interactions) — D1

Group settings (more than three in our context) have a high risk
for passively listening. Group meetings are complex, with various
communication methods. People must think about how others un-
derstand and respond. Differences in communication speed and
turn-taking can cause pauses. Typing, slower but fine in small
groups, can disrupt larger-scale discussions.

Typing on the phone worked well in casual one-on-one
encounters with hearing individuals. I could quickly
open the notepad app and since I am a quick typer/texter
I can quickly get my ideas across. This method falls
apart in group settings. It was not feasible to type on the
phone and show it to multiple people, and how would
they all respond back to me? On their own phone? Not
the best solution. ... I did not have a negative experience
with collaborative typing (in a shared doc), however...
it does not lend well to overlapping conversational
voices. (If someone is typing while I am typing I have
to stop typing to respond to their typing, and it gets
complicated from there) - D2

We (two hearing individuals) used Google shared doc at
small meetings with D1, it worked exceptionally well as
all three of us are fluent and comfortable with the tech-
nology. However, when it was used at a bigger meeting
with several deaf people... They started signing as soon
as they saw the typed text in the shared doc and did not
follow the collaborative typing protocol for turn-taking.
- H2

(3) Inquire each DHH individual about their preferences on how
to use each technology. Each DHH member tends to have a pre-
ferred method of utilizing specific technologies; for instance, D2
consistently emphasized the use of Slack for typing rather than
resorting to written notes on paper because he has strong English
skills, while typing for D4 was considered killing interactivity. H2
highlighted the importance of using DHH individuals’s preferred
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communication methods and technology with her 30 years of expe-
rience working with DHH students, especially understanding how
they are used in different contexts. D4 introduced Live Transcribe
app 2 as effective for quiet, small meetings. However, when using it
at a restaurant dinner, it’s less effective as the device picks up noises
from people talking at nearby tables. It echos D4’s introduction to
H1 about the technology :

The autocaptions worked well in 1-1 meetings where
there was no noise. The autocaptions did not work when
there were many people — I did not know who was
talking. Also, the autocaptions worked better for some
speakers and not so well for other speakers. ... Ask me
what would help with communication, as I am in this
situation most of the time; they’re not. — D4

The team also realized sometimes certain technology was pre-
ferred by some people in certain scenarios while others might not
choose to use them, especially in group settings. For example, ASR-
only was used more often in scenario 2 (in-person make presenta-
tions), while it did not work well by itself in scenario 3 (in-person
mentor students). DHH individuals provided detailed rationales on
why their technology-mediated communication preferences vary.
DHH individuals have diverse signing, hearing, and language pref-
erences within the community and their preferences impact their
choices in using technology to support communication, especially
large-scale conversations. The quote below was collected when H1
asked the group about when to use certain technology after she
found several DHH individuals she interacted with refused to use
ASR while some were more positive about it.

Auto captioning works well for receptive listening and
for engaging with hearing people when I am the only
deaf participant. In such scenarios, I am comfortable
speaking for myself to respond. However, this breaks
down if there are other deaf attendees, because now
I have to ensure that they are not left out. I have a
deaf accent, so auto captioning does not work reliably
for my voice. That means that speaking alone, without
the presence of an interpreter, is not workable... The
main thing is to be respectful of my communication
preferences. Technology is a tool that can be useful, but
it needs to be used on my terms. That is, I have to have
a say in what technology is used and how.— D3

5.2.3  Power Dynamics and Fixing Communication Breakdown. Upon
concluding the camp, we reflected on the power dynamics, espe-
cially between new and experienced signers in a sign-language-
centric environment. This power dynamic, frequently encountered
by DHH individuals in reality, heightened their awareness of the
experiences faced by hearing individuals who are new to sign-
ing and navigating their way through the environment. With this
understanding, the DHH faculties subtly introduced communica-
tion norms to the camp candidates before the camp started and
let the campers see if they were okay with the environment. Ini-
tial interviews were conducted without interpreters, except when
specifically requested by the candidates. This approach aimed to

Zhttps://www.android.com/accessibility/live-transcribe/
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set clear expectations and evaluate the campers’ comfort and adapt-
ability with alternative communication methods, rather than their
proficiency in signing. Willingness to learn ASL was a plus but not
arequirement.

The use of sim-com by experienced signers was a common
method for including new signers, who are hearing, in conver-
sations. However, it was not considered an effective and sustainable
method for learning sign language. Sim-com was viewed as a tech-
nique that ’includes’ but does not necessarily "center’ sign language,
and its effectiveness largely depends on the hearing capabilities’ of
the participants. H1 expressed a sense of inclusion when her DHH
communication partner used sim-com, as it enabled her to pick
up basic signs more easily. At the same time, she acknowledges
that her focus on auditory information and reading lips limited her
exposure to learning to express and communicate visually.

Communication breakdowns are inevitable in any scenario, and
people with more power, in our context, experienced signers, said
they should take the responsibility to fix breakdowns. More im-
portantly, demonstrating flexibility in switching communication
modality was acceptable, and treating miscommunication as a learn-
ing opportunity was highly desirable. Below two quotes are col-
lected during post-camp reflection where all team members were
asked to reflect on power dynamics during summer camp and what
they would have done differently.

The people with less power are more hesitant to tell
that they did not understand and to ask to repeat or
switch to a different communication modality. The bur-
den then shifts to the person with more power to monitor
communication breakdowns and fix them as needed. —
D4

... situations are more formal when there is a power
imbalance, and it can be harder to be flexible in com-
munication strategies — using props, switching between
written/typed/signed/spoken modalities (the person in
authority is responsible for indicating that being flex-
ible is OK)... Recognizing my role in not just teaching
people how to interact with me but with the community
at large. My methods should and can be scalable. — D1

6 DISCUSSIONS

Drawing from a collaborative reflection on an immersive experi-
ence of hearing individuals in a sign language-centric educational
environment, we showcase multiple more nuanced approaches for
hearing individuals to effectively communicate with DHH indi-
viduals via technology and suggest strategies for further access
improvement by taking the social context into consideration when
using common technologies (Table 3). Below, we provide design
implications for inclusive communication technologies in the con-
text of mixed-hearing/speaking/signing ability and methodological
implications towards collaboratively creating mutual access.

6.1 Design Implication for Inclusive
Communication Technology among
DHH-Hearing

6.1.1 “Typing” as Accurate and Complementary Communication
Modality. Typing enables more precise and comprehensive expres-
sion, especially when conveying precise and official terminology
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that may lack widely accepted sign equivalents. For example, pre-
vious research found visualization terms such as “line chart” do
not have widely agreed signs [8]. We found typing complements
communication in higher education across various scenarios. In
scenario 1, it extends discussions by allowing more time for contri-
butions. Presentation slides in scenarios 1 and 2 serve as visual aids
to support discussions. In scenario 4, stickers and the Zoom chat
feature clarify discussions, while real-time typing compensates for
the absence of physical presence and enhances shared visual allo-
cation. To ensure accurate communication, future communication
technology must integrate tools for typing before, during, and after
conversations. We corroborated Wang and Piper’s earlier findings,
which demonstrated that Deaf-hearing pairs utilize a diverse array
of communication strategies in co-located settings (such as speak-
ing and typing) [45]. Additionally, we provided further insights
into the complexities of communication strategies in group settings.
Particularly, we emphasized the enhanced accuracy in communica-
tion that "typing’ provides, in conjunction with the emerging use
of ASR technology.

6.1.2  Fostering Shared Visual Allocation as “Spotlights” for Turn-
Taking. Particularly in mentoring and discussion scenarios charac-
terized by frequent turn-taking (such as in scenarios 3 and 4), the
physical presence in a hybrid setting can further complicate the sit-
uation [44]. It is crucial for communication technology to be more
visually attention-aware and encourage hearing users to be mindful
of the visual attention of DHH users. For instance, when the shared
visual attention is not present, it signifies that no one should be
talking or signing. The impact of time lag in ASR on communica-
tion effectiveness has been extensively discussed in prior research
[14, 26, 27], which focuses on designing ASR for informal and in-
teractive small-group conversations. Building upon these earlier
works, we suggest that in higher education contexts, the alignment
between multiple sources of information together with ASR fur-
ther complicates group practices and should be acknowledged and
clarified to ensure accurate understanding visually.

6.1.3 Ironing The Switch between Technologies. As mentioned, the
switch between technologies and between technology and humans
are high-stakes scenarios for conversational breaks. Also as pointed
out by D1 basic ASL can greatly facilitate inclusive communication
when it is a short response compared with typed messages for better
eye contact. Augmented reality for guiding visual cues could be
designed to smooth the transitions. For example, shared eye gaze
between hearing and DHH individuals explored in classrooms [18]
can be used in a 3D space to guide visual attention in switches
between technologies under various circumstances.

6.1.4 Making Two-Way Adaptions Visible to Increase Mutual Accom-
modation in Communication. By observing how DHH individuals
adjust their signing pace, utilize sim-com for explanations, and em-
ploy diverse communication modes, such as typing, to effectively
communicate with hearing non-signers, other parties in the process
were also motivated to make similar efforts to adapt. Another ex-
ample is H1’s own improvement in making H1’s presentation slides
succinct and with more figures to eliminate ambiguity and ensure
clear understanding. These two-way adaptions enabled us to com-
municate without relying solely on a single technology, such as ASR.
Through the process of adaptation and fixing breakdowns, which
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Common Technology Preferred Environment Benefits for Possibilities for Communication
Social Scale Requirements Communication Breakdowns

Type on Phone One to One  Informal Fast The other person may not know how to
respond

Speech via Auto Cap- Maximum Quiet Mostly Accurate Requires supplementary material for ac-

tioning (ASR) Three curate comprehension. Ineffective for
certain hearing and DHH individuals.

Type Collaboratively on More than Avoid Side Con- Very Accurate Slow. Visual attention to follow con-

Shared Doc Three versation versations is hard. Lack of interactivity

when online/hybrid.

Table 3: Summary of different communication technology reflected via group autoethnography in findings. Strategies presented
in section 5.1 should be applied in using, switching, and blending the use of different technologies.

involved switching and combining different modalities, we gained
a deeper understanding of individual preferences. D2 specifically
mentioned he viewed miscommunication as learning opportunities
for both parties. As D2 pointed out, some technologies ’hide the
access problem from the hearing, making breakdowns harder to re-
pair’, highlighting the need for both sides to have access to these
breakdowns for effective repair. In light of this, future technologies
can acknowledge and make visible each user’s adaptations and en-
hance their willingness to engage with technology for the purpose
of collective access. Mack et al. suggested the importance of antici-
pating access needs and the necessity of reflection in establishing
a norm of accessibility [23]. We further propose that adaptations
are often reciprocal and can contribute significantly to collective
access.

6.1.5 Learning Opportunities of New Signers. In interactions with
H1, a new signer, the team fleshed out the prevalent use of sim-com
as a means to engage hearing newcomers in predominantly sign lan-
guage environments. This approach, while inclusive to new-signers,
was noted to inadvertently hinder the in-depth acquisition of sign
language, and possibly hide access problems from hearing. Previous
research on sim-com from a linguistic perspective found messages
produced are not equivalent via spoken and signed at the same time
[42] and not all signers voice. Employed with hesitation by both
DHH and hearing individuals, sim-com underscores a potential
design space for technology that emboldens hearing learners to
embrace sign language while diminishing their reliance on auditory
input. Additionally, for those who prefer or do not prefer but still
use sim-com, technology can be designed to detect and mitigate
discrepancies between the spoken and signed information.
Notably, the phenomenon of DHH individuals learning sign
language later in life did not appear; the new signers encountered
were primarily hearing. This could be attributed to the demographic
of higher education settings are generally young. The experiences
of older individuals with hearing loss, and their use of technology
for communication and sign language learning represent a valuable
direction for future research. Also, young DHH individuals don’t
always have access to sign language and many learn it after 18.

6.2 Quick Steps, Messages Left: Towards
Co-Creating Inclusiveness and Access

We confirmed prior research [45] that found teams establish ac-
cessibility through their real-time, in-person interactions and the

evolving practices that develop over time. Furthermore, we unfold
the adaption process in various real-life scenarios, how and why
technologies are used. We argue that group autoethnography as
a collaborative reflection process, can create opportunities for dis-
cussion and creating access together. Prior research found group
autoethnography allowed researchers from different cultures to
unfold “discomfort” in visiting cultural heritage sites, which can be
provoked as a strategy to expose people to different perspectives
of technology design [1]. Expanding similar methodology, our re-
search suggests group autoethnography can both be deployed as a
resource for designing more inclusive systems and those that can
transform people’s understanding of using technology in inclusive
ways.

As reflected in section 5.2, the collaborative reflection activities
processes have contributed to H1’s learning and adaptive process,
especially the weekly meetings that make in-time changes and
adaptations possible. These encounters have enhanced H1’s skill in
sign language, effective utilization of technology, and the ability to
seamlessly transition between different modalities and technologies.
At the same time, DHH individuals utilized their own experience
as the minority in an auditory-centric world to provide empathy as
well as actionable suggestions for H1, a person as a minority in the
visual-centric world. It also allowed DHH individuals to provide
suggestions about technologies that were not initially designed
as accessibility technology to be used in accessible ways, more
specifically offering more nuanced approaches to improving the
use of technology in inclusive ways for wide populations. It prompts
people to think about other parties involved in the communication:

...is expected to put in work and understand that the
choices in communication are not necessarily chosen to
optimize their ease of communication and understand-
ing — sometimes they will miss information or have
to work to communicate clearly or work harder to un-
derstand others. .. The method that might convey the
information the ‘quickest’ (speaking alone in our study
context) is usually not ideal— D1

6.3 Limitations and Future Work

Our selection of autoethnography as a qualitative methodology
stemmed from the incorporation of first-person approaches within
HCIL It’s important to note that our expression of strategies is
far from comprehensive. This aspect becomes even more evident
considering the diverse range of signing, hearing, and language
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preferences that exist within the Deaf Community, as highlighted
in our findings. We are also mindful that our design team shares
common traits, extensive education in STEM disciplines, and expe-
rience in formal contexts like higher education. However, we have
deliberate plans to significantly diversify our user pool in terms of
backgrounds and preferences. Specifically, we wish to underscore
that assumptions should not be made regarding the relationships
between speaking, signing, and hearing abilities, especially when
the body is central to ideation. As [41] found, physical bodies can ex-
press critiques towards technology design in more direct ways than
participants might be used to on a language-based level (spoken or
signed) and should be incorporated in accessibility research.

Furthermore, it remains uncertain whether a ten-week period of
shared daily living and work experiences is adequate for producing
comprehensive outcomes. During the initial weeks, the absence of
a human interpreter occasionally hindered the efficient exchange
of information, requiring additional effort for clarity. This might
have influenced the depth of reflection in the earlier stages. Fur-
ther research should also provide views from hearing individuals
who worked longer with the community, such as H2 who has over
30 years of experience working at the university. Another con-
tributing factor to the limited inclusion of quotes from H2 in the
findings section was the substantial alignment between the ideas
and confusions expressed by H1 and H2. This resonance was partic-
ularly pronounced in relation to H2’s experiences during her initial
years at the university. The study’s limited participant number and
unique context could significantly skew the results. While input
from various DHH faculties adds depth, it’s uncertain if such in-
sights are available elsewhere. Replicating this study in different
settings could provide more comprehensive findings.

In our research, we highlight the unique dynamic that emerges
when DHH individuals constitute a majority while those with typi-
cal hearing become the minority (H1). We found that in such sce-
narios, individuals with typical hearing often exhibit uncertainty
and reluctance in seeking clarification, and need lots of feedback,
suggestions, and encouragement from DHH individuals to learn to
communicate. It’s notable that DHH individuals invest significant
time and effort beyond their everyday interactions to educate and
engage with H1. This underscores the likelihood of challenges for
DHH individuals when advocating for themselves as a minority in
a majority world, particularly in contexts outside of this specific
university with a sign language environment. Addressing intricate
power dynamics becomes essential for fostering inclusivity and
empowerment for individuals in minority roles. For prospective
researchers aiming to employ similar methodologies, it is essential
to adopt strategies that promote a sense of comfort and willing-
ness among the minority group to engage in communication. For
example, social media might allow ethnic minorities to express
themselves and clarify stereotypes to the majority in engaging,
low-cost, and grass-rooted ways [7]. In summary, both majority
and minority members must recognize the value of devoting time
and effort to co-create access for a wider audience.

6.4 Reflecting on Group Autoethnography
Method
Reflecting on the use of group autoethnography as a research ap-

proach, our team found it valuable to utilize H1’s experiences to
expand upon personal narratives beyond the confines of the camp

CHI ’24, May 11-16, 2024, Honolulu, HI, USA

and to critically examine each other’s interpretations of shared ob-
servations. As outlined in our methodology, there is no universally
accepted approach for integrating the ’group’ element at various
stages of group autoethnography. Different research teams may
choose distinct moments within the research process to conduct
group work. For instance, some studies may prioritize collaboration
during both data collection and the interpretive phases, as noted
by Bala et al [1].

Our group’s collaborative dynamics were most prominent dur-
ing the phase of interpretation, ensuring that the team’s collective
wisdom was reflected in the analysis and the findings we presented.
The team found it challenging for all team members to keep notes
for the entire ten weeks, so we decided to center on H1’s experience
and observations. Doing so was efficient for team productivity. Yet,
we acknowledge that depending on H1’s notes alone was limiting
as such notes might not be sufficiently detailed, or might be biased.
As elaborated in our findings, the varied preferences among DHH
individuals affect their willingness to advocate for others. Moreover,
it’s not feasible to discuss every individual with whom H1 inter-
acted in our collaborative sessions. This raises an ongoing question
about the scope that an autoethnography group can expand in its
discussions and reflections.

7 CONCLUSIONS

From a ten-week immersive experience in a sign-language-centric
educational and research setting, we encapsulate nuanced approaches
for hearing individuals to communicate effectively with DHH and
showcase how DHH people go out of their way to accommodate
the hearing individual in the signing environment and help her
adapt and adopt the communication protocols suitable for the envi-
ronment. Emphasizing the value of working with communication
technologies, such as ASR, we delve into how acquiring ASL signs
and visual cues can further enhance technology usage. We present
three essential strategies for hearing people to engage with DHH
individuals, even without ASL knowledge or an interpreter. Further-
more, we suggest design implications for accessible communication
methods. Our case also demonstrates the effective use of group
autoethnography as a methodology to reflect, discuss, analyze, and
describe phenomena in real-world settings. Last but not least, we
advocate for understanding and embracing diversity in culture,
language, and ability among all people. Together, we will build a
more inclusive society through collaborative efforts and accessible
technology.
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