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The joint analysis of imaging-genetics data facilitates the systematic investiga-
tion of genetic effects on brain structures and functions with spatial specificity.
We focus on voxel-wise genome-wide association analysis, which may involve
trillions of single nucleotide polymorphism (SNP)-voxel pairs. We attempt to
identify underlying organized association patterns of SNP-voxel pairs and under-
stand the polygenic and pleiotropic networks on brain imaging traits. We pro-
pose a bi-clique graph structure (ie, a set of SNPs highly correlated with a cluster
of voxels) for the systematic association pattern. Next, we develop computational
strategies to detect latent SNP-voxel bi-cliques and an inference model for statis-
tical testing. We further provide theoretical results to guarantee the accuracy of
our computational algorithms and statistical inference. We validate our method
by extensive simulation studies, and then apply it to the whole genome genetic
and voxel-level white matter integrity data collected from 1052 participants of
the human connectome project. The results demonstrate multiple genetic loci
influencing white matter integrity measures on splenium and genu of the corpus
callosum.
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1 | INTRODUCTION

Imaging-genetics has garnered increased interest in the field of neuropsychiatric research as it provides a viable path-
way to understand brain diseases by integrating genetic, brain imaging, and environmental factors. Compared to clinical
descriptions of symptoms in psychiatry, brain imaging measurements assess brain structures and functions quantitatively
with reproducibility, which are reported to be associated with psychiatric disorders including schizophrenia,! Alzheimer’s
disease,? major depressive disorder.®> More importantly, neuroimaging signals can serve as intermediate phenotypes
resulting in increased power in the detection of genetic loci. Recent studies have been focused on the joint analysis of
imaging-genetics data that reveals the genetic effects on spatially specific brain functions and structures.*'° Identifying
genetic effects on objectively measured high-resolution imaging traits can not only enhance understanding the complex
genetic and neurological mechanisms of neuropsychiatric disorders, but further impact early diagnosis and treatment of
psychiatric disorders.

In imaging-genetics studies, both brain imaging data and genome sequence are measured for each participant. The
genetic measurements can characterize genetic variations using single nucleotide polymorphism (SNP) and copy number
variants (CNVs). The non-invasive brain imaging techniques assess the brain structures by magnetic resonance imaging
(MRI), diffusion tensor imaging (DTI), and brain functions by functional magnetic resonance imaging (fMRI). The recent
development of neuroimaging technology provides high-resolution imaging data with improved spatial specificity and
thus can better assess the genetic effects on brain structures and functions.

The statistical analysis of imaging-genetics data is computationally intensive and methodologically challenging. These
challenges mainly rise from the combination of two sets of high-dimensional features: multivariate imaging traits with
multivariate genetic variants (Figure 1). Moreover, both imaging traits and genetic variants exhibit complex and organized
dependence structure reflecting the underlying neurophysiological mechanisms and linkage disequilibrium patterns.®
For example, a typical imaging-genetics study collects up to 107 SNPs and 10° voxels, jointly contributing trillions (10'2?) of
SNP-voxel pairs.!1? The direct application of classic voxel-wise genome-wide association analysis (VGWAS) could require
an enormous sample size (eg, multiple millions of participants) to control the false positive error rate while maintaining
adequate statistical power.!3-1

Furthermore, advanced methods have been developed to leverage group sparsity by techniques including regulariza-
tion, low rank techniques and projection of high-dimensional features.!®'7-2> However, while these methods could gain
statistical power by jointly modeling genetic variants and imaging traits through a multivariate regression model, the
high dimensionality of imaging-genetics data remains challenging due to computational burdens and/or over-fittings. For
instance, the analysis can only be applied on imaging data at an regional-level or genetic data with filtered to thousands of
SNP loci. Besides, the results from summarized measures as a few latent variables or a coarser scale are less interpretable
or lacking the spatial specificity.

In this study, we propose a new multivariate to multivariate method to systematically investigate the
SNP-(imaging)voxel association patterns with four aims: (i) identify voxel clusters as genetically correlated imaging traits,
(ii) detect functionally related SNP sets, (iii) understand the SNP-voxel association patterns as polygenic and pleiotropic
relationships, and (iv) test the association patterns while controlling multiplicity. In our study, a polygenic trait refers
to a voxel influenced by multiple SNPs while pleiotropy indicates that one gene can affect multiple voxel traits. Specif-
ically, we consider genetic variants and imaging voxels as two disjoint sets of nodes, correspondingly, and associations
between all SNP-voxel pairs as edges in a bipartite graph. We model the polygenic and pleiotropic SNP-voxel associa-
tion structure as an imaging-genetics dense bi-clique (IGDB). IGDB is a node-induced subgraph consisting of a subset
of SNPs and a subset of voxels, where the possibility of a SNP associated with a voxel is much elevated than the rest of
graph. Within an IGDB, each voxel can be considered as a polygenic imaging trait, and a SNP as a pleiotropic genetic
variant. Therefore, our method contributes as a new GWAS tool for voxel level neuroimaging traits which alleviates
the burden of ultra stringent threshold (eg, p < 5 x 10712 in vGWAS) and uncover the systematic SNP-trait association
patterns.

With the specified IGDB structure of polygenic and pleiotropic association pattern, the current study makes several
contributions. First, we develop computationally efficient algorithms to identify the IGDB structure with the scalability
for analyzing the whole genome-whole brain data. Second, the proposed greedy algorithm is presented with the approxi-
mation bounds for the true optimal as well as its asymptotically full recovery of IGDB-based network structure. Last, we
formulate the existence of a polygenic and pleiotropic SNP-voxel association structure against a random bipartite graph,
which can be evaluated through likelihood-based statistics.
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FIGURE 1 Datastructure for VGWAS. For imaging-genetics data, we can perform GWAS analysis on each voxel of 3D brain imaging
data for the study cohort. The vVGWAS analyses generate billions of association results, which raises challenges of result interpretation and
comprehension.

2 | MOTIVATING DATA EXAMPLE

The human connectome project (HCP) sponsored by National Institutes of Health (NIH) aims to construct the underlying
neural pathways of healthy human brain functions. It is an important public resource for structural and functional brain
connectivity data, accompanied by demographic, behavioral, genetic and other data. In this study, we focus on the brain
imaging and genetics data in the HCP surveyed from 1052 participants (F/M 483/569; age 28.1 + 3.7), for whom the scans
and data were released in June 2014 (https://humanconnectome.org) that passed the HCP and ENIGMA quality control
and assurance standards.?® The participants in the HCP study were recruited from a large population-based study named
“the Missouri Family and Twin Registry.”?’

The fractional anisotropy (FA) measure, derived from diffusion tensor imaging (DTI), is a widely-used metric charac-
terizing the localized white matter microstructural integrity.® Previous studies have investigated the heritability through
variance components method of pedigrees.? They find that 70% to 80% of the total phenotypic variance of trait-wise FA
measures can be explained by additive genetic factors.’® The significantly and reliably heritable FA measurements are
qualified as a set of endophenotypes which suggests further exploration on associated genetic variants. Hence, the genetic
analysis is desirable to detect the genetic effect from specific loci on imaging traits with statistical inference. Moreover,
it is reported that FA measurements at multiple brain locations can be affected by a common set of genetic variates.’
FA is a complex trait determined by multiple alleles. It stimulates the identification of functionally-related genetic vari-
ants. This investigation naturally invokes the search for polygenicity and pleiotropy of networks as the focus of this study.
Voxel-level association analysis between imaging traits and genetic variants can provide the maximal spatial resolution.
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Nevertheless, the implementation is challenging because it requires a multivariate to multivariate association analysis to
extract SNP-voxel subnetworks with polygenic and pleiotropic structures and further to provide sound statistical infer-
ence. To close this gap, we develop an IGDB-based framework to perform voxel-vise GWAS and systematically identify
polygenic and pleiotropic structures.

3 | METHODS
3.1 | Background and notations

We consider an imaging-genetics data set collected from L independent subjects. We let V be the set of brain imaging
voxels with |V| = nand U be the set of genetic variants (ie, SNPs) with |U| = m. For each participant! € {1, ... ,L},define
x| = (X1, ... ,X%m1)T to be the genetic variants for the participant l and y, = (y1,, ... ,yu1)T to be the vector of multivariate
imaging traits. Let g; denote a p-dimensional vector of individual-level profiling covariates. We model the associations
between multivariate imaging traits and multivariate genetic variants using a generalized linear regression model:

Elx) =g ' (B"x + a’z),

where g(-) is a known link function with inverse g=1(-). The coefficient B = { ,, }ucuvey € R™" is called the SNP-voxel
association matrix. Without loss of generality, we consider the association matrix based on GWAS analysis (eg, using
open-source whole genome association analysis toolset).3! The goal of our statistical inference is to accurately identify the
subset of significant associations {(u,v) : f,, # 0} from billions of entries of B by multivariate to multivariate hypothesis
testing32 33

H(()M’V) : Puw =0, vs Hiu’v) P Puw #0, forallue U,veV.

Conventional statistical inference methods (eg, multiple testing correction or regression shrinkage) work by regularizing
vectorized B. However, this strategy may only capture individual association pairs f,, without recognizing systematic pat-
terns (eg, the pleiotropic and polygenic structure). A prominent example is that a cluster of SNPs may jointly influence the
observations through a cluster of neighboring voxels. To address this challenge, we propose a new multivariate to multi-
variate inference framework that extracts the joint structure in B, which we call imaging-genetics dense bi-clique (IGDB).
Next, we introduce the IGDB structure, based on which, we then formally propose a novel estimation and inference
procedure on this structure.

3.2 | IGDB in a multivariate to multivariate graph structure

We characterize the vGWAS association as a bipartite graph G = (U, V, E), where U and V are distinct node sets represent-
ing SNPs and voxels, respectively. The set of binary edges E describes the locations of significant SNP-voxel associations:
ew € Eif and only if §,, # 0 in the association matrix B = {f,, }uevvev. In contrast to conventional approaches that treat
edges ey, individually, our proposal provides a succinct description of pleiotropic (one SNP to multiple image voxels) and
polygenic (multiple SNPs to one voxel) relationships. To this end, we now formally propose IGDB as a subgraph structure
of G. Denote an arbitrary subgraph of G by G[S, T] = (S, T, E[S, T]), where S C U, T € Vand E[S,T] = {eyy € Eli€ S,j €
T}. Our proposed IGDB will be defined based on some particular subgraph G[Sy, To] such that most f,,’s are nonzero for
e € G[Sp, Tol, while most ,,,’s elsewhere are zero. We illustrate the IGDB structure of a bipartite graph in Figure 2.
Our core intuition can be quantified into the following formulation:

Zu,v I(Buw # 0]y = 1) > Zu,v I(Buy # 0[6yy = 0)

Zu,v I(6w=1) Zu,v I(64y = 0) ' (1)

where 6,, is a binary variable indicating the IGDB-based network structure, that is,

5uv = 5uv(SO’ TO) = I(euv € G[SO7 TO])
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FIGURE 2 Illustration of a bipartite graph with IGDB structure G[Sy, To] that reveals underlying patterns of massive SNP-voxel
association. In the top-left bipartite graph, each node (square) on the left side represents an SNP, while each node (circle) represents a
location-specific voxel. The edges connecting the SNPs and voxels illustrate the associations, with red edges indicating pairs of associated
SNPs and voxels in an IGDB structure. The bottom-left 2D figure provides an alternative representation of SNP-voxel associations, where
associated pairs are depicted as black dots. The SNP-voxel association patterns in the left figures appear to be random. The bottom-right
figure showcases the patterns that can be unveiled through the proposed IGDB method, suggesting systematic associations between imaging
features and genetic variants. Note that traditional statistical methods, such as bi-clustering, face limitations in accurately identifying these
patterns (see Figure Al in the Appendix).

This reflects that imaging features (T,) are polygenic traits and the genetic variants (Sy) are pleiotropic alleles. The
genetically correlated imaging features and functionally related SNPs jointly compose a functional biclique G[So, To]. In
neuroimaging studies, findings are often reported for spatially contiguous brain areas (ie, connected voxels) because of
the biological interpretability and inference advantages.>* This is reflected in our proposed IGDB structure by further
formulating Sy and T as disjoint vertex neighborhoods, as follows:

S T, T
So=N"U ... uJ\fIff, and To=N"U..UN,

where each WV, kT" (k € {1, ... ,Ky}) is a spatially contiguous voxel cluster, and accordingly W, ks" (kef1, .. K} isa
set of functionally related SNPs associated with one or multiple spatially-contiguous voxel clusters (eg, N, kT"). In the
next subsection, we articulate that the IGDB enjoys several statistical advantages supported by graph and combinatorics
theory.
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3.3 | Graph properties of IGDB

Without loss of generality, we consider the following two cases regarding the underlying network structure of G:

Case 0 : G isobserved from a random bipartite graph G(m, n, u),
Casel : There exists at least one non-trivial IGDB G[Sy, Ty] such thatGis

observed from

Bernoulli(uyg), otherwise

with p; > uo.

In Case 0 (ie, no polygenic and pleiotropic patterns), we can directly implement the conventional multiple testing
corrections and regression shrinkage methods to determine individual associations between genetic variants and imaging
traits. If Case 1 presents, our primary goal becomes to extract and test the underlying IGDB subgraphs as polygenic and
pleiotropic subnetworks.

In practice, the estimated IGDB from a sample can be used to distinguish Case 0 vs Case 1 because the observed
network behave differently under two cases on the size of the maximal “dense” subgraph. For convenience, we call a
subgraph GIS, T] a y-quasi biclique, if it contains at least y - |S| - |T| edges. Then, asymptotically, if |So|, |To| — oo as
m, n — oo, with high probability, the true IGDB subgraph G[Sy, Tp] would be a y-quasi biclique for any fixed y € (1o, p1).
In contrast, under Case 0, there would rarely exist a y-quasi biclique of decent size with high density as the following
lemma.

Lemma 1. Suppose G is observed from a random bipartite graph G(m, n, o) as Case 0. G[S, T] is any subgraph

with edge density % >y € (uo, 1) (ie, y-quasi biclique). Let my, ng = Q(max{me¢, nc}) for some 0 < e < 1.

Then for sufficiently large m, n with c(y, po)mo > 8logn and c(y, uo)no > 8log m, we have

P(|S| > mo, |T| > ny) < 2mn - eXP(‘iC(Y,MO)mOVlo),

-1
1 1
where c(a, b) = {(a—b)2 + 3(a—b)} )

4 | ESTIMATION AND INFERENCE

Let W,,x,, denote the inference result matrix (eg, test statistics wy, = t,, or —log(p.,)) for the regression coefficients f)‘mxn.
Then, our goal becomes to extract and test the IGDB structure from a weighted bipartite graph G = (U, V, W). Similar to
Reference 33, as a natural consequence of our model set up in Section 3.2, edge weights in W follow a mixture marginal
distribution:
s < {ﬁ( 0. i P #0 3
Jo(+; 00), if By = 0.

where wy, |6, = 1 ~ iafi + (1 — p1)fo, while wy,, |6y, = 0 ~ uofi + (1 — po)fo- Empirically, we have the central tendency of
f1(+; 61) being greater than fo(-; 6p), in the sense that Eg, [Wyy|fuy # 0] > Eg [Wyy|fuy = 0].

41 | IGDB estimation

Motivated by the nature of IGDB as a subgraph of elevated mean edge weights, we estimate it by looking for the maximal

subgraph of G with a density constraint. Inspired by Lemma 1, we estimate the IGDB G[Sy, To] based on the edge weight
matrix W by optimizing:
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Algorithm 1. Direct optimization of objective function (5)

1: Input: G = (U, V, W), A, pre-specified ratio h € {hy, ha, ..., hyax };0utput: G[S,, T,]
2: procedure Algorithm
3: for h € {hy,hy, ..., hnax ) do

4: Sl « U, T1 «V
5: fork=1ton+m—-1 do
6: Let i € Sy be the node with smallest degree: i = arg mini,esk deg (i'; Sk, T);
7: Let j € Ty be the node with smallest degree: j = arg minj,eTk degy('; Sk, T);
s: if /1 degy (i; Sk, Ti) < ﬁ degy (j; Sk, Ty) then
o: Sir1 < S/{i} and Ty < T;
10: else
11 Skr1 < Sk and Tiy < Ti/{j};
12: end if
13: end for
14: Output G[S", T"] with largest objective function in G[S, T1], ..., G[Sntm—1, Tnem-1];
15: end for

16: Output G[S,, T;] with largest objective function in G[S™, T, ..., G[SMmax, T'max];
17: end procedure

. WIS, Tl
- > 4
sgnL}%)évlsllTl subject to ISIIT] >y 4)
or the Lagrangian form after taking logarithm on both terms:
WIS, T1l|1,1
SQIE%’EVIOg(IS”TDJF/llog(W s (5)

where || - [|1,1 refers to the entry-wise #; norm such that [| WIS, T]|l11 = Zues’veT Wy !, v’ is the density constraint and the
tuning parameter A € (1, c0).

The direct optimization of the objective function (5) is challenging because it is a nondeterministic polynomial (NP)
problem.3>3¢ We propose a computationally efficient greedy algorithm to approximately carry out the optimization of (5).
We describe the greedy algorithm as Algorithm 1 in the following. In designing it, we extended the greedy algorithms
for dense subgraph discovery®® in an adjacency matrix to a large bipartite matrix to extract dense bi-cliques. Algorithm 1
removes nodes with the smallest degrees iteratively, which is a deterministic algorithm that does not depend on initial
values. The computational complexity of Algorithm 1 is O(Cy;mn), where C; is determined by the grid search of h, that is,
h = |S|/|T|, representing the aspect ratio of a dense subgraph, in the following Algorithm 1.

Now we establish approximation accuracy results of Algorithm 1 and its estimation of IGDB. Let S} and T be the true
optimal solution to (5):

(S35, T) = arg maxgy vy da(S, T),
and (S,, T,) is from Algorithm 1 with

(8, T) = arg maxjarg maxg ., d,(S,T),

’(Sm+n—1 ’Tm+n—1)

where d;(S, T) :=log(|S||T]) + A 10g< ||W|[;al?l||1.1 )

The greedy algorithm with average-degree based density (or equivalently A = 2) is said to have a 2-approximation
guarantee for the true optimal,®® namely, 2d5(Sy, To) > dy(SE, T3). In this article, we present the approximation bounds
for the proposed objective function (5) in terms of a parameter A as the following Theorem 1.
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Algorithm 2. Determine tuning parameter A by likelihood function

1: Input: G = (U,V,W), a grid of tuning parameters: 4y, 45, ..., 4s, a sequence of cutoffs ry,r,,...,rg and its mass
q(r), ..., q(rr); Output: G[S;, T;] and 1

2: procedure Algorithm

3 while A € {4;,...,4;} do

4: Return the IGDB (S, T;) of W from Algorithm 1

5 forr=r,torg do

6: calculate the likelihood defined in 4.2: £,(#: S,, T,, W(r)) (We refer to Section 4.2 for detailed definition
of the likelihood function.)

7: end for
integrate w.r.t. r:

La(W) = B8, £3(: 85, To, W(r)q(ry)

9: end while

10: Output Aand (S 1 T;l) with maximized L£;(W)

11: end procedure

®

Theorem 1. For a given bipartite graph G = (U, V, E), with (S}, T;) and S, TH defined in Section 3.1.1, the
greedy algorithm 1 has a p(4, m, n)-approximation, that is, d;(S;, T;) < p(4, m, n)d;(S,, T,) with

2mmy: 073) if 4> 2

]_
P

p(A,m,n) = 2(mn)( i) if‘-3‘<,1<2

(mn)<l_%) ifl<AiA< %.

In Theorem 2, we state that the optimization of the proposed objective function (5) asymptotically leads to almost full
recovery of the IGDB-based network structure.

Theorem 2. We assume the graph G = (U, V, E) with an IGDB G[Sy, Ty] = (So, To, E[So, To]) is generated from
a mixture of Bernoulli distributions: ey, ~ &,, Bernoulli(z;) + (1 — 6,,,) Bernoulli(xy), 6., = I(ey, € G[So, Tol)
and 7, > my. For simplicity, we let m = ©(n). Assume |Sy| = O(|m|'/?*¢) and |Ty| = O(|n|"/**¢) as n = o for

some ¢ > 0. Denote
~ =C
SN Sy S,n 58
* ( So > ( So

~ AC
T.NT T,NnT¢
er=(1-220700) [0
To TS

to be the error rates of node memberships based on (S,, T ) from Algorithm 1. Then, there exists some A such that
we will get almost full recovery in Algorithm 1, that is, for any fixed a € (0, 1), as n — oo, we have

and

Ples +er > a) — 1.

In practice, we select the tuning parameter A by a grid search based on the likelihood criterion,*” and describe the
details in Algorithm 2. Based on each dense subgraph G[S, T], we further identify spatially-contiguous voxel clusters (ie,
N ;Z ,k=1,...,K;),anda corresponding set of SNPs (ie, N i k=1, ... ,K;) that are functionally associated with voxel
clusters (see Supplement A). Last, multiple IGDBs can be extracted by performing algorithms repeatedly with the detected
IGDBs masked.3®
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4.2 | Statistical inference of the IGDB

Recall that the purpose of this study is to perform statistical inference on the pleiotropic and polygenic association pattern
or the IGDB. We investigate the significance of the presence of an IGDB against a random bipartite graph (Case 1 vs Case
0) as illustrated in Section 3.3.

Let r be a sound cutoff that dichotomize the weighted graph G into a binary graph G" = (U,V,A) using a,, =
I(Jwyy| > r). Then, under IGDB structure indexed by node sets (Sy, To), the edges in G" follow a mixture of two Bernoulli
distributions:

auvI(SO, Ty) ~ Bernoulli(;rm,), (6)

where 7z = Swm + (1= 6w,  m = pn [, fiw, O)dw + (1 — 1) [[Zfo(w, Op)dw, 7o = po [, fi(w, O1)dw + (1 —
Ho) fr°° fo(w, 8p)dw, and 7; > my.> Then, a hypothesis testing to distinguish Cases 0 and 1 can be proposed:

Hy:.nm=nmnp=n Vs Hy:m >ny,

based on our mixture distribution model (6).
We propose a likelihood-based statistic for the IGDB test. For a binarized graph G”, let

sup L(x; S, T,A)
H,UH,

to=1
6= TP L A)
HO

with likelihood given by Bernoulli distributions in (6). Specifically,

LS. T.A= [ =a-='x [] #ra-m)t
ueS and veT ueU/S or veV /T
and L(m;A)= [ #%Q-n)' .

ueU and veV

Then, the asymptotic power is ensured using the likelihood-based statistic through the following Theorem 3.

Theorem 3 (Under IGDB alternative hypothesis H;). Assume m = ©(n) and the underlying IGDB G[Sy, Ty]
with generating probabilities m1 > n satisfies |So| = mg, |To| = no and my, ny = Q(n°) for some ¢ > 0. Then for
anyn > 1,asn — oo, we have

Pr(tg > n) — 1.

In determining the significance of IGDBs, the simultaneous testing needs to be accounted for all potential IGDBs.
Besides, a rejection region () should be determined based on the distribution of ¢z under null model. Hence, we
employ the commonly used permutation test procedure in the field of neuroimaging*®*! to empirically approximate the
distribution of the likelihood-based statistic ¢tz under the IGDB null and control the family-wise error rates (FWER).

Let ¢(-) be the vectorization of a matrix, such that ¢(A) is an mn vector of the adjacency matrix A. Denote 7 as a per-
mutation of mn elements, and P, is the corresponding permutation matrix. Let G, = (U, V, E;) an edge-permuted graph
from G. Then, under random bipartite graph (Case 0), the edge-permuted graph G, would be a realization from the same
null model. We let (1), ... , 7(M) be M random permutations and the corresponding edge-permuted adjacency matrices
are given by A1y, ... ,A-an)- The test statistics associated with edge-permuted adjacency matrices A.), ... ,A; ) forms
a random sample of ¢ under null hypothesis, which can be utilized to obtain the empirical distribution of ¢; under null
hypothesis. We illustrate whole procedure of the permutation test in Algorithm 3, while the P-values of multiple IGDBs
can be observed by considering each IGDB individually.

To dichotomize the weighted graph G, rather than setting r as a fixed value, which could lead to an arbitrary selec-
tion, we consider r as a random variable with a distribution g(r). This allows us to integrate the likelihood function over r,
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Algorithm 3. Implementation of likelihood ratio statistic via permutation tests

1: Input: G = (U, V,A), S, T Output: p-value

2: procedure Algorithm

3: calculate the test statistic on G with subgraph G[S, T] and denote as: t,

4 forb=1toM do

5 generate permutation matrix P, on mn elements

6 observe adjacency matrix of edge-permuted graph Gy: Ap = ¢p~1(Ppp(A))
7: calculate the test statistic on Gy, as: t;

8 end for

9: end procedure

utilizing the prior distribution g(r), thereby making our optimization process robust to the specific choice of r. We imple-
ment a discrete distribution for q(r), defined by a set of possible values ry, ... , ¥z and their corresponding probabilities
q(r1), ... ,q(rg). In practice, our algorithm demonstrates robustness to the choice of the prior distribution, given that a
reasonable range for the support of r is selected.

5 | RESULTS

We applied the IGDB approach to the motivating data set. The FA measures of DTI at 117 139 voxels were used
in this study to characterize the white matter integrity.>**? The image acquisition parameters are described in
the Supplement A. Regarding genetic variants, 10 595 779 SNPs passed the quality control filters in HCP data
set (MAF < 0.01; HQE < 1le—6; r-squared > 0.03; call rate > 0.95) after imputation on the Michigan Impu-
tation Server Minimac3 (https://imputationserver.sph.umich.edu) using the 1000 Genomes Project (phase 1 v3)
reference set.*?

We preprocessed the diffusion weighted images following the ENIGMA-DTI workflow (http://enigma.ini.usc.edu
/protocols/dti-protocols/). We further applied the Sequential Oligogenic Linkage Analysis Routines (SOLAR)-Eclipse
software (https://www.nitrc.org/projects/se_linux) for the heritability analysis, of which imaging voxels were kept with
significant heritability, based on the Fast and Powerful Heritability Inference (FPHI) function of SOLAR-Eclipse (P <
0.05) in both the HCP and Amish Connectome Project (ACP). For these voxels, we performed vGWAS using PLINK while
adjusting covariates including sex, age, BWI, and population characteristics using the first 10 principal components in
our application.3! We then performed sure independence screening on SNPs with multiple imaging responses through a
direct extension of univariate screening procedure.** 13 498 SNPs across 22 chromosomes survive into further analysis.
The details are described in the Supplement A.

We tested the imaging-genetic associations between SNPs across 22 chromosomes and voxel-level imaging traits using
our proposed method. Based on the procedures described in Sections 4.1 and 4.2, we extracted IGDBs and performed
permutation tests to determine its statistical significance while controlling family-wise error rate (g < 0.05). We observe
different brain areas being influenced by distinct genetic loci. A Manhattan plot for all SNPs across 22 chromosomes with
selected imaging-genetic associations highlighted and tables for SNP and voxels across all 22 chromosomes are included
in the Supplement A.

In this section, we focus on SNPs on chromosome 1 to demonstrate their systematic association patterns with
voxel-traits, and then annotate the genes in the detected IGDB. Based on the matrix of association strength W1175x29627
(ie, Figure 3A), we detected an IGDB with 384 SNPs and 3803 voxels as Figure 3B by maximizing the objec-
tive function (5), which is achieved by implementing Algorithm 2 utilizing a grid search for h across the range
{1/20,1/19, ... ,1,2, ... ,19,20}, and for 4 within the interval 0.5 to 1.2, with an incremental step of 0.02. We further cal-
culated the p value for the IGDB statistical inference via the permutation test, which results in a significant existence of an
IGDB with P value < 0.001. Although the IGDB is an irreducible subgraph, it can be further refined based on data-driven
algorithms and spatial information of imaging data. We applied the existing community detection algorithms* on
similarity matrices observed from the detected IGDB. The refined pattern in Figure 3C displays 6 distinct SNP-voxel
association clusters. Note that the refined structure cannot be identified without revealing the IGDB by the proposed
algorithm.
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FIGURE 3 IGDB procedure on chromosome 1: (A) is the input matrix W, derived from vGWAS using PLINK while adjusting covariates
including sex, age, BWI, and population characteristics using the first 10 principal components in our application.3! Each entry in the matrix
is —log(p;) of the association between an SNP and imaging voxel pair (ie, a hotter entry indicates a higher level of SNP-voxel association).
Although W is obtained after screening (eg, by voxel-level heritability analysis), it remains challenging to directly recognize the patterns of
imaging-genetics associations; (B) demonstrates the detected IGDB which reveals dense blocks of imaging-genetics associations; (C) displays
the refined pattern of the IGDB. In panels (B) and (C), we have reordered the SNPs and voxels to better illustrate their patterns of association.

As a greedy algorithm, the computational complexity of Algorithm 1 is linear in the size of the original graph. By
determining the tuning parameters through the likelihood function, as outlined in Algorithm 2, the computation remains
efficient, which took 20 minutes on a PC with an i7 CPU 3.60 GHz and 64 GB memory to detect the IGDB of the SNP-voxel
association graph in chromosome 1. The computation of the p-value is dependent on the number of permutations, which
can be easily parallelized for efficient computation.

We illustrate the voxel clusters and corresponding SNP sets in Figure 4. For example, the voxel cluster 2 (colored cyan)
includes voxels mainly from the splenium of corpus callosum (SCC), part of one of the largest white matter tracts that con-
nects many parts of the brain, and which lesions to often result in many varied neurological issues.*® To annotate the SNPs
in the identified clusters, we queried the SNPs in the QTLbase (http://mulinlab.org/qtlbase/index.html,*”) for potential
expression quantitative trait locus (eQTL) and examined the genes being regulated by these variants in a tissue-specific
pattern. The summary of associated genes related with brain tissues is displayed in the Supplement A as supporting infor-
mation. In cluster 1, multiple SNPs are linked with the LEPR gene, a protein coding gene for leptin receptor generation
that has been shown to be associated with obesity. It has been known the white matter integrity is highly associated with
obese disorder and body mass index.*® Therefore, this cluster reveals the marginal association of (obesity-related) LEPR
gene and white matter integrity. In clusters 2 to 5, the associated genes, for example, SI00A1, TAF1A, CFH, CFHR3,
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FIGURE 4 Anillustration of the association patterns between SNP and voxel clusters on Chromosome 1. We demonstrate the
systematic imaging-genetics associations in an integrated Manhattan plot based on the results of our analysis by IGDB. The highlighted
subsets of SNPs are systematically associated with corresponding areas of the white matter tracks. The dual localized association patterns
provide a straightforward interpretation of the genetic effects on location-specific brain areas.

and DPHS5 are associated with immune system functions (http://immunet.princeton.edu/, https://www.innatedb.com
/moleculeSearch.do). White matter integrity can be influenced by the immune system functions and systematic inflam-
mation. In cluster 6, the NOS1AP gene has been found to be associated with white matter microstructure in previous
studies.® In addition, the NOS1AP gene is identified to be a risk factor for schizophrenia,*® while the alterations of white
matter integrity for patients with schizophrenia were studied in Kubicki et al.>® In summary, our findings provided
insights into the complex neurogenetic mechanisms of how genetic variants influence imaging traits in a systematic fash-
ion potentially via regulating gene expression and generated hypotheses to be further confirmed in future multi-omics
studies.

6 | SIMULATION
6.1 | Synthetic data
We evaluate the finite-sample performance of our proposed method based on simulation studies. We generate the input

matrix Wy, based on the two sets of multivariate variables representing genetic variants X,,x; and imaging voxels
Y,x.- We let the pattern of Wy, be determined by a graph G = (U, V, E). Specifically, we assume there exists an IGDB
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G[So, To] = (So, To, E[So, To]) with higher proportion of edges as significant imaging-genetics associations (ie, y) than
the rest of graph (ie, up). Then, we let the entries of W, follow mixture distributions according to G as wy, |6y, =1 ~
prtar (V) + (1 — p1)tgr(0), Wyy|6uy = 0 ~ pigtar(v) + (1 — po)tar(0), where 6y, is an indicator variable with 6, = 1 for edges in
the IGDB and 0 otherwise. t4:(v) and £4r(0) are the non-null and null distributions of imaging-genetics associations respec-
tively. tqr(v) is a ¢ distribution with the degree of freedom L — p (p covariates) and non-central parameter v = \/%, where

0 is standardized effect size (eg, Cohen’s d). u; and uo are the proportions of the non-null distribution within the IGDB
and otherwise. We use m = 200, n = 100, and L = 60. We simulate data sets with multiple settings by varying the size of
IGDB (ie, (|Sol, | To|) = (50, 40) and (30, 20)), standard effect size (ie, & = 0.8, 1, and 1.2), and proportions of noisy edges
(ie, (1, Mo) = (0.8,0.2) and (0.9,0.1)). Additional simulation settings with larger graph and sample sizes are included in
the Appendix.

6.2 | Performance metrics and results

We evaluate the performance of proposed method at several levels. At the subgraph-level, we assess the accuracy
of IGDB inference by examining if we can reject the null (ie, no systematic imaging-genetics association). At the
edge-level, we evaluate the accuracy of detected IGDB by comparing it with ground truth in terms of edge differ-
ences. We also evaluated the node-assignment accuracy of the proposed method using synthetic data (see Section
1.5 of Supplement A in the Supporting information for details). The performance was only compared to Charikar’s
algorithm® for dense component extraction instead of bi-clustering algorithms. As bi-clustering algorithms tend to
assign all SNPs and voxels into clusters, they are not well suited to the IGDB structure extraction (see demonstration
in Appendix).

For IGDB inference, we consider a detected IGDB GI[S, T]is a recovery of the underlying IGDB G[Sy, Ty] if it is rejected
in the proposed likelihood-ratio test and has high similarity with G[Sy, Ty]. Specifically, we consider G[S, T is a true
positive detection of G[Sy, To] if Jx A Jy is no less than the cutoff with

~»

=S°n§andly= Ton

SouUS To U

Jx

>

~

and we succeed to reject the IGDB null hypothesis in the permutation test. We display the results with cutoff of 0.8 and
0.9 on the Jx A Jy. Therefore, the detected IGDB leads to a false negative finding if the P-value in the permutation test is
not lower than the a significant level (ie, 0.05). Besides, we observe a false positive error if G[S, T] has low similarity to
G[So, To] even we rejected the IGDB null hypothesis. We report the accuracy of inference by false positive rate (FPR) and
false negative rate (FNR) among replications.

Furthermore, we compare IGDB to commonly-used multivariate testing methods at the edge-level: positive false dis-
covery rate (pFDR) by Storey>! and Bonferroni correction. These correction methods are commonly used in GWAS and
vGWAS analysis in practice. We evaluate the true A = {8, }uev vev With estimated A= {64 }ueuvev from varied methods.
For the proposed method, we obtain the A based on the extracted IGDB G[S, 7] and the hypothesis testing. Particularly, if
we reject the IGDB null hypothesis with a detected IGDB G[S‘, T1, we let A= {Sw} = {I(ey, € G[S‘, T])}. In the case that
we fails to reject, we consider S, Tas empty sets such that A = 0,,,. The FDR threshold of 0.2 and corrected a level of
0.05 are used in the pFDR and Bonferroni correction respectively.

Subsequently, based on the ,, observed from different methods, and true parameters 6,,, we calculate true positive
rate (TPR) and true negative rate (TNR) as:

Zu,v I(6y = 5Auv =1 TNR = Zu,v I(6uy = Suv =0)

TPR = >
Zu,v I6w =1) Zu,v I(6y = 0)

The associated means and standard deviations are reported based on 100 replications for each simulation scenario.

The results from the IGDB inference are summarized in Table 1. The power of the IGDB inference relies on the size
and SNR (by different standard effect sizes) of the underlying IGDB G[Sy, To], which concurs with our theoretical results.
We fails to reject the IGDB null hypothesis for one simulated data set with a smaller size (30, 20) and effect size 0.8, and
higher noise (0.8, 0.2).
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TABLE 1 IGDB inference results under varied SNRs and noises.

(|Sols | Tol) (q1,92) Metrics 0.8 1.0 1.2
(50, 40) (0.9,0.1) FPR (0.8) 0(0) 0(0) 0(0)
FPR (0.9) 0 (0) 0(0) 0(0)
FNR 0(0) 0(0) 0(0)
(0.8,0.2) FPR (0.8) 0(0) 0(0) 0(0)
FPR (0.9) 0(0) 0(0) 0(0)
FNR 0(0) 0(0) 0(0)
(30, 20) (0.9,0.1) FPR (0.8) 0 (0) 0(0) 0 (0)
FPR (0.9) 0(0) 0(0) 0(0)
FNR 0 (0) 0(0) 0(0)
(0.8,0.2) FPR (0.8) 0 (0) 0(0) 0 (0)
FPR (0.9) 0.2100 (0.4073) 0.0400 (0.1960) 0 (0)
FNR 0.0600 (0.2375) 0 (0) 0 (0)

Note: We summarize the FPR (with cutoff of 0.8 and 0.9 on the Jx A Jy) and FNR to evaluate the estimated IGDB. The results suggest robust and accurate
performance of our method at a bi-clique level (ie, revealing patterns).

The comparative edge-level results from the proposed method and competing methods are displayed in Table 2
for different sizes of IGDB. All three methods have improved performance with higher SNRs and lower noise levels.
The proposed method outperforms pFDR and Bonferroni correction methods for both TPR and TNR under differ-
ent scenarios. Both pFDR and Bonferroni methods have high TNR but low TPR indicating a stringent cutoff, while
the proposed method achieves a higher TPR maintaining a similar or even higher TNR than the others. The Bonfer-
roni method is even more stringent where the TPR is even smaller than 10% when we have low SNRs (eg, 0.8) for
all cases.

7 | DISCUSSION

Imaging-genetics studies aim to model the predictive mechanism of genetic variants on quantitative imaging measures.
However, high dimensionality and complex association patterns between genetic variants and imaging traits raise a con-
siderable challenge for statistical estimation and inference. For example, purely region-level inference erases local voxel
heterogeneity, thus may be ineffective in learning spatial specificity of imaging voxels. In this article, we have developed an
IGDB multivariate to multivariate analysis tool to identify systematic associations between multivariate voxel-level imag-
ing features and multivariate genetic variants. Our method focuses on the systematic polygenic and pleiotropic patterns
rather than individual pairwise associations, and thus mitigates the challenges of ultra-high dimensionality due to mul-
tivariate to multivariate association analysis. Besides, our high-resolution voxel-level genome wide association analysis
is not constrained by pre-specified regions of interest, hence fully accounts for the variability between voxels, and yields
data-driven brain regions associated with functionally related genetic loci. Therefore, our findings are more biologically
interpretable and meaningful.

We develop a new optimization solution to extract IGDB by leveraging its graph properties that we discovered in
theoretical study. Our IGDB extraction algorithm is computationally efficient and scalable. The input data for our method
could be either individual-level or GWAS summary statistics. The IGDB inference method controls the family-wise error
rate for IGDB-level findings. We provide theoretical results to guarantee the numerical performance of IGDB extraction
and accuracy of the inference model. Although initially proposed in analyzing systematic association patterns between
SNPs and voxels, this approach is also well-suited for analyzing region-level imaging data, where spatial constraints are
not necessary.

In real data applications, we applied our method to the HCP data set to study the genetic effects on white mat-
ter microstructure integrity. The results revealed a variety of functionally related genetic loci that are associated
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TABLE 2 Edge-wise accuracy under varied IGDB sizes, SNRs and noises.
(ISol, | To]) (q1,92) Metrics 0.8 1.0 1.2

(50,40) (0.9,0.1) IGDB TPR 0.9879 (0.0184) 0.9942 (0.0124) 0.9968 (0.0097)
TNR 1(0) 1(0) 1(0)

pFDR TPR 0.7453 (0.0090) 0.8686 (0.0045) 0.8995 (0.0023)

TNR 0.8858 (0.0020) 0.8667 (0.0018) 0.8619 (0.0018)

Bonferroni TPR 0.0520 (0.0048) 0.1739 (0.0092) 0.3941 (0.0096)

TNR 0.9942 (0.0005) 0.9806 (0.0008) 0.9562 (0.0012)

(0.8,0.2) IGDB TPR 0.9938 (0.0126) 0.9982 (0.0064) 0.9984 (0.0061)

TNR 0.9998 (0.0006) 1.0000 (0.0003) 1.0000 (0.0004)

pFDR TPR 0.7032 (0.0067) 0.7903 (0.0039) 0.8095 (0.0027)

TNR 0.7842 (0.0021) 0.7577 (0.0019) 0.7517 (0.0018)

Bonferroni TPR 0.0458 (0.0043) 0.1557 (0.0084) 0.3506 (0.0097)

TNR 0.9884 (0.0007) 0.9612 (0.0014) 0.9125 (0.0020)
(30,20) (0.9, 0.1) IGDB TPR 0.9987 (0.0081) 0.9992 (0.0060) 1(0)
TNR 1.0000 (0.0001) 1(0) 1(0)

pFDR TPR 0.7043 (0.0176) 0.8537 (0.0085) 0.8954 (0.0042)

TNR 0.9017 (0.0019) 0.8799 (0.0015) 0.8741 (0.0014)

Bonferroni TPR 0.0517 (0.0082) 0.1741 (0.0163) 0.3946 (0.0175)

TNR 0.9942 (0.0005) 0.9807 (0.0009) 0.9561 (0.0012)

(0.8,0.2) IGDB TPR 0.8527 (0.2248) 0.9645 (0.0398) 0.9778 (0.0287)

TNR 0.9996 (0.0009) 0.9995 (0.0009) 0.9997 (0.0005)

pFDR TPR 0.6891 (0.0114) 0.7857 (0.0075) 0.8069 (0.0045)

TNR 0.7952 (0.0022) 0.7661 (0.0017) 0.7596 (0.0019)

Bonferroni TPR 0.0473 (0.0095) 0.1563 (0.0144) 0.3525 (0.0173)

TNR 0.9884 (0.0008) 0.9610 (0.0013) 0.9123 (0.0017)

Note: We compare the performance of IGDB with multiple testing correction methods in terms of the accuracy of individual SNP-voxel pairs. The extracted
IGDB patterns dramatically improve the SNP-voxel pair level inference accuracy by allowing pairs to borrow strengths from each other.

with sub-regions of white matter area tracts on posterior corpus callosum. These novel findings are consistent
with previous findings.*® Our annotation analysis further provide evidence that selected SNPs are associated with
white matter microstructures through gene expression. The overall computational load for imaging-genetics anal-
ysis remains heavy regardless improved algorithms and computational facilities. Since our initial vGWAS is per-
formed using GWAS analysis tools (eg, plink), the analysis is limited on individual SNPs. Regardless, the input
of our method is VGWAS analysis results and thus suits for any vGWAS analysis methods. Our IGDB algorithm
can also be extended to further constrain the IGDB structure by leveraging the functional annotation of genetic
variants.>?

In summary, we have developed a new neuroimaging-GWAS tool to identify systematic associations between multi-
variate imaging features and multivariate genetic variants. Our IGDB method is computationally efficient and improves
the accuracy and power through revealing systematic polygenic and pleiotropic patterns.
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APPENDIX A. ADDITIONAL NUMERICAL RESULTS

Comparisons with bi-clustering algorithms. In our simulation analysis, we only compared our method to Charikar’s
algorithm instead of bi-clustering algorithms because these methods are not well suited to dense bi-clique extraction.
To demonstrate this, we applied the classic spectral bi-clustering algorithm>? to a simulated data set. Specifically, we
generated a bipartite graph with m = 200, n = 100, L = 60, the IGDB size (|So|, | To|) = (50, 40), and standard effect size
0 = 0.8, and proportions of noisy edges (u1, o) = (0.8, 0.2). The true structure of simulated bipartite graph, detected sub-
networks from competing methods are displayed in Figure Al. The convectional bi-clustering algorithms can miss the
dense bi-cliques.

25 25
50 50
20 20
& 100 15 & 100 15
Z 4
72} 721
10 10
150 150
5 5
200 8 : 200 W —
20 40 60 80 100 20 40 60 80 100
Voxels Voxels
(A) True IGDB structure of the simulated (B) IGDB extraction based on the proposed
graph algorithms
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Voxels Voxels
(C) Subnetworks detected by spectral (D) Subnetworks detected by spectral
co-clustering with K = 2 co-clustering with K = 10

FIGURE Al Comparison with other biclustering algorithm in a simulated data set. True and detected subnetworks are highlighted in
red. (A) displays the true bipartite graph with an IGDB; (B) shows the IGDB structure extracted by Algorithms 1 and 2; (C) shows
subnetworks detected by spectral co-clustering algorithm with K = 2; (D) highlights several subnetworks detected spectral co-clustering
algorithm with K = 10.

Simulation results from large graphs. We extended our simulation studies by considering larger graphs by setting m =
800, n = 500, and L = 200. The synthetic data was generated with an IGDB (ie, (|So|, |To|) = (100, 80)). The results are
displayed in Table A1 with the same setting of standard effect size (ie, # = 0.8, 1, and 1.2), and proportions of noisy edges
(ie, (u1, Ho) = (0.8,0.2) and (0.9, 0.1)) as in the main analysis.
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TABLE Al Edge-wise accuracy under varied SNRs and noises with (|Sy|, | To|) = (100, 80).

(q1,92)
(0.9,0.1)

(0.8,0.2)

Methods
IGDB

pFDR

Bonferroni

IGDB

pFDR

Bonferroni

‘WU ET AL.
0.8 1.0 1.2
TPR 0.9600 (0.0000) 0.9600 (0.0000) 0.9600 (0.0000)
TNR 0.9998 (0.0000) 0.9998 (0.0000) 0.9998 (0.0000)
TPR 0.9025 (0.0005) 0.9029 (0.0006) 0.9029 (0.0006)
TNR 0.8747 (0.0003) 0.8746 (0.0003) 0.8747 (0.0003)
TPR 0.6060 (0.0048) 0.8692 (0.0021) 0.8994 (0.0003)
TNR 0.9326 (0.0002) 0.9035 (0.0001) 0.9001 (0.0000)
TPR 0.9545 (0.0101) 0.9598 (0.0024) 0.9598 (0.0024)
TNR 0.9998 (0.0001) 0.9998 (0.0000) 0.9998 (0.0000)
TPR 0.8100 (0.0011) 0.8100 (0.0011) 0.8101 (0.0011)
TNR 0.7598 (0.0004) 0.7597 (0.0004) 0.7597 (0.0004)
TPR 0.5385 (0.0044) 0.7724 (0.0018) 0.7994 (0.0001)
TNR 0.8652 (0.0003) 0.8069 (0.0001) 0.8001 (0.0001)
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