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Symmetry is a unifying concept in physics. In
quantum information and beyond, it is known
that quantum states possessing symmetry are
not useful for certain information-processing
tasks. For example, states that commute with a
Hamiltonian realizing a time evolution are not
useful for timekeeping during that evolution,
and bipartite states that are highly extendible
are not strongly entangled and thus not useful
for basic tasks like teleportation. Motivated by
this perspective, this paper details several quan-
tum algorithms that test the symmetry of quan-
tum states and channels. For the case of testing
Bose symmetry of a state, we show that there is
a simple and efficient quantum algorithm, while
the tests for other kinds of symmetry rely on
the aid of a quantum prover. We prove that
the acceptance probability of each algorithm is
equal to the maximum symmetric fidelity of the
state being tested, thus giving a firm opera-
tional meaning to these latter resource quanti-
fiers. Special cases of the algorithms test for
incoherence or separability of quantum states.
‘We evaluate the performance of these algorithms
on choice examples by using the variational ap-
proach to quantum algorithms, replacing the
quantum prover with a parameterized circuit.
‘We demonstrate this approach for numerous ex-
amples using the IBM quantum noiseless and
noisy simulators, and we observe that the algo-
rithms perform well in the noiseless case and ex-
hibit noise resilience in the noisy case. We also
show that the maximum symmetric fidelities can
be calculated by semi-definite programs, which
is useful for benchmarking the performance of
these algorithms for sufficiently small examples.
Finally, we establish various generalizations of
the resource theory of asymmetry, with the up-
shot being that the acceptance probabilities of
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the algorithms are resource monotones and thus
well motivated from the resource-theoretic per-
spective.
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1 Introduction

Symmetry plays a fundamental role in physics [1, 2].
The evolution of a closed physical system is dictated by
a Hamiltonian, which often possesses symmetry that
limits transitions from one state to another in the form
of superselection rules [3, 4]. Permutation symmetry
in the extension of a bipartite quantum state indicates
a lack of entanglement in that state [5, 6, 7]. This
permutation symmetry limits entanglement, which re-
lates to fundamental principles of quantum information
like the no-cloning theorem [8, 9, 10] and entanglement
monogamy [11]. Additionally, the lack of a shared ref-
erence frame between two parties implies that a quan-
tum state prepared relative to another party’s reference
frame respects a certain symmetry and is less useful
than one breaking that symmetry [12]. In all of these

cases, a state respecting a symmetry is less resourceful
than one breaking it. In more recent years, quantum re-
source theories have been proposed for each of the above
scenarios (asymmetry [13, 14], unextendibility [15, 16],
and frameness [17]) in order to quantify the resourceful-
ness of quantum states (see [18] for a review). As such,
it is useful to be able to test whether a quantum state
possesses symmetry and to quantify how much symme-
try it possesses.

In this paper, we show how a quantum computer
can test for symmetries of quantum states and channels
generated by quantum circuits. In fact, our quantum-
computational tests actually quantify how symmetric a
state or channel is. Given that asymmetry (i.e., break-
ing of symmetry) is a useful resource in a wide vari-
ety of contexts while being potentially difficult for a
classical computer to verify, our tests are helpful in de-
termining how useful a state will be for certain quan-
tum information processing tasks. Additionally, our
tests are in the spirit of the larger research program
of using quantum computers to understand fundamen-
tal quantum-mechanical properties of high-dimensional
quantum states, such as symmetry and entanglement,
that are out of reach for classical computers. Here, we
give explicit algorithmic descriptions of our tests, con-
nect to known applications of interest, and provide a
general framework that facilitates new applications and
research in this area. We augment these contributions
by providing novel resource-theoretic results as well.

We begin our development in Section 2 by intro-
ducing a general form of symmetry of quantum states
that captures both the extendibility of bipartite states
[5, 6, 7], as well as symmetries of a single quantum sys-
tem with respect to a group of unitary transformations
[13, 14]. This generalization allows for incorporating
several kinds of symmetry tests into a single framework.
We call this notion G-symmetric extendibility, and we
discuss two different forms of it.

In Section 3 we move on to an important contri-
bution of our paper—namely, how a quantum com-
puter can test for and estimate quantifiers of symme-
try. These quantifiers are collectively called maximum
symmetric fidelities, with more particular names given
in what follows. We prove that our quantum compu-
tational tests of symmetry have acceptance probabili-
ties precisely equal to the various quantifiers. These
results endow these resource-theoretic measures with
operational meanings and allow us to estimate them
to arbitrary precision. Using complexity-theoretic lan-
guage, we demonstrate that several of these quantum-
computational tests of symmetry can be conducted in
the form of a quantum interactive proof (QIP) system
consisting of two quantum messages exchanged between
a verifier and a prover [19, 20]. Our results thus gener-
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alize previous results in the context of unextendibility
and entanglement of bipartite quantum states [21, 22];
additionally, we go on to clarify the relation between our
results and previous ones (Section 4). Simpler forms of
the tests can be conducted without the aid of a prover
and are thus efficiently computable on a quantum com-
puter.

In Section 4, we show how the established concepts
of k-extendibility or k-Bose extendibility [5, 6, 7] can
be recovered as special cases of our symmetry tests for
both bipartite and multipartite states. These exam-
ples are particularly interesting as they serve as tests of
separability. We also show there how to test for the co-
variance symmetry of quantum channels and measure-
ments, where the former includes testing the symme-
tries of Hamiltonian evolution as a special case [23].

Section 5 shows that the maximum symmetric fideli-
ties can be calculated by means of semi-definite pro-
grams, which is helpful for benchmarking the outputs
of the quantum algorithms for sufficiently small cir-
cuits. This follows from combining the known semi-
definite program for fidelity [24] with the semi-definite
constraints corresponding to the symmetry tests. Fur-
thermore, we employ representation theory [25] to sim-
plify some of the semi-definite programs even further,
by making use of the block-diagonal form that results
from performing a group twirl on a state.

We follow this in Section 6 by demonstrating the
use of variational quantum algorithms for estimating
the maximum symmetric fidelities for various example
groups. (See [26, 27] for reviews of variational quan-
tum algorithms and [28] for a review of the variational
principle). In general, this approach is not guaranteed
to estimate the maximum symmetric fidelities precisely,
as the parameterized circuit used is not able to real-
ize an arbitrarily powerful quantum computation. This
approach thus leads only to lower bounds on the max-
imum symmetric fidelities. However, we find that this
heuristic approach performs well for a variety of exam-
ple groups, including symmetry tests with respect to
Zso, the triangular dihedral group, a collective unitary
action, and a collective phase action. In Appendices D—
F, we go on to provide further examples for cyclic groups
and the quaternion group. We note that a recent work
adopted a similar variational approach for estimating
the fidelity of quantum states generated by quantum
circuits [29]. It is well known that this latter prob-
lem is QSZK-complete [30] and thus likely difficult for
quantum computers to solve in general. It remains an
open question to determine how well this variational ap-
proach performs generally, beyond the examples consid-
ered in this paper. We note that the algorithms defined
in this work rely on local measurements alone and, as
a consequence of the results of [31], should not suffer

from the barren plateau problem in which global cost
functions become untrainable. Since we have only con-
ducted simulations of our algorithms for small quantum
systems, it remains open to provide evidence that our
algorithms will avoid the barren plateau problem for
larger systems.

Finally, we review the resource theory of asymmetry
[13, 14]. After doing so, we define several generalized
resource theories of asymmetry (Section 7), including
both the resource theory of asymmetry and the resource
theory of k-unextendibility [15, 16] as special cases. As
part of this contribution, we also define resource theo-
ries of Bose asymmetry, which to our knowledge have
not been considered yet. This development shows that
the acceptance probabilities of the aforementioned algo-
rithms, i.e., maximum symmetric fidelities, are resource
monotones and thus well-motivated from the resource-
theoretic perspective.

In what follows, we proceed in the aforementioned
order, and we finally conclude in Section 8 with a brief
summary and a discussion of future questions.

2 Notions of symmetry

We introduce the notions of G-symmetric extendibility
and G-Bose symmetric extendibility, as generalizations
of the notions of G-symmetry [13, Section 2] and ex-
tendibility [5, 6, 7]. Later on in Section 3, we devise
quantum algorithms to test for these symmetries.

Let ps be a quantum state of system S with corre-
sponding Hilbert space Hg. Let G be a finite group,
and let Ugs(g) be a unitary representation [13, Sec-
tion 2] of the group element ¢ € G, where R indi-
cates another Hilbert space such that Ugrs(g) acts on
the tensor-product Hilbert space Hr ® Hs. Let g
denote the following projection operator:

RS = |G‘ Z URS (1)
geG
Observe that
IGs = Urs(9)1Gs = I sUrs(9), (2)

for all ¢ € G, which follows from what is called the
rearrangement theorem in group theory.

We now define G-symmetric extendible and G-Bose-
symmetric extendible states.

Definition 2.1 (G-symmetric extendible) A state pg is
G-symmetric extendible if there exists a state wrg such
that

1. the state wgrs is an extension of ps, i.e.,

Trr(wrs] = ps, (3)
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2. the state wrs is G-invariant, in the sense that

WRS = URS(g)UJRSURS(g)T Vg € G. (4)
Definition 2.2 (G-Bose symmetric extendible) A state
ps is G-Bose symmetric extendible (G-BSE) if there
exists a state wrs such that

1. the state wrs s an extension of pg, i.e.,
Trrlwrs] = ps, (5)
2. the state wrs satisfies
WRS = HgszSHg& (6)

Note that the condition in (6) is equivalent to wrs =
HgszS Or WRS = URS(Q)WRS for all g < G. AlSO, ob-
serve that pg is G-symmetric extendible if it is G-Bose
symmetric extendible, but the opposite implication does
not necessarily hold.

We have made no assumptions about the unitary rep-
resentation used thus far. It is important to mention the
case of projective unitary representations, due to their
physical relevance in the case of symmetries of density
operators. See, e.g., Eqgs. (1.2) and (1.3) of [32] for a
definition of a projective unitary representation. Re-
stricting to projective unitary representations helps in
avoiding trivial representations, and when considering
symmetries of density operators, they necessarily arise.
Furthermore, when considering example algorithms in
later sections, we limit ourselves to faithful represen-
tations of the groups involved. In principle, neither
faithfulness nor a projective representation are required
unless stated otherwise. The choice of representation
does matter when considering the symmetry of a state;
however, following conventions in existing literature, we
describe all symmetries with respect to the group and
omit the reliance on the representation in notation.

The notions of symmetry from Definitions 2.1 and 2.2
generalize both k-extendibility of bipartite states and
G-symmetry of unipartite states, as we discuss below.

Example 2.1 (k-extendible) Recall that a bipartite state
paB 18 k-extendible [5, 6, 7] if there exists an extension
state wap,...B, such that

TrBz-»-Bk[WABl---Bk} = PAB (7)
and

WAB;-B = WBI'”Bk (ﬂ—)wABl"'BkWBl”'Bk (W)T7 (8)
for all m € S, where each system By, ..., By is iso-
morphic to the system B and Wpg,...p, (7) is a unitary
representation of the permutation m € Sy, with Sy the

symmetric group. Then the established notion of k-
extendibility is a special case of G-symmetric extendibil-
ity, in which we set

S = ABy, (9)
R=Bs--- By, (10)
G =5, (11)
Urs(9) =14 ® Wg,...p, (7). (12)

Example 2.2 (k-Bose-extendible) A bipartite state pap
is k-Bose-extendible if there exists an extension state
WAB;---By, such that

Trp,...B,[waB,.-B,] = paB (13)
and
WABy By = HSBle'BkwABlmBkHSJJByTBkv (14)
where
" 5, ::% 3 Wayn, (m) (15)
TESK

is the projection onto the symmetric subspace. Thus, k-
Bose-extendibility is a special case of G-Bose-symmetric
extendibility under the identifications in (9)—(12).

Example 2.3 (G-symmetric) Let G be a group with pro-
jective unitary representation {Us(g) }gec, and let ps be
a quantum state of system S. A state pg is symmetric
with respect to G [13, 14] if

ps = Us(g9)psUs(g)! Vg eG. (16)

Thus, the established notion of symmetry of a state
ps with respect to a group G is a special case of G-
symmetric extendibility in which the system R is trivial.

Example 2.4 (G-Bose-symmetric) A state ps is Bose-
symmetric with respect to G if

ps =Us(g)ps Vg €G. (17)
The condition in (17) is equivalent to the condition
ps = 1§ psTlg, (18)
where the projector Hg is defined as
1
§ = = > Usl(g). (19)
G|
geG

Thus, the established motion of Bose symmetry of a
state ps with respect to a group G is a special case of
G-Bose symmetric extendibility in which the system R
is trivial.
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Although the concepts of G-symmetric extendibility
and G-Bose-symmetric extendibility, in Definitions 2.1
and 2.2, respectively, are generally different, we can re-
late them by purifying a G-symmetric extendible state
to a larger Hilbert space, as stated in Theorem 2.1 be-
low. The ability to do so plays a critical role in the
algorithms proposed in Section 3. We give a proof of
Theorem 2.1 in Appendix A.

Theorem 2.1 A state ps is G-symmetric extendible if
and only if there exists a purification w;SRS of ps sat-

isfying the following:

") rers = (Urs(9) ® Upg(9) [WF) psps V9 € G,
(20)
where the overbar denotes the entrywise complex conju-
gate. The condition in (20) is equivalent to

) rsas = Mg aslY”) rsrs: (21)
where
1 _
Hggﬁgg = il Z Urs(9) @ U pg(9)- (22)

geG

3 Testing symmetry and extendibility on
quantum computers

We can use a quantum computer to test for G-
symmetric extendibility of a quantum state, as well as
for other forms of symmetry discussed in the previous
section. We assume the following in doing so:

1. there is a quantum circuit available that prepares
a purification %, ¢ of the state pg,

2. there is an efficient implementation of each of the
unitary operators in the set {Urs(9)}4ec,

3. and there is an efficient implementation of each of
the unitary operators in the set {Urs(9)}geq-

The first assumption can be made less restrictive by
employing the variational, purification-learning proce-
dure from [29]. That is, given a circuit that prepares the
state pg, the variational algorithm from [29] outputs a
circuit that approximately prepares a purification of pg.
We should note that the convergence of the algorithm
from [29] has not been established, and so the first as-
sumption might be necessary for some applications. See
also [33].

The last assumption can be relaxed by the follow-
ing reasoning: a standard gate set for approximating
arbitrary unitaries in quantum computing consists of
the controlled-NOT gate, the Hadamard gate, and the
T gate [34]. The first two gates have only real entries

while the T' gate is a diagonal 2 x 2 unitary gate with
the entries 1 and e™/4. The complex conjugate of this
gate is equal to T7. Thus, if a circuit for Urs(g) is
constructed from this standard gate set, then we can
generate a circuit for Ugg(g) by replacing every T gate
in the original circuit with 7T,

We now consider various quantum computational
tests of symmetry that have increasing complexity. Ta-
ble 1 summarizes the main theoretical insight of this
section, which is that the acceptance probability of each
symmetry test can be expressed in terms of the fidelity
of the state being tested to a set of symmetric states.

To give insight along the way, we provide an example
along with the tests below. In particular, we consider
the dihedral group of the triangle, D3, which has or-
der six and is isomorphic to the symmetric group on
three elements, the smallest non-abelian group. Recall
that dihedral groups are the symmetry groups of regular
polygons.

Our example Ds is generated via a flip f and a
rotation 7: (e, f,r | 7> = e, f2 = e, frf = r~!). The
group thus has six elements {e, f,r, 72, fr, fr?}, where
e is the identity element. We will specify elements
r2, fr, fr? in order to enforce the rules of the group.

The group table for this dihedral group is given by

Group e f r r? fr | fr?

element
e e f r r2 fr | fr?
f f e fr | fr? r r2
r r fr2 | r? e f fr
r? r? fr e r fr?

fr r? e

To fully realize D3, we use a two-qubit unitary rep-
resentation and specify the generators as such: {e —
I, f - CNOT,r - CNOToSWAP}. A quick check con-
firms that these generators obey the commutation rules
of the group and generate the table above. Throughout
the next four sections, we substitute this group into the
presented algorithms to demonstrate their construction.

3.1 Testing G-Bose symmetry

Let us begin by discussing the simplest version of the
problem. Suppose that the state under consideration
is pure, so that we can write it as ¥g = |[¢)}¢|s, and
suppose that the R system is trivial. We recover the
traditional case of G-Bose symmetry mentioned in Ex-
ample 2.4. Thus, our goal is to decide if

[V)s =Us(g9)[)s Vg € G. (23)
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Test Algorithm | Acceptance Probability
G-Bose symmetry 1 MaXyeB-Sym, (p,0)
G-symmetry 2 max,csym, F(p,0)
G-Bose symmetric extendibility 3 maxyepseg F(p, o)
G-symmetric extendibility 4 MaX,eSymExtg £ (0, 7)

Table 1: Summary of the various symmetry tests proposed in Section 3 and their acceptance probabilities. For more details, see

Theorems 3.1, 3.2, 3.3, and 3.4.

This condition is equivalent to

[¥)s = TG [¥)s, (24)

where

1§ = |G|ZUS (25)

geqG

which is in turn equivalent to

IS 1w s, = 1. (26)

The equivalence

W)s =I§lw)s & |O§l)s|, = (27)

holds from the Pythagorean theorem and the positive
definiteness of the norm. Indeed,

|O§[¥)s|l, =1 = |[HGkp) SHZ =1= H|¢>S||(2

and since the Pythagorean theorem states that

IS 1)l + 1@ — T whsll; = ledsl3,  (29)

we conclude that ||(Is — II§)[¢)g||, = 0, which implies
that (Is — I1§)[¥))s = 0 from the positive definiteness
of the norm. This in turn is equivalent to the left-hand
side of (27). Thus, if we have a method to perform the
projection onto 11§, then we can decide whether (26)
holds.

There is a simple quantum algorithm to do so. This
algorithm was originally proposed in [35, Chapter 8] un-
der the name of “generalized phase estimation.” It pro-
ceeds as follows and can be summarized as “performing
the quantum phase estimation algorithm with respect
to the unitary representation {Us(9)}g4ec”:

Algorithm 1 (G-Bose symmetry test) The
consists of the following steps:

algorithm

1. Prepare an ancillary register C' in the state |0)¢

2. Act on register C with a quantum Fourier trans-
form.

s’

Figure 1: Quantum circuit to implement Algorithm 1. The uni-
tary U” prepares a purification ¥ g/ g of the state ps. The final
measurement box with the plus-sign to the right of it indicates
that the measurement {|+)+|c,Ilc — |+)}+|c} is performed.
(We use this same notation in several forthcoming figures.) Al-
gorithm 1 tests whether the state ps is G-Bose symmetric, as
defined in Example 2.4. Its acceptance probability is equal to
Tr[l1§ ps], where 11§ is defined in (25).

3. Append the state |¥)s and perform the following
controlled unitary:

> lg)gle ® Us(g).- (30)

geqG

4. Perform an inverse quantum Fourier transform on
register C', measure in the basis {|g)g|c}qec, and
accept if and only if the zero outcome |0)0|c oc-
curs.

Note that the register C' has dimension |G|. Also, we
can write the state |0)c as |e)¢, where e is the identity
element of the group. The result of Step 2 of Algo-
rithm 1 is to prepare the following uniform superposi-
tion state:

+)c = \/W > g (31)

geG

Although the quantum Fourier transform is specified
in Algorithm 1, in fact, any unitary that generates the
desired superposition state |+)¢ can serve as a replace-
ment in Steps 2 and 4 above and oftentimes leads to an
improvement in circuit depth. The same is true for all
algorithms that follow.
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Moving on, the overall state after Step 3 is as follows:

) oUs( (32)
\/‘?g;gc (g

The final step of Algorithm 1 projects the register C
onto the state |[4+)c. According to the aforementioned
convention, Algorithm 1 accepts if the identity element
outcome |e)e|c occurs. The probability that Algo-
rithm 1 accepts is equal to

2

((+lo ®15) l9)cUs(
C S \/ﬁg%;, g)c S 2
- ﬁZUs(g)Ms (33)
geG 9
= g i)sll;- (34)

Figure 1 depicts this quantum algorithm. Not only
does it decide whether the state |¢) g is symmetric, but
it also quantifies how symmetric the state is. Since the
acceptance probability is equal to ||H§|1/)>S H; and this
quantity is a measure of symmetry (see Theorem 7.2),
we can repeat the algorithm a large number of times to
estimate the acceptance probability to arbitrary preci-
sion.

The same quantum algorithm can decide whether a
given mixed state pg is G-Bose symmetric (see Exam-
ple 2.4). Similar to the above, it also can estimate how
G-Bose symmetric the state pg is. To see this, consider
that the acceptance probability for a pure state can be
rewritten as follows:

|| 1T ) sH2 TG | )] 5] (35)

Then since every mixed state can be written as a proba-
bilistic mixture of pure states, it follows that the accep-
tance probability of Algorithm 1, when acting on the
mixed state pg, is equal to

Tr[IT€ ps].- (36)

This acceptance probability is equal to one if and only
if ps = MG psIl§, and so this test is a faithful test of
G-Bose symmetry. The equivalence

Trlips] =1 & pg=UEpsll§  (37)
follows as a limiting case of the gentle measurement
lemma [36, 37] (see also [38, Lemma 9.4.1]):

I psTI§
TT[ngs] 1

1
2Ps

< /1 — Tr[II§ ps] (38)

Figure 2: Unitary Uy, with 8 = 2arctan(\[> generates the

equal superposition of six elements from (43). Note that the
controlled-Hadamard is controlled on the qubit being in the
state zero.

and the positive definiteness of the trace norm. Again,
through repetition, we can estimate the acceptance
probability Tr[II$ ps] and then employ it as a measure
of G-Bose symmetry (see Theorem 7.2).

Interestingly, the acceptance probability of Algo-
rithm 1 can be expressed as the maximum G-Bose-
symmetric fidelity, defined for a state pg as

max F(ps,o0s), (39)

os€B-Symg
where
B-Symg = {05 € D(Hg) : 05 = Hgasﬂg} ,  (40)

and the fidelity of quantum states w and 7 is defined as
39]

F(w,7) = |VavTl:. (41)

We state this claim in Theorem 3.1 below and provide
a proof of Theorem 3.1 in Appendix B.1. Thus, Al-
gorithm 1 gives an operational meaning to the maxi-
mum G-Bose-symmetric fidelity in terms of its accep-
tance probability, and it can be used to estimate this
fundamental measure of symmetry.

Theorem 3.1 For a state pg, the acceptance probability
of Algorithm 1 is equal to the mazimum G-Bose sym-
metric fidelity. That is,

Tgps] =  max  Flps,os).  (42)

os€B-Symg

Example 3.1 In the example of the dihedral group Ds,
the |+)c state is a uniform superposition of six ele-
ments. We use three qubits and the unitary Uy shown
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Figure 3: Quantum circuit implementing Algorithm 1 to test
G-Bose symmetry for D3. Compared to Figure 1, the systems
S and S’ are two qubits each, C consists of three qubits, and
|+)c is defined as Ug4|000).

in Figure 2 to generate an equal superposition of six
elements:

U4]000) = —(]000) + [001) + |010)+

Sl

011) + [100) + [101)).  (43)

These control register states need to be mapped to group
elements to be meaningful; thus, we employ the map-
ping {|000) — ,]001) — fr?|010) — fr,[011) —
r,|100) — f,[101) — r2} for our circuit constructions.
The circuit to test for Ds-symmetry is shown in Fig-
ure 3.

3.2 Testing G-symmetry

We now discuss how to modify Algorithm 1 to one that
decides whether a state pg is G-symmetric (see Exam-
ple 2.3), i.e., if

ps = Us(9)psUs(9)" Vge@. (44)

We also prove that the acceptance probability of the
modified algorithm (Algorithm 2 below) is equal to the
mazimum G-symmetric fidelity, defined as

max F(ps,0s), (45)
ocE€Symg

where

Symg =
{05 € D(Hs) : 05 = Us(g)osUs(g)' Vg € G}, (46)

and D(Hg) denotes the set of density operators acting
on the Hilbert space Hg. Thus, Algorithm 2 gives an
operational meaning to the maximum G-symmetric fi-
delity in terms of its acceptance probability, and it can
be used to estimate this fundamental measure of sym-
metry.

In the modified approach, we suppose that the quan-
tum computer (now called the verifier) is equipped with
access to a “quantum prover”—an agent who can per-
form arbitrarily powerful quantum computations. We
suppose that the quantum computer is allowed to ex-
change two quantum messages with the prover. The
resulting class of problems that can be solved using
this approach is abbreviated QIP(2), for quantum in-
teractive proofs with two quantum messages exchanged
[19, 20], and we note here that computational problems
related to entanglement of bipartite states [21, 22] and
recoverability of tripartite states [40] were previously
shown to be decidable in QIP(2). These latter prob-
lems were proven to be QSZK-hard, and it remains an
open question to determine their precise computational
complexity.

Let 1) s/ be a purification of the state pg, and sup-
pose that the verifier has access to a circuit U” that
prepares this purification of pg.

Algorithm 2 (G-symmetry test) The
sists of the following steps:

algorithm  con-

1. The verifier uses the circuit UP to prepare the state

[V)ss.

2. The wverifier transmits the purifying system S’ to
the prover.

3. The prover appends an ancillary register E in the
state |0) g and performs a unitary Ve p_, -

4. The prover sends the system S back to the verifier.
5. The verifier prepares a register C' in the state |0)¢.

6. The wverifier acts on register C' with a quantum
Fourier transform.

7. The verifier performs the following controlled uni-
tary:

> lg)gle ® Us(g) © Uglg). (47)
geG

8. The verifier performs an inverse quantum Fourier
transform on register C, measures in the basis
{loXglctgec, and accepts if and only if the zero
outcome [0)0|¢ occurs.

Figure 4 depicts this quantum algorithm. The overall
state after Step 3 of Algorithm 2 is

Voposp[¥)ssl0)e. (48)

The result of Step 6 is to prepare the uniform superpo-
sition state |[4)¢, which is defined in (31). After Step 7,
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AP

Figure 4. Quantum circuit to implement Algorithm 2. The
unitary U” prepares a purification ¥g/ g of the state ps. Algo-
rithm 2 tests whether the state ps is G-symmetric, as defined
in Example 2.3. Its acceptance probability is equal to the max-
imum G-symmetric fidelity, as defined in (45).

the overall state is

\/W Z l9)c )®U4(9) Vorpsm¥)ssl0)p

geG
(49)
For a fixed unitary Vg, _, ¢5/, the probability of ac-
cepting, by following the same reasoning in (33)—(34),
is equal to

IS5V 5y 5 [)50510) EHQ, (50)
where

= @ G‘ > Uslg (9). (51)
geG
Since the goal of the prover in a quantum interactive
proof is to convince the verifier to accept [19, 20], the
prover optimizes over every unitary Vg, , ¢ and the
acceptance probability of Algorithm 2 is given by

Jmax  [M§eVe g sml0)sslOs] (52)
S'E—SE’

The main idea behind Algorithm 2 is that if the
state pg possesses the symmetry in (44), then Theo-
rem 2.1 (with trivial reference system R) guarantees
the existence of a purification ¢44 of ps such that

6)ss = MGgld) g5 (53)

Since all purifications of a quantum state are related
by a unitary acting on the purifying system (see, e.g.,
[38]), the prover is able to apply a unitary taking the
purification |t)s/s to the purification |@)gg. After the
prover sends back the system S , the verifier then per-
forms a quantum-computational test to determine if the

|0) Ua

=
S~
Fany
%
X=X

fany
A\

2
|
©
-

fany
A\

Figure 5: Quantum circuit implementing Algorithm 2 to test
G-symmetry in the case that the group G is the triangular
dihedral group. Compared to Figure 4, the systems S and S’
are two qubits each, C' consists of three qubits, and |+)c is
defined as U;4|000). Both the SWAP and CNOT gates have no
imaginary entries, and thus they are equal to their own complex
conjugates.

condition in (53) holds. A discussion on how to choose
the size of register E can be found in Section 6.

We now formally state the claim made just after (44).
See Appendix B.2 for a proof of Theorem 3.2.

Theorem 3.2 The acceptance probability of Algorithm 2
is equal to the mazimum G-symmetric fidelity in (45),
i.e.,

max ||H

v S’EASE"'L/J>S’S|0 EH
S'E—SE/!

= max F(pg,o5). (54)
0sESymg
Example 3.2 For the triangular dihedral group example
(see Example 3.1), we use the same unitary Uy as in
(43) to prepare the superposition |+)c and the same
mapping of control states to group elements. The circuit
to test for G-symmetry is shown in Figure 5

Remark 1 (Testing incoherence) We note here that
testing the incoherence of a quantum state, in the sense
of [41, 42], is a special case of testing G-symmetry. To
see this, we can pick G to be the cyclic group over d ele-
ments with unitary representation {Z(z)},, where Z(z)
is the generalized Pauli phase-shift unitary, defined as

9
Ju

Z(z) =Y ™). (55)

<.
Il
=)

A state is symmetric with respect to this group if the
condition in (44) holds. This condition is equivalent to
the following one:

ps = |G| > Us(9)psUs(g)'- (56)

geG
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For the choice mentioned above, the condition in (56)
holds if and only if the state ps is diagonal in the
incoherent basis, i.e., if it can be written as ps =
> P)IiNil, where p(j) is a probability distribution.
Thus, Algorithm 2 can be used to test the incoherence
of quantum states.

3.3 Testing G-Bose symmetric extendibility

We now describe an algorithm for testing G-Bose sym-
metric extendibility of a quantum state pg, as defined
in Definition 2.2. The algorithm bears some similarities
with Algorithms 1 and 2. Like Algorithm 2, it involves
an interaction between a verifier and a prover. We prove
that its acceptance probability is equal to the maximum
G-BSE fidelity:

,nax  Flps;os); (57)

where BSE¢ is the set of G-Bose symmetric extendible
states:

BSEG =

Jg . 3 WRS € D(HRS),TI‘R[WRS] =03, (58)
wrs = Urs(g)wrs, Vg € G

Thus, the algorithm endows the maximum G-BSE fi-
delity with an operational meaning. Note that the con-
dition wrs = Ugrs(g)wrs for all g € G is equivalent
to

wrs = NFswrsFs, (59)
where

|G| > Uns(y (60)

geG

The algorithm is similar to Algorithm 2, but we list
it here for completeness. Let |¢) /s be a purification of
the state pg, and suppose that the circuit U prepares
this purification of pg.

Algorithm 3 (G-BSE test) The algorithm proceeds as
follows:

1. The verifier uses the circuit provided to prepare the
state |) g s.

2. The wverifier transmits the purifying system S’ to
the prover.

3. The prover appends an ancillary register E in the
state |0) g and performs a unitary Vo' g rps -

4. The prover sends the system R back to the verifier.

5. The vertfier prepares a register C in the state |0)¢

E/

S’ R

A=

Figure 6: Quantum circuit to implement Algorithm 3. The
unitary U’ prepares a purification ¢ g/g of the state pg. Al-
gorithm 3 tests whether the state ps is G-Bose symmetric ex-
tendible, as defined in Definition 2.2. Its acceptance probability
is equal to the maximum G-BSE fidelity, as defined in (57).

6. The wverifier acts on register C' with a quantum
Fourier transform.

7. The verifier performs the following controlled uni-
tary:

> l9Xgle ® Ursl(g), (61)

geG

8. The verifier performs an inverse quantum Fourier
transform on register C, measures in the basis
{loXglctgec, and accepts if and only if the zero
outcome [0)0|¢ occurs.

Figure 6 depicts this quantum algorithm. The overall
state after Step 3 is

Vs e—re|¥)ss]0)E- (62)

Step 6 prepares the uniform superposition state |+)c,
which is defined in (31). After Step 7, the overall state
is

Ws esre|Y)ss|0)e.  (63)

\/E > 19)cUrs(g

geG

The last step can be understood as the verifier project-
ing the register C' onto the state |[+)¢

The probability of accepting, following the same rea-
soning as before, is equal to

T sV mo rir [¥) 57510} 2| (64)

where I1% is defined in (60). As before, the goal of the
prover in a quantum interactive proof is to convince the
verifier to accept [19, 20], and so the prover optimizes
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Figure 7: Quantum circuit implementing Algorithm 3 to test G-
Bose symmetric extendibility for the triangular dihedral group.
Compared to Figure 6, the systems S and S’ are one qubit each,
C consists of three qubits, and |+)¢ is defined as U4|000).

over every unitary Vg, p_, ap . The acceptance proba-
bility of Algorithm 3 is then given by

2
max ||HgSVS/E—>RE"¢>S/S|O>EH2' (65)
Vs'gre!
Our proof of the following theorem is similar to the
proof given for Theorem 3.2; for completeness, we pro-
vide a proof in Appendix B.3.

Theorem 3.3 The mazimum acceptance probability of
Algorithm 8 is equal to the mazimum G-BSE fidelity
in (57), i.e.,

. max ||Hg5VS/E—>RE'|¢>S’S|O>EH§
S'E—RE/’

= m F
os EBa’gi*]G (pS7 US)’ (66)
where the set BSEq is defined in (58).

Example 3.3 For the triangular dihedral group example
(see Example 3.1), we use the same unitary Uy to pre-
pare the superposition |+)c and the same mapping of
control states to group elements. The circuit to test for
G-Bose symmetric extendibility is shown in Figure 7.

3.4 Testing G-symmetric extendibility

The final algorithm that we introduce tests whether
a state pg is G-symmetric extendible (recall Defini-
tion 2.1). Similar to the algorithms in the previous sec-
tions, not only does it decide whether pg is G-symmetric
extendible, but it also quantifies how similar it is to
a state in the set of G-symmetric extendible states.
The acceptance probability is equal to the mazimum
G-symmetric extendible fidelity:

max  F(ps,0s), (67)

o5 ESymExt g

where

SymExtq =

os :Jwrs € D(Hrs), Trr(wrs] = o0s, (68)
wrs = Urs(9)wrsUrs(9)' Vg € G

We again operate in the model of quantum interactive
proofs, in which a verifier interacts with a prover.

We list the algorithm below for completeness, noting
its similarity to the previous algorithms. Let [¢)g/s
be a purification of the state pg, and suppose that the
circuit UP prepares this purification of pg.

Algorithm 4 (G-SE test) The algorithm proceeds as fol-
lows:

1. The verifier uses the circuit UP to prepare the state
[¥)srs, which is a purification of the state pg.

2. The verifier transmits the purifying system S’ to
the prover.

3. The prover appends an ancillary register E in the
state |0) g and performs a unitary Ve p_, padm: -

4. The prover sends the systems RRS back to the ver-
ifier.

5. The verifier prepares a register C in the state |0)¢.

6. The wverifier acts on register C' with a quantum
Fourier transform.

7. The verifier performs the following controlled uni-
tary:

> lgNgle ® Urs(9) @ Ugglg),  (69)
geG

8. The verifier performs an inverse quantum Fourier
transform on register C, measures in the basis
{lgXglc}gec, and accepts if and only if the zero
outcome [0)0|c occurs.

Figure 8 depicts this quantum algorithm. After
Step 3, the overall state is
VS'E—>RR§E/|1/)>S’S|O>E- (70)

Step 5 prepares the uniform superposition state |+)c,
which is defined in (31). After Step 7, the overall state
is

3" (9o (Uns(g) © Tasle)) VIehsrslo)m, (71)

V |G| g€eG

where V' = Vg, o ppep- The last step can be under-
stood as the verifier projecting the register C' onto the
state |+)c.
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Figure 8: Quantum circuit to implement Algorithm 4. The
unitary U” prepares a purification ¥ g5 of the state ps. Algo-
rithm 4 tests whether the state ps is G-symmetric extendible,
as defined in Definition 2.1. Its acceptance probability is equal
to the maximum G-symmetric extendible fidelity, as defined
in (67).

The probability of accepting is equal to

2
HH%SRS‘VS/EHRRSE’ [V)s510) ||2 ; (72)

where Hgsgg is defined in (22). As before, the prover
optimizes over every unitary Vg, p_ ppep - The accep-

tance probability of Algorithm 4 is then given by

2
0G5 25Ve mosrase ¥)ssl0)e], - (73)

Our proof of the following theorem is similar to the
proof given for Theorem 3.2. For completeness, we pro-
vide our proof in Appendix B.4.

Theorem 3.4 The mazimum acceptance probability of
Algorithm 4 is equal to the maximum G-symmetric ex-
tendible fidelity in (67), i.e.,

G 2
HHRSRSVS’E%RRSE’|1/}>S'S|O>EH2

F(ps,os), (74)

max
Vs'erRSE

= max
o5 E€SymExt

where the set SymExtq is defined in (68).

Example 3.4 For the triangular dihedral group example
(see Example 3.1), we use the same unitary Uy to pre-
pare the superposition |+)c and the same mapping of
control states to group elements. The circuit to test for
G-symmetric extendibility is shown in Figure 9.

0) Uq U A=

S
&

V)

AV %4

X%

j0) =

fany
A\

<
Pany
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X—x
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Figure 9: Quantum circuit implementing Algorithm 4 to test
G-symmetric extendibility in the case that the group G is the
triangular dihedral group. Compared to Figure 8, the systems S
and S’ are one qubit each, C consists of three qubits, and [+)c
is defined as Uq|000). Both the SWAP and CNOT gates have
no imaginary entries and thus are equal to their own complex
conjugates.

Remark 2 (Extensions to compact groups)

Throughout our paper we have focused on discrete,
finite groups; however, these notions of symmetry
and the algorithms presented above in principle may
be extended to continuous groups as well, permitting
certain conditions hold. We leave a detailed investiga-
tion of this topic for future work and only discuss this
extension briefly here. In particular, our algorithms
can be generalized to any compact Lie group represented
on a finite-dimensional quantum system. The primary
limitation in cases of compact groups is realizing the
following projection [43]

e = / __dulg) Ua). (75)

where U(g) is the unitary representation of g and u(g)
is the Haar measure for the group. It follows from
Caratheodory’s theorem that there exists a probability
mass function {p(g)}qec, where G' is a finite set, such
that the following equality holds:

=" p(g)U(g). (76)

geG’

As such, since our algorithms ultimately realize this pro-
jection for the case in which p(g) is uniform, they can
be genmeralized in the following way. For concreteness,
we consider the following generalization of Algorithm 1,
but we note that our other algorithms can be generalized
similarly:

1. Prepare an ancillary register C in the state

ey =Y V/p(9)lg)- (77)

geG’

2. Append the state |1)s and perform the following
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controlled unitary:

> ladgle @ Us(g). (78)

geG’

3. Perform the measurement {|lopXeplc,lc —
lepXeplc} on the register C, and accept if and
only if the outcome |p,Xpplc occurs.

Following similar calculations given in (31)—(35), we
conclude that the acceptance probability of this algorithm
is equal to Tr[I%|)1)|s].

Although this abstract presentation of the general-
1zed algorithm seems straightforward, there are some key
questions to address before realizing it in practice. What
is the probability mass function {p(g)}gecc’ that results
from applying Caratheodory’s theorem? This theorem
only guarantees the existence of such a probability mass
function, but it does not construct it. Once the probabil-
ity mass function is known, is the state |pp)c efficiently
preparable? Addressing these two questions would lead
to an efficient algorithm for estimating Tr[I1¢|)1)|s].
When the group representation permits a t-design [44],
then it is straightforward to realize the algorithm, and
we consider some examples in Sections 6.3 and 6.4. In
general, addressing these questions may not be trivial;
the topic of t-designs is addressed in a large body of work
[45, 44, 46] beyond the scope considered here.

4  Tests of k-extendibility of states and
covariance symmetry of channels

The theory developed in Section 3 is rather general. In
the forthcoming subsections, we apply it to test for ex-
tendibility of bipartite and multipartite quantum states
and to test for covariance symmetry of quantum chan-
nels and measurements. Later on in Section 6, we con-
sider many other example of groups and symmetry tests
and simulate the performance of Algorithms 1-4.

4.1 Separability test for pure bipartite states

We illustrate the G-Bose symmetry test from Sec-
tion 3.1 on a case of interest: deciding whether a pure
bipartite state is entangled. This problem is known to
be BQP-complete [47], and one can decide it by means
of the SWAP test as considered in [48]. The SWAP
test as a quantum computational method of quantifying
entanglement has been further studied in recent work
[49, 50].

Let 14 g be a pure bipartite state, and let 1/)%]]; denote
k copies of it. Then we can consider the permutation
unitaries Wp,...p, (7) from Example 2.1. This example

is a special case of G-Bose symmetry with the identifi-
cations

S < AlBl e AkBk;, (79)
Us(g) <> 1a,..a, @ Wg, .5, (). (80)

The acceptance probability of Algorithm 1 is equal to
Sym
TY[HByl..‘BkP%k]a (81)

where the projection HSBBT_H. 5, onto the symmetric sub-

space is defined in (15) and pp = Tra[thap]. We note
that there is an efficient quantum algorithm to imple-
ment this test [51, Section 4], which amounts to an in-
stance of the abstract formulation in Algorithm 1. For
k = 2, this reduces to the well-known SWAP test with
acceptance probability

1
P2 = (1+ Tilo)) (52)

For k = 3, the acceptance probability is

1
P =2 (43T +2Trlh]) . (89)

For k = 4, the acceptance probability is

Pl = o (1+ 6Tl + 3 (Trloh)
+ 8 Telp}] + 6 Trlph]).  (84)
We conclude that
P2l > p) > pld), (85)

because Tr[p*] = 3 ; A%, where the eigenvalues of p are
{\;};, and for all z,y € [0, 1],

1
5 (z+27)

> % (z + 32® + 22%) (86)
> 2—14 (z + 62® + 322y + 82 + 62").  (87)

The inequalities in (85) imply that the tests become
more difficult to pass as k increases. In a previous ver-
sion of our paper [52], we speculated that this trend
of decreasing acceptance probability continues as k in-
creases. Indeed, this was subsequently shown to be true
in [53].

We can interpret these findings in two different ways.
For each k, the rejection probability 1 — pgf% can be un-
derstood as an entanglement measure for pure states,
similar to how the linear entropy 1 — Tr[p%] is in-
terpreted as an entanglement measure. Indeed, these
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quantities are non-increasing under local operations and
classical communication that take pure states to pure
states, as every Rényi entropy (defined as ﬁ log Tr[p%]
for « € (0,1) U (1,00)) is an entanglement measure for
pure states [54]. Another interpretation is that, if us-
ing these tests to decide if a given pure state is product
or entangled, a decision can be determined with fewer
repetitions of the basic test by using tests with higher
values of k.

4.2 Separability test for pure multipartite states

We can generalize the test from the previous section to
one for pure multipartite entanglement. Let 14,...4,,
be a multipartite pure state, and let 1/}%’5,” 4,, denote
k copies of it. For i € {1,...,m} and m; € S, let
Wa, ,-a,,(m) denote a permutation unitary, where i
is an index for the ith party, and the notation A; ; for
j € {1,...,k} indicates the jth system of the ith party.
This example is a special case of G-Bose symmetry with
the identifications:

S<_>Al,l"'Al,k"'Am,l"'Am,ka (88)
US(g) < ®WA1,1---A7‘,,1€(7TZ')7 (89)
i=1
m times
—N—
G > Sk x -+ X Sk, (90)
g (T, s Tm), (91)

where x denotes the direct product of groups. The G-
Bose symmetry test from Section 3.1 has the following
acceptance probability in this case:

Sym
Tr ®HA};,1"'A1,k¢§f"'Am ' (92)
i=1

Note that one can again use the circuit from [51, Sec-
tion 4] to implement this test. For k = 2, this test is
known to be a test of multipartite pure-state entangle-
ment [48], which has been considered in more recent
works [49, 50]. As far as we aware, the test proposed
above, for larger values of k, has not been considered
previously. Presumably, as was the case for the bipar-
tite entanglement test mentioned above, the multipar-
tite test is such that it becomes easier to detect an en-
tangled state as k increases. We leave its detailed anal-
ysis for future work.

4.3 k-Bose extendibility test for bipartite states

We now demonstrate how the test for G-Bose symmet-
ric extendibility from Section 3.3 can realize a test for
k-Bose extendibility of a bipartite state. Since every
separable state is k-Bose extendible, this test is then

indirectly a test for separability. To see this in detail,
recall that a bipartite state o 4 p is separable if it can be
written as a convex combination of pure product states
[54, 55]:

oan =3 px (@0 © 6, (93)

where py is a probability distribution and {¢%}, and
{¢%}. are sets of pure states. A k-Bose extension for
this state is as follows:

WAB;--B;, = ZPX (2)Wa ®dE, @ @¢%,.  (94)

By making the identifications discussed in Example 2.2,
it follows from Theorem 3.3 that the test from Sec-
tion 3.3 is a test for k-Bose extendibility. For an input
state pap, the acceptance probability of Algorithm 3 is
equal to the maximum k-Bose extendible fidelity

wAI;lea;e)fBEF<pAB7wAB)7 (95)
where k-BE denotes the set of k-Bose extendible states,
as defined in Example 2.2.

This test for k-Bose extendibility was proposed in
[21, 22] for understanding the computational complex-
ity of the circuit separability problem. In that work,
it was not mentioned that the test employed is a test
for k-Bose extendibility; instead, it was suggested to be
a test for k-extendibility. Thus, our observation here
(also made earlier by [56]) is that the test proposed
in [21, 22] is actually a test for k-Bose extendibility,
and we consider in the next section a true test for k-
extendibility. The main results of [21, 22] were the com-
putational complexity of the circuit version of the sep-
arability problem, and so the precise kind of test used
was not particularly important there.

4.4  k-Extendibility test for bipartite states

In this section, we discuss how the test for G-symmetric
extendibility from Section 3.4 can realize a test for k-
extendibility of a bipartite state. Due to the known
connections between k-extendibility and separability
[57, 58, 59, 60], this test is an indirect test for sepa-
rability of a bipartite state. Since every separable state
is k-Bose extendible, as discussed in Section 4.3, and
every k-Bose extendible state is k-extendible, it follows
that every separable state is k-extendible.

By making the identifications discussed in Exam-
ple 2.1, it follows from Theorem 3.4 that the test from
Section 3.4 is a test for k-extendibility. For an input
state pap, the acceptance probability of Algorithm 4 is
equal to the maximum k-extendible fidelity

Jmax F(pap,was), (96)
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where k-E denotes the set of k-extendible states, as de-
fined in Example 2.1.

As far as we are aware, this quantum computational
test for k-extendibility is original to this paper, however
inspired by the approach from [21, 22]. It was argued in
[21, 22] that the acceptance probability of the test there
is bounded from above by the maximum k-extendible
fidelity, which is consistent with the fact that the set
of k-Bose extendible states is contained in the set of
k-extendible states and our observation here that the
acceptance probability of the test in [21, 22] is equal to
the maximum k-Bose extendible fidelity.

4.5 Extendibility tests for multipartite states

We discuss briefly how the tests from Sections 3.3 and
3.4 apply to the multipartite case, using identifications
similar to those in (88)—(91).

First, let us recall the definition of multipartite ex-
tendibility [61]. Let 04,..4, be a multipartite state.
Such a state is (ki, ..., kn)-extendible if there exists a
state WA, ;- Ay g, Ap1Ap g, Such that

OA,---A, =

TrA1,2"'A1,k-1 Am2e Am ke, [wAl,l AL gy Amot "'Am,km]
(97)

and

WAL Aty Am Ak,

T
w X
Al,l"'Al,kl"'Am,l"'Am,km Al,l Al,kl Am,l Am,km

(W] O (8)

A1 A Ky Am,

for all 7w, where m = (71,...,7m) € Sk, X -+ xSy, and
m
T _ T
AL1 ALk Am 1 A kg, ’ Aja Ak
i=1

(99)

A multipartite state is (k1,. ..,k )-Bose extendible if
there exists a state WAy 1Ay gy A such that
(97) holds and

m, 1 Am kg,

WAL 1At oy Ama Ay,

HA1,1"-A1,k1 e Am1 A ey WAL AL kg A1 A ke,

X HA1,1"'A1,k1“'Am,1"'Am,km’ (100)
where
m
o Sym

HA1,1"'A1,k1"'Am,l"'Am,km = HAiylmAi,ki? (101)

=1
1A =L > Wy
AiaAik, k! AinAigg

T €Sk,
(102)

By making the identifications

S < A171 R Am,l, (103)

R<—>A1,2"'A1,k:1"'Am,2"'Am,k:ma (104)

URS(g) A ®WAi,1”'Ai,ki (ﬂ-i)’ (105)
=1

G 4> Sy, X+ x Sk, (106)

g (M1, Tm), (107)

it follows that Algorithm 3 is a test for multipartite

(k1,...,km)-Bose extendibility of a state pa,...4,,, with
acceptance probability equal to
Flpan waa ), (108
s X e (Pas- A WAy -a,,),  (108)
and Algorithm 4 is a test for multipartite (kq, ..., kmn)-

extendibility of a state pa,...a,,, with acceptance prob-
ability equal to

max F(pAr"Amval”'Am)v (109)

WAy Ay €K1,k )-

where (k1,...,kn)-BE and (ki1,...,kn,)-E denote the
sets of (k1,...,km)-Bose extendible and (ki,...,kn,)-
extendible states, respectively.

4.6 Testing covariance symmetry of a quantum
channel

We can also use the test from Algorithm 2 to test for
covariance symmetry of a quantum channel. Before
stating it, let us recall the notion of a covariant chan-
nel [62]. Let G be a group, and let {Ua(g)}gee and
{VB(9)}gec denote projective unitary representations
of G. A channel N4_,p is covariant if the following
G-covariance symmetry condition holds

NaspolUa(g) =Ve(g)oNass  VYgeG, (110)
where the unitary channels U4 (g) and Vp(g) are respec-
tively defined from Ux(g) and Vi(g) as

Ua(g)(wa) = Ua(g)waUa(g)",
Vi(9)(78) = Va(9)T8Va(9)'.

(111)
(112)
It is well known that a channel is covariant in the

sense above if and only if its Choi state is invariant in
the following sense [63, Eq. (59)]:

Np = Ur(g) @ VB(9)(PHp) Vge G,  (113)
where
Ur(9)(wr) = Ugr(9)wrUr(9)", (114)
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and the superscript T indicates the transpose. Also, the
Choi state &Y is defined as

ONp = Nap(Pra),

1 N 0 -
Ppra = A D 1)l @ [i)]a-
i

(115)
(116)

Suppose then that a circuit is available that generates
the channel N4_,pg. Similar to the first assumption in
Section 3, we suppose that the circuit realizes a unitary
channel Wa g/, gg that extends the original channel, in
the sense that

NA*}B(WA) = (TI'E OWAE’%BE)(‘UA ® |O><0‘E’)~ (117)

Then to decide whether the channel is covariant, we
send in one share of a maximally entangled state to the
unitary extension channel, such that the overall state is

War pe(®Pra @ [0)0]£). (118)
Now making the identifications
E+ 9, (119)
RB + S, (120)
Ur(g9) ® VB(g) < Us(g), (121)

we apply Algorithm 2, and as a consequence of Theo-
rem 3.2, the acceptance probability is equal to

max  F(®Np,0rB), (122)

orBESymg

where

Symg =
_ons € D(Hnp) : . (123)
or = (URr(9) ®VB(9))(0rB) Vg € G

Thus, the test accepts with probability equal to one if
and only if the channel is covariant in the sense of (110).

We note here that a special kind of channel is a uni-
tary channel induced by Hamiltonian evolution (i.e.,
N(-) = e "#t()etHt where H is the Hamiltonian and ¢
is the evolution time). This special case was considered
in [23], in which channel symmetry tests were employed
as Hamiltonian symmetry tests.

4.7 Testing covariance symmetry of a quantum
measurement

Recall that a quantum measurement is described by a
positive operator-valued measure (POVM), which is a
set A = {A},cx of positive semi-definite operators

such that ) _, A = 1. From this set, we can define a
quantum measurement channel as follows:

= " Tr[A%ps]laalx.

zeX

Ms_x(ps) (124)

where {|z)x }secx is an orthonormal basis.

A POVM is G-symmetric (also called group covari-
ant) if there exists a projective unitary representation
{U(9)}yeq of a group G such that

U(g)'A*U(g) e A VgeG, zeX. (125)
G-symmetric POVMSs have been studied extensively in
the literature [64, 65, 66, 67], and they arise in many
applications, having to do with state discrimination [68]
and estimation [69]. Tt is thus of interest to determine
whether a given POVM is G-symmetric.

Connecting to the previous section, a measurement
channel Mg_,x is G-symmetric if there exist projec-
tive unitary representations {U(g)},c and {W(g)}
such that

geG

Mg x olU(g) =W(g9)o Ms_,x Vge€GQG. (126)

Plugging into (124), the condition in (126) becomes

ZTr

reX

=Y TALpsIW(g)la)alx W(9)| Vg eG. (127)

9)'A"U(g)ps]|a)x|x

Since the output system X is classical, it is sensible to
restrict the unitary W(g) to be a shift operator that
realizes a permutation m, of the classical letter x, so
that we can write

ZTr

9)'AU (g)ps]la)e|x

zeX

= 3 TA%ps]mg(@)mg(@)lx  (128)
reX

=2 TAY *pslle)elx. (129)
rzeX

Since this equation holds for every input state p, we
conclude that the following condition holds for a G-
symmetric measurement channel:
a1
Ulg)TA"U(g) = Ay ) vgeG, zex, (130)
coinciding with the definition given in (125).
As a consequence of the connection between (126)
and the definition in (125), we can use the methods
from the previous section to test whether a POVM is
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G-symmetric. Recall that the Choi state of a measure-
ment channel has the following form (see, e.g., [55, Eq.
(3.2.162))):

Oy = Mg x(Prs) = |X| Z AT @ |z)z|x

TEX
(131)
By appealing to (113), (126), and (130), it follows that
a POVM is G-symmetric if and only if its Choi state is
G-symmetric in the following sense:

Ur(g) @ Wx(9)) (@) = 5% Vge G,  (132)
or equivalently, if
i 2 Mn) (AR @ I, @))imy )] x
reX
Wb% (A" @ |zNz|x  Vge G (133)

One method for performing a measurement on a
quantum system S is to employ a unitary circuit Ugx
acting on the system S and a probe system X pre-
pared in the state |OX0|x (see, e.g., [55, Figure 3.1]).
This is then followed by a projective measurement
{|z)z|x }rcx in the standard basis of the probe sys-
tem X. To realize this process in a fully unitary manner,
we can attach two probe systems X and X’ to the sys-
tem S, prepared in the state [0X0|x ® |0X0|x/, perform
the unitary Ugx, followed by generalized controlled-
NOT gates from X to X’. If we send in one share S of
a maximally entangled state ®pg, the resulting state is

Cxx'Usx (Brs  [0)0|x @ [0)0]x/) Uk Cl ./, (134)

where Cx x+ denotes the generalized CNOT gate, de-
fined through Cxx/|z)x|0)xs = |z)x|z)x/. Tracing
over systems S and X', the resulting state is the Choi
state of the measurement channel, as given in (131).
Thus, by making the identifications

SX' « 8, (135)
RX © S, (136)
Ur(g) @ Wx(g) « Us(g), (137)

we apply Algorithm 2, and as a consequence of Theo-
rem 3.2, the acceptance probability is equal to

max  F(ON,, orx), (138)
oRrx €Symg
where
Symg =
_onx € D(Hrx) : . (139)
orx = (Ur(g) ® Wx(9))(orx) Vg € G

Thus, the test accepts with probability equal to one
if and only if the POVM is G-symmetric, as defined
n (125). Finally, we remark that it suffices to restrict
the optimization over ogx to be over quantum-classical
states of the form opx = > . 0% ® [z){2|x, where
each % is positive semi-definite and ) e Tr[6g] = 1.
This follows because the Choi state <I> is quantum-
classical (and thus invariant under Such a dephasing),
and the fidelity does not decrease under the action of
a completely-dephasing channel on the classical sys-
tem X. It thus suffices to optimize over quantum-
classical opx satisfying

Y 0% © |e)zlx =

rzeX
Z Ur(9)(6%) @ |mg(z))my(2)|x, (140)

for all g € G, or equivalently, &;"(1) = Ur(g)(6%) for
allz € X and g € G.

5 Semi-definite programs for maximum
symmetric fidelities

In this section, we note that the acceptance proba-
bilities of Algorithms 1-4 can be computed by means
of semi-definite programming (see [70, 71, 55] for re-
views). This is useful for comparing the true values of
the acceptance probabilities of Algorithms 1-4 to esti-
mates formed from executing them on near-term quan-
tum computers; however, this semi-definite program-
ming approach only works well in practice if the circuit
U? acts on a small number of qubits. This limitation
holds because the semi-definite programs (SDPs) run
in a time polynomial in the dimension of the states in-
volved, but the dimension of a state grows exponentially
with the number of qubits involved.

We note that the fact that the acceptance probabili-
ties of Algorithms 1-4 can be computed by semi-definite
programming follows from a more general fact that the
acceptance probability of a QIP(2) algorithm can be
computed in this manner [19, 20]; however, it is helpful
to have the explicit form of the SDPs available.

We now list the SDPs for the acceptance probabili-
ties of Algorithms 1-4. To begin with, let us note that
the acceptance probability of Algorithm 1 is equal to
Tr[I1$ ps], and so there is no need for an optimization.
This quantity can be calculated directly if the projection
matrix 11§ and the density matrix pg are available. Al-
ternatively, one could employ an optimization as given
below. Let us first note that the root fidelity of states
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w and 7 can be calculated by the following SDP [24]:

o},

(141)
where L(#H) is the space of linear operators acting on
the Hilbert space ‘H. Each of the sets B-Symg, Symq,
BSE¢, and SymExt, are specified by semi-definite con-
straints. Thus, combining the optimization in (141)
with various constraints, we find that the acceptance
probabilities of Algorithms 1-4 can be calculated by
using the following SDPs, respectively:

w T
VF(w,7) = max {Tr[Re[Xn: [X X

XeL(H) T

max \/F(Ps, os)

ocs€B-Symg
Tr[Re[X]] :
ps X! >0
= max os| — 7 ¢, (142)
XeL(Hs),
0520 Trlog] =1,

s = Hgggl_[g

max \/F(PS; os)

ogESymg
Tr[Re[X]] :
ps X1 >0
= max X og| 7 )
XeL(Hs),
7520 Trlos] = 1,
os =Us(9)osUs(g)" Vg € G
(143)
F
Uslélgg(EG f(ps’ O-S)
Tr[Re[X]] :
T
[; T . ] 20, (144)
= Xeﬁcl?ﬁs% YR[WRS] s
wrs >0 Trlwrs] = 1,

_ G G
wrs = HEswrslEg

max  VF(ps,05) =

osE€SymExtg
Tr[Re[X]] :
ps. X 1 >0,
max X Trplw o
e Nl o1

wrs = Urs(9)wrsUrs(9)' Vg € G
(145)

We note here that the complexity of the SDPs in
(143) and (145) can be greatly simplified by employing

basic concepts from representation theory (i.e., Schur’s
lemma). See [25] for background on representation the-
ory and Propositions 4.2.2 and 4.2.3 therein for Schur’s
lemma. Focusing on the SDP in (143), it is well known
that there exists a unitary W that block diagonalizes
every unitary in the set {U(g)}4eq, as follows:

Ulg) =W (@ Iy ® UA(Q)) wi, (146)
A

where the variable A labels an irreducible representa-
tion (irrep) of U(g), the matrix I,,, is an identity ma-
trix of dimension my, and the unitary Uy (g) is an irrep
of U(g) with multiplicity my. This same unitary W
induces a direct-sum decomposition (called isotypic de-
composition) of the Hilbert space H for ps and og as
follows:

WiH = Ha, (147)
A
Hy = CcC"™ ® IC)\, (148)

where Hy is the space on which I,,,, ® Ux(g) acts and
Ky is the factor on which Ux(g) acts. Noting that the
condition

os =Us(9)osUs(g)!  VgeG (149)
is equivalent to
os =Ta(os), (150)
where the group twirl channel is defined as
1
Ta() = Il Z Us(9)()Us(g)", (151)

geG

it then follows from (146) and Schur’s lemma that the
twirl channel 7¢ has the following form (see page 8 of

[12)):

Ta()=Wo <Z(idm ®@Dy) o 7>A> oWl (152)
A

where W(-) := W(-)WT, the map Py projects onto Hy
(i.e., Pa(:) == IIx()II,, with II, the projection onto
H»), the map id,,, denotes the identity channel acting
on the multiplicity space, and D) denotes a completely
depolarizing channel with the action Dy(-) = Tr[]my,
with 7y = I, /d\ and d) the dimension of ). The
effect of the twirl 7¢ on a general input o is then

To(o) =W <@ Tro[IL\WTo W] ® m) WT. (153)
A

It then follows that every state satisfying (150) has the
following form:

og = W <®6’)\ ®7T)\> WT,

A

(154)
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where {F,} is a set of positive semi-definite operators
such that ), Tr[g\] = 1. Thus, when performing the
optimization in (143), it suffices to find the diagonal-
izing unitary W for the representation {U(g)}4eq (for
which an algorithm is known [72, Section 9.2.5]) and
then optimize over the set {5}, thus greatly reducing
the space over which the optimization needs to be con-
ducted. This kind of reduction was recently exploited
in [73], and a Matlab toolbox was provided in [74]. We
note that we can employ similar reasoning to simplify
the optimization in (145).

It also follows from Schur’s lemma that the group
projection II§ has the following form [75, Egs. (1)—(2)]:

ng =w (@ Sxx Imy ®]Idk> wt,
A

= WIIL,, WT,

(155)

(156)

where )\; is the irrep for the trivial representation of
{Us(9)}gec- Noting that dy, = 1 for this irrep, it fol-
lows that IIy, acts as I,,,, on this subspace. Thus, in
the optimization in (142), it follows that every state og
satisfying og = Hgasﬂg has the following form:

Waoy, Wi, (157)
where o, is a state with support only in the space H,,,
i.e., satisfying oy, = II,0,II),. In this way, we can
simplify the optimization task in (142). We finally note
that we can employ similar reasoning to simplify the
optimization in (145).

6 Variational algorithms for

symmetry

testing

Having established that the acceptance probabilities
can be computed by SDPs for circuits on a sufficiently
small number of qubits, we now propose variational
quantum algorithms (VQA) for use on quantum com-
puters as a proof-of-concept implementation of these
tests (see [26, 27] for reviews of variational quantum
algorithms). These algorithms make use of variational
machine learning techniques to mimic the action of the
prover in Algorithms 2-4; however, these techniques
are in general limited in terms of their capabilities and
thus do not fully satisfy the all-powerful nature of the
prover called for in quantum interactive proofs. Note
also that training a VQA has been shown to be NP-
hard [76]; nonetheless, implementing such methods on
near-term quantum devices gives a rough lower bound
on the symmetry measures of interest. In the future,
more advanced techniques could be substituted into the
prover’s position in an equivalent manner to improve

on these lower-bound estimates. We present here a
series of examples and show the circuit diagrams and
VQA performance for these tests. To demonstrate the
wide-ranging applicability of these algorithms, we have
performed symmetry tests for a variety of groups. We
present a subset of them now and defer the rest of them
to Appendices D through F in the interest of space.

For the algorithms discussed in this section, all code
was implemented in Python using Qiskit (a Python
package used for quantum computing with IBM Quan-
tum). For each algorithm, the noiseless variant was
implemented using the IBM Quantum noiseless simu-
lator. For the noisy versions, we use the noise model
from the IBM-Jakarta quantum computer and conduct
a noisy simulation. We find that the algorithms behave
well in both scenarios, and for VQA tests, our results
converge in a reasonable number of layers, typically less
than five. In the noisy simulations, the algorithms con-
verge well, and the parameters obtained exhibit a noise
resilience as put forward in [77]; that is, the relevant
quantity can be accurately estimated by inputting the
parameters learned from the noisy simulator into the
noiseless simulator. Note that some sections show only
a noiseless simulation; for these cases, the noisy simula-
tion requires a noise model of a larger quantum system
than is currently available to us.

As with many VQAs, it is necessary in these simu-
lations to endeavor to avoid the barren plateau prob-
lem, in which global cost functions become untrainable.
The algorithms specified in Section 3 rely solely on local
measurements alone in the regime in which the number
of data qubits is much larger than the number of control
qubits and thus should not suffer from this issue in this
regime [31]. Furthermore, all VQAs utilized herein em-
ploy the SPSA optimization technique discussed in [78],
which aims to prevent local minima problems. Indeed,
our simulations did not run into either issue for any of
the results discussed. However, we have only considered
simulations of small quantum systems; it remains open
to provide evidence that our algorithms will avoid the
barren plateau problem for larger systems.

Lastly, consider that many of the algorithms in Sec-
tion 3 allow the prover access to an environmental sys-
tem, labelled F. A natural question is how best to
choose the dimension of this system. In general, we
find that the E system must be sufficiently large so as
to match the input and output qubits, making the entire
process unitary. For example, in G-symmetry tests, the
dimension of the E system must be sufficiently large
to provide a purification of the test state (recall Fig-
ure 4); for instance, if the state under test is a two-qubit
state with a three-qubit purification, then £ must nec-
essarily provide the remaining qubit to get from the
initial three-qubit purification to the four-qubit purifi-
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cation being tested. By construction, the purification
of a state under test is always provided to the prover
and is not considered part of the environmental system.
For all simulations, we have taken the dimension of £
to be the minimal viable dimension.

In what follows, we consider several groups and their
unitary representations and test states for G-Bose sym-
metry, G-symmetry, G-Bose symmetric extendibility,
and G-symmetric extendibility. We also test for two-
and three-extendibility.

6.1 Zs Group

In order to test membership in Symg, a group with
an established unitary representation is needed. One
somewhat trivial, albeit easily testable, example is the
group generated by the identity and the Pauli Z gate.
The group table for the Zs group is given by

Group element e g
e
g g €

where e denotes the identity element. The Zs group has
a simple one-qubit unitary representation {e — I,g —
Z}. Since Zs has two elements, the |+)¢ state is a uni-
form superposition of two elements. Thus, we use one
qubit and the Hadamard gate to generate the necessary
state:

1

V2

The control register states need to be mapped to group
elements. We employ the mapping {|0) — e,|1) — g}
for our circuit constructions.

H0) = —=(0) + [1)). (158)

6.1.1 G-Bose symmetry

We begin with a test for Bose symmetry, which in this
case is a test whether the state is equal to |0)X0|, be-
cause the group projector 112 = (I + Z)/2 = [0X0|.
Calculation by hand or classical computation can easily
verify whether a state is Bose symmetric with respect
to I and Z. Additionally, this simple gate set can be
easily implemented on existing quantum computers.

Figure 10a) shows the circuit that tests for this G-
Bose symmetry. Table 2 shows the results for various
input states. The true fidelity value is calculated using
(36), where I1§ is defined in (19).

6.1.2 G-symmetry

We now consider a simple test for G-symmetry. As men-
tioned in Remark 1, this is also a test for incoherence
of the input state, i.e., to determine if it is diagonal in

State True Noiseless Noisy
Fidelity

|0)(0] 1 1.0 0.9998

|1)(1] 0 0.0 0.0013

|+ )(+] 0.5 0.5 0.5002

I/2 0.5 0.5 0.5092

Table 2: Results of Z>-Bose symmetry tests.

the computational basis. In the circuit depicted in Fig-
ure 10b), a parameterized circuit substitutes the role of
an all-powerful prover.

A circuit that tests for G-symmetry is shown in Fig-
ure 10b). As this circuit involves variational param-
eters, an example of the training process is shown in
Figure 11. Table 3 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (143) and is
used as a comparison point.

State True Noiseless | Noisy Noise
Fidelity Resilient
|0X0] 1 0.9999 0.9987 0.9999
[1X1] 1 1.0 1.0 0.9999
|+ )X+] 0.5 0.5 0.5087 0.5
I/2 1 0.9999 0.9932 0.9999

Table 3: Results of Z>-symmetry tests.

6.2 Triangular dihedral group D3
6.2.1 (G-Bose symmetry

Throughout Section 3, we have used the dihedral group
of the equilateral triangle, abbreviated as D3, as an ex-
ample, and we continue to do so now. As a reminder,
this group is generated by a flip of order two and a ro-
tation of order three (denoted respectively by f and r).
Then the group is specified as D3 = {e, f,r,72, fr, fr?}
where e is the identity element. General dihedral groups
have previously been studied as non-abelian groups for
which a quantum algorithm to find a hidden subgroup
is available [79].

In the introduction of Section 3, we provided a faith-
ful, projective unitary representation of this group given
by letting U(f) = CNOT, U(r) = CNOT - SWAP,
and U(e) = 1. Figure 3 shows the circuit needed to
test for G-Bose symmetry. Note that we do not gener-
ate the control register using a quantum Fourier trans-
form; as the resultant control state is still equivalent
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Figure 10: Symmetry tests for the Z2 group: a) G-Bose symmetry and b) G-symmetry.
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Figure 11: Example of the training process for testing Zo-

symmetry of p = [/2. We see that the training exhibits a
noise resilience.

to |[+)e = % > geDps, 19), this simplification suffices for
our calculations. Table 4 shows the results for various

input states. The true fidelity value is calculated using
(36), where I1§ is defined in (19).

6.2.2 G-symmetry

As with Zs, moving to G-symmetry requires the addi-
tion of a prover. This alteration was already depicted
in Figure 5. The prover is replaced for practical pur-
poses with a parameterized circuit involving variational
parameters, and the training process is shown in Fig-
ure 12. Table 5 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (143).

6.2.3 (G-Bose symmetric extendibility

A circuit that tests for G-Bose symmetric extendibility
was originally shown in Figure 7 as the example circuit

10) c IH H A
0) = Z
U, |
10) = Z
10) = 4
State True Noiseless Noisy
Fidelity
|00%00] 1 1.0000 0.9998
p 1 0.9999 0.8756
oF 0.6666 0.6666 0.5864
7®2 0.5 0.5000 0.4716

Table 4: Results of D3-Bose symmetry tests. The state p is
defined as [¢)(¢)| where |1)) = %(\Ol) + [10) + |11)).

State True Noiseless| Noisy Noise
Fidelity Resilient

|00)00| | 1.0000 0.9999 0.9987 0.9999

p 1.0000 0.9999 0.6564 0.9425

ot 0.6666 0.6666 0.5330 0.6415

7®2 1.0000 0.9989 0.5189 0.8712

Table 5: Results of D3-symmetry tests. The state p is defined
as [¢Y)(y| where [¢) = —=(|01) +[10) + [11)).

construction. Now, we show how that construction be-
haves under a parameterized circuit substitution of the
prover. Again, we give an example of the training be-
havior of the algorithm in Figure 13. We also provide
Table 6, which shows the final results after training for
various input states. The true fidelity is calculated us-
ing the semi-definite program given in (144).

6.2.4 G-symmetric extendibility

Finally, we address the circuit in Figure 9, which gives a
test for G-symmetric extendibility. This final circuit has
the prover performing two actions at once—both find-
ing the correct purification as in the case of G-symmetry
and creating the correct extension as in G-Bose sym-
metric extendibility tests. Once again, the prover is
replaced with a parameterized circuit, and an example
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Figure 12: Example of the training process for testing Ds-
symmetry of ®T. We see that the training exhibits a noise
resilience.
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Figure 13: Example of the training process for testing Ds-
Bose symmetric extendibility of [1)(1|. We see that the training
exhibits a noise resilience.

State True Noiseless| Noisy Noise
Fidelity Resilient

joyo| [ 1.0000 | 1.0000 | 0.8758] 0.9988

[1)(1] 0.6670 0.6667 | 0.5834| 0.6663

T 1.0000 1.0000 | 0.8255| 0.9995
11

li’ g] 1.0000 | 0.9999 | 0.6564| 0.9425
3 3

Table 6: Results of D3-Bose symmetric extendibility tests.

1.0
2 0.8
=
<
)
£ 06
(5]
Q
=]
8
S40.4
Q
Q
<
—— Noiseless Simulator
0.2 —=— Noisy Simulator
—— True Value
+— Final noisy parameters on noiseless simulator
0.0 T T T

0 25 50 75 100 125 150 175 200
Iterations

Figure 14: Example of the training process for testing Ds-
symmetric extendibility of |0)0]. We see that the training ex-
hibits a noise resilience.

State| True Noiseless Noisy Noise
Fidelity Resilient

|0X0| | 1.0000 0.9998 0.6725 0.9835
[1X1| | 0.6666 0.6641 0.4476 0.6497
T 1.0000 0.9988 0.6901 0.9764
P 0.9714 0.9662 0.5593 0.8789

Table 7: Results of D3-symmetric extendibility tests. The state
0.5 —0.3542]

p is defined as .
0.3541 0.5

of the training process is shown in Figure 14. Table 7
shows the final results after training for various input
states. The true fidelity is calculated using the semi-
definite program given in (145).

6.3 Collective U group

Given an n-qudit state p, we wish to test if it is sym-
metric with respect to the following group:

Gu ={U®*"}yesu(a- (159)

This is an example of a continuous group symmetry;
however, we will be able to draw upon the particular
properties of this projector to realize each symmetry
test nonetheless.
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6.3.1 G-Bose symmetry

A state that is Gy-Bose symmetric satisfies the condi-
tion given in (37), where

i = / du uen, (160)

with dU being the Haar measure for the group SU(d).

In what follows, we focus on two-qubit states. A sim-

ple calculation shows that for n = 2 and d = 2, the

singlet state |U™) = % (|01) —|10)), is the only Gy-

Bose symmetric state. In other words,

2 e
e = [ )w |, (161)
Thus, testing for Gy-Bose symmetry is equivalent to
testing if the state is the singlet state.

To test a symmetry of this form, we rewrite the pro-
jector in terms of a set {U;} Y| of unitaries satisfying

o 1 N

e ZU

U - N /l:.
i=1

While there exist multiple choices for the set {U;} ,,
we pick a set that is compatible with all of the symmetry
tests that we perform in the forthcoming subsections.
Our choice {U;}}¥, is given in [80, Appendix A] and is
composed of products of bilateral rotations B,, By, and
B., where

(162)

B, = R.(—7/2) ® Ro(—7/2), (163)
and R, is the following rotation gate about the a axis:

R.(0) = e~ 100a/2
= cos(0/2)I — isin(6/2)0,.

(164)
(165)

(Note the different convention that we take here, as
compared to [80], when defining bilateral rotations.)
Specifically, the set {U;}; is given by

{Uz}z = {]L Ba:Bwa ByBya Bsz> B:rBy7 Bsza
B.B,, B,B,, B,B,B,B,,

B,B.ByB., B.B,B.B,, ByB.B,B,}. (166)

The set {U;}; forms a group isomorphic to the al-
ternating group A4, which is defined as the set of even
permutations on four objects. Furthermore, A4 can be
written as a product of a Klein group on four objects
Ky = {e,a = (12)(34),b = (13)(24),c = (14)(23)} and
the cyclic group C3 = {e,g = (123),h = (132)}. In
other words,

A4 = K4 X C3. (167)

The Klein group K, can be mapped as {e — I,a —
B,B,,b - ByB,,c — B.B.}. Similarly, the cyclic

Figure 15: Unitary Uw, with 6; = 03 = 2arctan (%) and

02 = 7/3, generates the equal superposition of 12 elements
given. The circuit acting on the top two qubits generates the
state (|00) + |01) + |10))/+/3, and the circuit acting on the
bottom three qubits generates the state (]000)+|001)+]010) +
1100))//4.

group can be mapped as {e — I,g — ByB,,h —
B,B,}. We use this to design our control register and
corresponding mapping there. Since we have 12 ele-
ments, the |+)¢ state is a uniform superposition of 12
elements. However, the aforementioned decomposition
allows us to split the control register into two sets, one
controlling the K, group and another controlling the Cs
group. We use a unary encoding for both subgroups,
leading to a five-qubit control register. The specific
mapping and group assignment are as follows:

Control State Group Unitary
Element Representation

00 000 e I

00 100 c B.B,
00 010 b B, B,
00 001 a B, B,
01 000 g B, B,
01 100 gc BB,
01 010 gb B.B,
01 001 ga B,B.B,B,
10 000 h B,B,
10 100 hc B,B.ByB,
10 010 hb B,B,B,B,
10 001 ha B.B.B.B,;

To generate an equal superposition of the 12 basis el-
ements, we use the unitary Uy, depicted in Figure 15.
With this construction settled, we can now test for sym-
metry with respect to this collective U group.

Figure 16a) depicts the circuit that tests for G-Bose
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Figure 16: Symmetry tests for the collective-U group: a) G-Bose symmetry, b) G-symmetry, c) G-Bose symmetric extendible, and

d) G-symmetric extendible.

symmetry. Table 8 shows the results for various input
states. The true fidelity value is calculated using (36),
where I1§ is defined in (19).

State True Noiseless Noisy
Fidelity
|00)00| 0 0.0000 0.0459
p 0.6667 0.6667 0.2661
N 0 0.0000 0.0389
\\ 1.0 1.0000 0.3517
Table 8: Results of collective U-Bose symme-

try tests. The state p is defined as [Y)Xy| where
) = = ([00) — 01) + [10)).

6.3.2 G-symmetry
An n-qudit state p that is Gy-symmetric satisfies the

following condition:

p= [av v, (168)
where dU is the Haar measure for the group SU(d).
States that satisfy this condition for n = 2 are called
Werner states [81], i.e.,

p:/dU (UaU)pUU). (169)

As shown in [80], for n = 2 and d = 2, the continuum
of rotations in the symmetry test can be replaced by a
discrete sum (a two-design), as follows:

N
1
p=— UpUl, 170
p Nglpl (170)

where {U;}Y, is the set defined in (166). A circuit
that tests for G-symmetry is shown in Figure 16b).
It involves variational parameters, and an example of
the training process is shown in Figure 17. Note that,
as this construction requires many qubits, only noise-
less simulations results could be obtained. These re-
sults may be easily extended as access to higher-qubit
machines becomes more readily available, allowing for
noisy simulations of more complex systems. Table 9
shows the final results after training for various input
states. The true fidelity is calculated using the semi-
definite program given in (143).

We note here that the Gy-symmetry test would be
unaffected by redefining the integral over all unitaries
U € U(2) without the restriction to SU(2). However,
the projector for the Gy-Bose symmetry test would be
as follows in that case:

HU:/ dUU®U =0, (171)
UeU(2)

making the test trivial. Thus, in the previous section,
we chose to restrict the group to SU(2) unitaries.
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Figure 17: Example of the training process for testing collective
U-symmetry of p = [¢))(¢)| where [¢) = —=(|00) — [01) +10)).

Figure 18: Example of the training process for testing collective

U-Bose symmetric extendibility of the state {

0.93

0

0
0.07

State ‘ True Fidelity ‘ Noiseless
|00 0.5000 0.4995
T 1.0000 0.9996
095 0 0.7169 0.7095
0 0.05

|

State True Noiseless
Fidelity
[10%10] 0.5000 0.4997
p 0.6667 0.6666
L 0.3333 0.3332
n®2 1.0000 0.9988

Table 9: Results of collective U-symmetry tests. The state p
is defined as )| where |[¢) = %(K)O) —101) + |10)).

6.3.3 G-Bose symmetric extendibility

A circuit that tests for G-Bose symmetric extendibility
is shown in Figure 16¢). It involves variational parame-
ters, and an example of the training process is shown in
Figure 18. Table 10 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (144).

State True Noiseless
Fidelity
[1X1] 0.5000 0.5000
T 1.0000 0.9998
0.
90 0.7500 0.7499
0 0.07

Table 10: Results of collective U-BSE tests.

Table 11: Results of collective U-symmetric extendibility tests.

6.3.4 G-symmetric extendibility

A circuit that tests for G-symmetric extendibility is
shown in Figure 16d). It involves variational parame-
ters, and an example of the training process is shown in
Figure 19. Table 11 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (145).

These group symmetry tests have applications in the
identification and verification of Werner states, as dis-
cussed above. Current limitations include access to
higher qubit machines, but also the noisiness of these
machines. Our VQA results converge well in the noise-
less case, but it is likely that noise will only become
a bigger problem as the circuit size scales up, unless
adequately addressed.

6.4 Collective phase group

Given an n-qubit state p, we wish to test if the state is
symmetric with respect to the following collective phase

group:

G. = {R:(0)*" }oeo,am): (172)

25
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Figure 19: Example of the training process for testing collective
095 0 }

U-symmetric extendibility of the state .
0 0.05

where we recall that R,(¢) = exp(—i¢o,/2). The in-
terval for ¢ is [0, 47) to ensure that G is a group. This
is a consequence of SU(2) double covering SO(3), imply-
ing that R,(47) = I. Additionally, the Haar measure
for the group of unitaries {R.(¢)}4c[o,4x) is given by
d¢

dU = —. 173
pp (173)
6.4.1 G-Bose symmetry

A state that is G,-Bose symmetric satisfies the condi-
tion given in (37), where

1 4m
= o [ R0 do, (174)
T Jo
Expressing R.(¢) in the computational basis,
R.(¢) = Diag {exp (Z;i)) ,exp(lf) } . (175)

Similarly, expressing R, (4)®? in the computational ba-

sis,

R.(¢)®? = Diag {exp (—i¢),1,1,exp (i¢)}.  (176)

Generalizing to the case of n qubits, observe that the
number of zeros in a bit-string x is n — H(x) and the
number of ones is H(x), where H(x) is the Hamming
weight of . For example, H(6) = 2 since 619 = 1105.
Each zero contributes a phase of —¢/2 for a total of
—(n — H(x))$/2, and each one contributes a phase of
¢/2, for a total of H(z)¢/2. Then the overall total for
the bit-string z is

H(x))p/2+ H(x)¢/2 = (2H () —n)¢/2. (177)

—(n—

This implies that

OH (2) — 2" -1
R.(¢)®" = Diag {eXp KW) i¢>} } :
=0
(178)
where H(x) is the Hamming weight of x written in bi-

nary.
Performing the integral, we note that for a € Z\ {0},

/047r exp(giq’)) d¢ = 0.

Thus, only terms satisfying H(x) = n/2 survive the
integral. Observe then that 1" = 0 for all odd n.
Thus, it follows that

e — {Pk if n =2k

(179)

. (180)
0  otherwise,

where P, is defined as the projector onto the subspace of
computational basis elements with Hamming weight k.
As an example, for n = 2,

M = P, = [01)01] + [10)(10|. (181)

To test a symmetry of this form, we rewrite the pro-
jector in terms of unitaries. We construct a set of uni-
taries Uy such that

1 n
) = > U,
z n+1y:0 Y

We use a construction similar to the form given in [82,
Eq. (2.59)]. Define a unitary representation {U, };_q as

y—zexp[

Observe that UJ U, = I. Furthermore, we see that

>0=23 e[

(182)

(2y —n) (2x — n)} P,. (183)

2y — n) 2z — n)} P,.

z=0 y=0
(184)
Consider that for integer ¢ # 0,
Z exp( 2y — n))
y=0
1-— 2
- exp( mcn) exp(2mic) (185)
n+1 1_exp(27ru‘>
=0. (186)

Thus, only terms satisfying 2z = n survive the summa-
tion. Therefore,

1 n n
n+1;)U :;5290,711390

(187)
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P, ifn=2k
DAL (188)
0 otherwise
=1, (189)

Thus, testing G-Bose symmetry with respect to G, =
{R-(0)®"}pec(o,ar) is equivalent to testing G-Bose sym-
metry with respect to {Uy,}y_. To summarize, testing
if a n-qubit state is G,-Bose symmetric is equivalent to
testing if it belongs to the subspace of Hamming weight
n = 2k. As an aside, we note that a generalization
of our method allows for performing a projection onto
constant-Hamming-weight subspaces, which is useful in
tasks like entanglement concentration [38]. See also [83]
for alternative circuit constructions for performing mea-
surements of Hamming weight.

In what follows, we test the symmetry for an example,
with n = 2. From the definition, we see that

i i
Us = exp (—;”) P+ P, + eXp(;)”) Py, (190)

U =1, (191)
271 271
Uy — p(;j) Pyt Py +exp(_;”) P,
= U2 (192)

Thus, the set of unitaries forms a unitary representation
of the cyclic group Cs3. The group table can be seen in
Appendix D, where {|00) — Uy, |01) — Uy, |11) — Us}.
Expanding terms, we see that

2\ \ ©°
Uy = (R<;)> . (193)
Furthermore, since U; = Ug,
2m\ \ ©°
0= (n(-3)) - (194)

Since we have three elements, the |+)¢ state is a uni-
form superposition of three elements. We use two qubits
and the unitary Us used to generate the following su-
perposition, as shown in Figure 20:

L
V3

Figure 21a) depicts the circuit that tests for G-Bose
symmetry. Table 12 shows the results for various input
states. The true fidelity value is calculated using (36),
where 1§ is defined in (19).

Us|00) = — (|00) + [01) + [11)). (195)

6.4.2 G-symmetry

A state that is G ,-symmetric satisfies the following con-
dition:

P = an)(p)a (196)

Figure 20: Unitary Us, with § = 2arctan (ﬁ) generates the
equal superposition of three elements from (195).

State True Noiseless Noisy
Fidelity

|00%00] 0.0 0.0000 0.0220

p 1.0 1.0000 0.9170

|0X0] @ |+)+| 0.5 0.5000 0.4877

7®2 0.5 0.5000 0.4661

Table 12: Results of collective-phase-Bose symmetry tests. The
state p is defined as |[¢)}¢| where |¢)) = %(\Ol) + |10)).

where the collective dephasing channel cé”) is defined
as

(n) L eny Rt (6)®
e =g [ do R RO, (10)
Using the fact that
R.(¢) = exp(—i¢o./2), (198)
we see that
R.(9)|a)b|RL(9) = e P]a)b], (199)

for a,b € {0,1}. Thus, for a general n-qubit state p,
expanded in the computational basis as

- X

L1 TnsY1s--5Yn

Py gty |21 T Y1 - Ynl

(200)
it follows that
™ (p) = > S iy oy | %
T1yees Ty Yl yeesYn 7 J
Pz1,s®n Y1, Yn |T1 )y - yal- (201)
Since ), x; = H(x), it follows that
n
C™(p) = PepPr, (202)
k=0

Accepted in {tuantum 2023-09-12, click title to verify. Published under CC-BY 4.0. 27



)
S — — _——

0) Heaicall
s |Up

10)

c) d)

10y = Us Ul A—

:8; 5 Up_ _U0:U0:

0) £ v

b)

0)
10)
10)

10)

0)

10)
10)

0)

C
Us Ul A=
S
Uop Uo
s | Up| | _
E 1%
1 Us Ul H A=
S
s Ul —— |Uo U
E —
1% U Ua|

Figure 21: Symmetry tests for the collective phase group: a) G-Bose symmetry, b) G-symmetry, c) G-Bose symmetric extendibility,
and d) G-symmetric extendibility. The unitary Uy is defined in (193). Note that Us = U.

where, as before, P} is the projector onto the subspace
of Hamming weight k. For the case of n = 2, we get the
following projectors

Py = [00)00], (203)
Py = |01)01] + |10)(10], (204)
Py = |11)(11]. (205)

To test a symmetry of this form, we can rewrite the
channel in terms of a set {U,}, of unitaries satisfying

> U,
y=0

We now prove that the unitaries {U,}y_, from (183)
satisfy this condition:

1
n+1

™ (p) = (206)

where the third equality follows from the reasoning
in (186).

Thus, similar to the G-Bose symmetry tests, testing
G-symmetry with respect to G, = {R.(4)®"}4c(0,4m)
is equivalent to testing G-symmetry with respect to
{Uy}y—o- To summarize, testing if an n-qubit state is
G .-symmetric is equivalent to testing if it belongs to a
subspace of fixed Hamming weight. In this work, we
test the symmetry for n = 2.

A circuit that tests for G-symmetry is shown in Fig-
ure 21b). It involves variational parameters, and an
example of the training process is shown in Figure 22.
Table 13 shows the final results after training for var-
ious input states. The true fidelity is calculated using
the semi-definite program given in (143).

n State True Noiseless| Noisy Noise
i . 1
p UypU) Fidelity Resilient
y=0 |00%00] | 1.0000 0.9999 | 0.8380 0.9928
1 - [ i / p 1.0000 1.0000 | 0.8162 0.9906
= exp|—— 2y —n)2(x — 2') | PppPy : ) ‘ :
n+1 Z: +1 R 7| 05001 | 05000 | 0.4630 | 0.4990
y=0 n®2 1.0000 0.9998 | 0.8417 0.9934
1 n
= n+1 Z (n+ 1)6x7w/Pxpr/ (207) Table 13: Results of collective-phase-symmetry tests. The
z,z'=0 state p is defined as |[UTYTF| where |UT) = % |01) + |10)).
_ z": PP, (208) The state 7 is defined as [@7 )@ | where [@¥) = —-(]00)) +
~ [11)).
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Figure 22: Example of the training process for testing

collective-phase-symmetry of p = |UTYUT| where [¥+) =
L (Jo1) + [10)).

6.4.3 (G-Bose symmetric extendibility

A circuit that tests for G-Bose symmetric extendibility
is shown in Figure 21c). It involves variational parame-
ters, and an example of the training process is shown in
Figure 23. Table 14 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (144).

State True Noiseless| Noisy Noise
Fidelity Resilient

|0X0| 1.0000 1.0000 0.9783 0.9980

o 1.0000 1.0000 0.9349 0.9993

|-X—|| 0.5002 0.5000 0.4464 0.5000

p 0.9330 0.9330 0.9208 0.9328

Table 14: Results of collective-phase-Bose symmetric ex-
tendibility tests. The state o is defined as 3/2|0)(0] + 1/4|1)(1].
0.93 0.25]

The state p is defined as
0.25 0.07

6.4.4 (G-symmetric extendibility

A circuit that tests for G-symmetric extendibility is
shown in Figure 21d). It involves variational parame-
ters, and an example of the training process is shown in
Figure 24. Table 15 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (145).

o
[o2]
]

Acceptance Probability
=) o
T i

—— Noiseless Simulator

0.2 —=— Noisy Simulator
—— True Value
+— Final noisy parameters on noiseless simulator
0.0 T T T T T T T T T
0 25 50 75 100 125 150 175 200
Iterations
Figure 23: Example of the training process for testing

collective-phase-Bose symmetric extendibility of 3/4]0)0| +
1/4]1)(1|. We see that the training exhibits a noise resilience.

State True Noiseless| Noisy Noise
Fidelity Resilient

|00 1.0000 0.9960 0.8632 0.9988
|[+)X+]| 0.5000 0.5000 0.4580 0.4997
p 0.7500 0.7494 0.6577 0.7484

Table 15: Results of collective-phase-symmetric extendibility
0.75 0.43]

tests. The state p is defined as
0.43 0.25

0.500 4
0.4754
2
= 0.450
)
<
©
€ 0.425
a.
L
Q
5 0.400
a
Q
3
< 03754
—— Noiseless Simulator
0.350 —=— Noisy Simulator
—=— True Value
03254 ~—=— Final noisy parameters on noiseless simulator
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Figure 24: Example of the training process for testing

collective-phase-symmetric extendibility of |+ )+|.
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6.5 k-Extendibility and k-Bose extendibility

As seen in Examples 2.1 and 2.2, k-extendibility and
k-Bose extendibility are special cases of G-symmetric
extendibility and G-Bose symmetric extendibility, re-
spectively. In this section, we look at the cases of two
and three extending subsystems.

As seen in (9)—(12), Ugrs(g) = Ia ® Wpg, .5, (1),
where Wp,...p, (7) is a unitary representation of the
symmetric group Si. Thus, given a unitary representa-
tion of Sk, we can test for the required symmetries.

The S group has two elements, and the group table
is given by

Group element e
e e a
a a

The standard representation of Sy translates easily
to a two-qubit unitary representation with {e — I,a —
F}, where F' is the SWAP gate. In fact, throughout
this section, we will consider unitary representations
corresponding to system permutations in a direct cor-
respondence with the standard representations of Sg.
Using this definition, let Ugrg(e) = 14 ® Ip, 5, and
Ugrs(a) = Iy ® Fp,p,. Since we have two elements,
the |[4+)¢ state is a uniform superposition of two ele-
ments. We thus use one qubit and the Hadamard gate
to generate the necessary state:

H|0) = %(\ow 1)),

The control register states need to be mapped to group
elements; for this, we employ the mapping {|0) —
e,|1) = a} for our circuit constructions.

Similarly, the S5 group has six elements and the group
table is given by

(209)

Group element e a b c d | f
e e | a b c | d | f
a a | e | d| f|b c
b b | flel|d]| c| a
c c|d| fle|a b
d d| c| a b | f | e
f fl1b c|a | e | d

The S3 group has a three-qubit unitary represen-
tation {e — T,a — Fhy,b — Fiz,¢c = Fia,d —
F12F23, f — F13F23}, where F” is the SWAP gate be-
tween qubits ¢ and j. Since we have six elements, the
|+)c state is a uniform superposition of six elements.
We use three qubits and the same unitary Uy used to
generate the superposition for the triangular dihedral

group, as shown in Figure 2, to generate an equal su-
perposition of six elements,

1

U4]000) = —(|000) + [001) + [010)+

Bl

6

|011) 4 |100) + |101)). (210)
The control register states need to be mapped to group
elements, and we do so via the mapping {|000) —
€,|001) — a,|010) — b,]011) — £,]100) — ¢,|101) —
d}.

6.5.1 Two-Bose extendibility

A circuit that tests for two-Bose extendibility is shown
in Figure 25a). It involves variational parameters, and
an example of the training process is shown in Figure 26.
Table 16 shows the final results after training for various
input states. The true fidelity is calculated using the
semi-definite program given in (144).

State True Noiseless| Noisy Noise
Fidelity Resilient

|00)00] | 1.0000 1.0000 | 0.9544| 0.9995

P 1.0000 1.0000 | 0.9584| 0.9995

Pt 0.7500 0.7500 | 0.7256 | 0.7500

Table 16: Results of S>-Bose symmetric extendibility tests.
The state p is defined as 3/4|00)(00| + 1/4|11){11].

6.5.2 Two-Extendibility

Similar to the non-extended cases, it is simpler to test
if a state exhibits G-BSE—or, in this case, if the state
is k-Bose-symmetric extendible—than to test if it is
symmetric extendible. This is reflected in Figure 25b),
which shows a test for 2-BSE. The circuit involves vari-
ational parameters, and an example of the training pro-
cess is shown in Figure 27. Table 17 shows the final re-
sults after training for various input states. The true
fidelity is calculated using the semi-definite program
given in (145).

6.5.3 Three-Bose Extendibility

A circuit that tests for three-Bose extendibility is shown
in Figure 25¢). It involves variational parameters, and
an example of the training process is shown in Figure 28.
Table 18 shows the final results after training for various
input states. The true fidelity is calculated using the
semi-definite program given in (144).
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Figure 25: Tests for extendibility: a) two-Bose extendibility, b) two-extendibility, c) three-Bose extendibility, and d) three-
extendibility.
1.0 fﬁ*;‘ﬁv===aﬁﬁﬁ;==ﬁ~= State True Noiseless| Noisy Noise
i Vw‘w Fidelity Resilient
_ 091 “ J‘ "‘v"‘&\ |00)%00] | 1.0000 0.9991 0.9267 0.9960
% h “* H‘\ ‘\“ p 0.9925 0.9901 0.9720 0.9913
:'; 08 # h‘ gt 0.7506 0.7498 0.6959 0.7480
A 087
|
g H ‘ | Table 17: Results of Sa-symmetric extendibility tests. The
%0]_ ‘ H‘ state p is defined as |¢)(1)| where |¢) = 25|11) + %(|00) +
2 t |01) + |10)). The reduced state of p has eigenvalues
| —— Noiseless Simulator - -
}h‘ N soond i L(3+V5+2v8) ~ 0985 and §(3-5+243) ~
0.6 IH\ —+— True Value 0.015. It is thus not so entangled, and we expect its two-
f Final noisy parameters on noiseless simulator extendible fidelity to be close to one.
0 25 50 75 100 125 150 175 200
Iterations

Figure 26: Example of the training process for testing two-Bose
extendibility of p = 3/2]00X00] + 1/4[11)(11]. We see that the
training exhibits a noise resilience.

6.5.4 Three-Extendibility

A circuit that tests for three-extendibility is shown in
Figure 25d). It involves variational parameters, and an
example of the training process is shown in Figure 29.
Table 19 shows the final results after training for various
input states. The true fidelity is calculated using the
semi-definite program given in (145).
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Figure 27: Example of the training process for testing two-
extendibility of p = |)¢|, where |¢) = %\11) + %(\OO) +
|01)+|10)). We see that the training exhibits a noise resilience.
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Figure 28: Example of the training process for testing three-
Bose extendibility of p = 3/4]00X00| + 1/4|11)11|. We see that
the training exhibits a noise resilience.

For all of the above cases, we see that results achieved
via parameterized circuit substitutions for the prover
demonstrate noise resilience, and thus give some confi-
dence for practical applications. In this final case, we
have shown explicitly how our algorithm allows for tests
of k-extendibility and related quantities. While only
small systems are considered here, this is a limitation
of current hardware more so than of the algorithm it-
self. Indeed, it would be interesting to observe the per-
formance of this algorithm on higher fidelity machines
with more qubits, which could possibly be achievable in
the near future.

State True Noiseless | Noisy Noise
Fidelity Resilient

|00%00| | 1.0000 0.9999 0.8644 0.9982

P 1.0000 0.9994 0.8403 0.9851

L/ 0.6675 0.6667 0.5666 0.6666

Table 18: Results of S3-Bose symmetric extendibility tests.
The state p is defined as 3/4|00)(00| + 1/4|11)(11].

o o
[o0] ©
] ]

Acceptance Probability
?

0.6
0.54
0.4 J —— Noiseless Simulator
—=— True Value
T T T T T T T T T
0 50 100 150 200 250 300 350 400
Iterations

Figure 29: Example of the training process for testing three-
extendibility of |00X00].

7 Resource theories

In this section, we prove that the various maximum
symmetric fidelities proposed in Section 3 are proper
resource-theoretic monotones, in the sense reviewed
in [18]. Thus, they are indeed measures of symmetry
as claimed.

To begin with, let us recall the basics of a resource
theory (see [18, Definition 1]). Intuitively, one can de-
lineate a resource theory by first specifying a restricted
set of free channels, which are understood as allowed
operations. In a resource theory, one of the basic ques-
tions is to determine whether it is possible to transition

State True Noiseless
Fidelity
|00)(00] 1.0000 0.9970
P 1.0000 0.9988
gt 0.6670 0.6650

Table 19: Results of S3-symmetric extendibility tests. Here,

p = 3/100)X00] + 1/a|11)11].
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from a source state to a target state by means of only
these free channels. Furthermore, once the set of free
channels is fixed, the free states are also set, because a
free state can be understood as a particular kind of free
channel in which the input system to the channel is a
trivial system.

More formally, let F be a mapping that assigns a
unique set of quantum channels to any arbitrary input
and output systems A and B, respectively. We require
that F include the identity channel (F(A — A) =id4)
and that, for any three physical systems A, B, and C,
any two maps Map € F(A — B) and Mp_¢c €
F(B — C') have the transitive property

MpcoNape F(A—C). (211)
If F obeys above criteria, then the mapping F defines
the resource theory. The set F(C — A) defines the set
of free states—that is, channels from the trivial space
(C) to system A are quantum states. The set F(A —
B) defines the set of free channels from system A to
system B.

7.1 Resource theory of asymmetry

The resource theory of asymmetry is well established by
now [13], but to the best of our knowledge, the resource
theory of Bose asymmetry has not been defined yet.
Let us begin by recalling the resource theory of asym-
metry. Afterwards, we establish the resource theory of
Bose asymmetry as well as two other generalizations
involving unextendibility, which are in turn generaliza-
tions of the resource theory of unextendibility proposed
in [15, 16].

Let G be a group, and let {Ua(g)}gec and
{VB(9)}gec denote projective unitary representations
of G. A channel N4_, g is a free channel in the resource
theory of asymmetry if the following G-covariance sym-
metry condition holds

NasspolUa(g) =Vp(g)oNass  Vge G, (212)
where the unitary channels U4 (g) and Vg(g) are respec-
tively defined from Uy (g) and Vp(g) asin (111). It then
follows that a state g4 is free in this resource theory if
it is G-symmetric, i.e.,

TA ZUA(g)(JA) Vg € G7 (213)
with a similar definition for the B system; furthermore,
the free channels take free states to free states [13], in
the sense that N4 _,p(ca) is a free state if Na_,p is a
free channel and o4 is a free state.

For N4, p a free channel satisfying (212), the max-
imum G-symmetric fidelity is a resource monotone in

the following sense:

max F(pa,04) < max FWNa,p(pa),on).
oAESymg op€Symg
(214)

This follows from the facts that the fidelity does not
decrease under the action of a quantum channel and
the free channels take free states to free states.

7.2 Resource theory of Bose asymmetry

Now we define the resource theory of Bose asymmetry
and prove that the acceptance probability Tr[I1§pa] of
Algorithm 1 is a resource monotone in this resource the-
ory. This demonstrates that Tr[II§p4] is a legitimate
quantifier of Bose symmetry of a state.

Following the same notation as in Section 7.1, recall
that a state o4 is Bose symmetric if the following con-
dition holds
(215)

where I1§ is given by (25). Similarly, a state 75 is Bose
symmetric if it obeys the same conditions but for the
projector 11§ specified by {Vz(g)}sec. These are the
free states in the resource theory of Bose asymmetry.

To define the resource theory, we need to specify the
free channels.

G G
JA:HAUAHA;

Definition 7.1 (Bose symmetric channel) We define a
channel Na_,p to be a Bose symmetric channel (i.e.,
free channel) if the following condition holds

Wasp)' (1) > 1§, (216)
where (NAHB)T is the Hilbert-Schmidt adjoint of
Nasp [38, 55].

Proposition 7.1 Bose symmetric channels include the
identity channel and they obey the transitive property
in (211). Additionally, Bose symmetric states are a
special case of Bose symmetric channels when the input
space is trivial.

Proof. When the input and output systems are the
same, as well as the unitary representations, it follows
that 11§ = II§. Since the identity channel is its own ad-
joint, we then conclude that (216) holds for the identity
channel.

Suppose that M 4_, g is a quantum channel that obeys
the condition in (216). Let {W¢(g)}4eq be a projective
unitary representation of G, and suppose that Mp_, ¢
is a Bose symmetric channel satisfying

(Mpe)t () > g,

where 1§, := ﬁ > gcc Weol(g). Consider that

(217)

(Mp_coNasp) (1)
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= Wan) [Maoe) @E)]  @19)
> (Nas)' [11F] (219)
>15. (220)

The first equality follows by exploiting the identity
(MpocoNasp) = (Wasp)t o Mpoe)' for ad-
joints. The first inequality follows from the assumption
that M p_, ¢ is a Bose symmetric channel and from the
fact that NV4_, p is completely positive, so that (M4_, )T
is also. We thus conclude that M p_,coN4_,p is a Bose
symmetric channel, so that the transitive property in
(211) holds.

Finally, suppose that the input system A of a Bose
symmetric channel N4, g is trivial. Then each group
element g is trivially represented by the number one.
It follows that Hg = 1. Then the channel N4_,p is
really just a state wp [38] with a spectral decomposi-
tion wp = >, p(x)|z)z|p; furthermore, the associated
Kraus operators are given by {1/p(z)|z)p}.. Then the
condition

WNasp)' (1§) > 11§ (221)
reduces to
> p(z)(z|plG|)p > 1, (222)
which is the same as
Tr[[IGwp] > 1. (223)

Since wp is a state and II§ is a projection, it follows
that Tr[[I%wp] < 1. Combining these inequalities, we
conclude that Tr[II%wg] = 1. Finally, we apply (37) to
conclude that wp is a Bose symmetric state. m

Theorem 7.1 Suppose that a quantum channel Na_p
obeys the condition in (216). Let o4 be a Bose sym-
metric state. Then Na_p(oca) is a Bose symmetric
state.

Proof. Recall from (37) that a state o4 is Bose sym-
metric if and only if Tr[lI§o 4] = 1. Then consider that

1> Tr[IENa-p(04)] (224)
= Tr[(Nasp)' (11F)04] (225)
> Tr[T1G 0 4] (226)
=1. (227)

It follows that Tr[lI3Na_5(04)] = 1, and, by applying
(37) again, that Na_,p(c4) is Bose symmetric. m

By essentially the same proof, it follows that the mea-
sure Tr[lI§pa] from (36) is non-decreasing under the
action of a Bose symmetric channel N4_, 5. Thus, the
acceptance probability Tr[lI§pa] of a Bose symmetry
test is a resource monotone in the resource theory of
Bose asymmetry.

Theorem 7.2 Let pa be a state, and let Na_p be a
Bose symmetric channel. Then Tr[1IGpa] is a resource
monotone in the following sense:

TGN 5(pa)] = TG pal. (228)

Proof. Consider that
TGN 4 5(pa)] = TH{(Nasp)| (6)pa]  (229)
> Tr[l1G pal, (230)

which follows from (216).

Alternatively, this follows from Theorem 3.1, Theo-
rem 7.1, and the data-processing inequality for fidelity
under quantum channels. =

Throughout this section, we have adopted the per-
spective that Bose symmetric channels are defined by
the condition in (216). It then follows as a consequence
that Tr[IT§ p4] is a resource monotone. We can adopt a
different perspective and conclude consistency between
them. Let us instead suppose that Tr[lI§pa] is non-
decreasing under the action of a free channel Ns_, p.
That is, suppose that the following inequality holds for
every state pa:

TGN p(pa)] > THlGpa].  (231)

Then by rewriting this inequality as

Tr[(Nasss)' (1F) —TF)pa] 20 Vpa € D(Ha),
(232)
we conclude that (./\/’AHB)T (Hg) —Hﬁ is a positive semi-
definite operator, which is equivalent to the condition
in (216). Thus, Na_,p is a Bose symmetric channel if
and only if Tr[TI§p4] is a resource monotone.

7.3 Resource theory of asymmetric unextendibil-
ity
We now propose a resource theory that generalizes that
proposed in [15, 16], just as the set of G-symmetric ex-
tendible states generalizes the set of k-extendible states
(recall Example 2.1). One of the main ideas is to use
the notion of channel extension introduced in [15, 16];
additionally, this resource theory allows us to conclude
that the acceptance probability of Algorithm 4 (i.e., the
maximum G-symmetric extendible fidelity) is a resource
monotone and thus well motivated in this sense.

Let G be a group, and let {Ugrs(g)}gec and
{Vr/s:(9)}gec be projective unitary representations of
G acting on Hr @ Hs and Hr ® Hg/, respectively.

Definition 7.2 (G-symmetric extendible channel) A
channel Ng_g is G-symmetric extendible if there
exists a bipartite channel Mprs_sr'g such that
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1. Mgrs—rs is a channel extension of Ng_g:

Trr oMps—rs: = Nss 0 Trg, (233)

2. Mrs_rs 48 covariant — with
{URS(Q)}QEG and {VR’S’ (g)}geG-'

respect  to

Mprs—rs oUrs(9) = Vrisr(9) o Mrsrisr
(234)
for all g € G, where Urs(g)(+) and Vris (g9)(-) are
defined similarly to (111).

The condition in (233) implies that the extension
channel Mgs_,r's/ is non-signaling from R to S’
[84, 85, 806], in the sense that

Trrr oMprs—rs' = TrrroMpsris' © R,  (235)

where R7%(-) := Tr[-]rg is a replacer channel that traces
out its input and replaces it with the maximally mixed
state mg. This follows because

Trrr oMRs—risr © R = Nsysr 0o TrroRE - (236)
= NSA)S/ 9} TI‘R (237)
= TrrroMps—rs, (238)

where we have exploited the identity in (233) in the first
and last lines, and in the second line used the fact that
Trr oRT, = Trp.

Definition 7.2 leads to a consistent resource theory of
G-asymmetric unextendibility, in the sense that the free
states are G-symmetric extendible states and the output
of a G-symmetric extendible channel acting on a G-
symmetric extendible state is a G-symmetric extendible
state.

Proposition 7.2 A G-symmetric extendible channel
Ns_y s with trivial input system is a G-symmetric ex-
tendible state.

Proof. If the input system S of Ns_, g is trivial, then it
follows that Ng_, s/ is a state (call it pg); furthermore,
we can choose the input system R of the extension chan-
nel Mgrs_.rs to be trivial, in which case Mprs_ /s
is a state (call it wgr/g/) that extends ps:. The condi-
tion in (234) then collapses to wr's' = Vris(9)(wrrs)
for all g € G. It follows by Definition 2.2 that pg is a
G-symmetric extendible state. m

Proposition 7.3 Let Ng_s be a G-symmetric ex-
tendible channel, and let ps be a G-symmetric ex-
tendible state. Then Ns_.s/(ps) is a G-symmetric ex-
tendible state.

Proof. Since pg is a G-symmetric extendible state,
by Definition 2.1, there exists an extension state wgrsg

satisfying the conditions stated there. Since Ng_, g is
a G-symmetric extendible channel, by Definition 7.2,
there exists an extension channel Mpgg_ rgs satis-
fying the conditions stated there. It follows that
Mpgs_r s (wrs) is an extension of Ns_,s(ps) as

(239)
(240)

Trr [Mrs—rs (wrs)| = Ns—s (Trrwrs])
= Ns-s/(ps),
where the first equality follows from (233). Also, con-
sider that the following holds for all g € G:
(Vrrs/(9) o Mps—rrs)(wrs)
= (MRs—rs oUrs(9))(wrs)
= Mps—rs/(wrs),

(241)
(242)

where the first equality follows from (234) and the sec-
ond from (4). m

As a consequence of Proposition 7.3 and the data-
processing inequality for fidelity, the maximum G-
symmetric extendible fidelity is a resource monotone.

Corollary 7.3 Let ps be a state, and let Ns_g be a
G-symmetric extendible channel. Then the mazimum
G-symmetric extendible fidelity is a resource monotone,

max F o
o5 E€SymExt (ps’ S)

< max  F(Ns,s(ps),os).

05 €ESymExt 4

(243)

Example 7.1 (k-unextendibility) The resource theory of
k-unextendibility, proposed in [15, 16], is a special case
of the resource theory of G-asymmetric unextendibility.
To see this, recall that a bipartite channel Nap_a
is k-extendible if there exists an extension channel

Map,...B,—aBy...B), satisfying
Trpy..p oMap,...B,—»a'B].- B,
:NAB—)A’B/ OTrBz---Bk (244)

and

s
WB{WB,’C OMABl--ABkHA'Bi---B];
v
= Muap,..By—aB;-B, O Wp, .5, (245)

for all ™ € Sy, where ngka and W5, . g/ are unitary
1 k
permutation channels. Thus, by setting

S = AB, (246)
R=B,--- By, (247)

S — AR (248)

R =B, B, (249)
Uns(g) = Ta @ W, .5, (7), (250)
Vi (g) = Tar @ Way..pr (1), (251)

we see that a k-extendible channel is a special case of a
G-symmetric extendible channel.
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7.4 Resource theory of Bose asymmetric unex-
tendibility

We finally consider the resource theory of Bose asym-
metric unextendibility, with the goal being similar to
that of the previous sections; we want to justify the ac-
ceptance probability of Algorithm 3 (i.e., the maximum
G-BSE fidelity) as a resource monotone. At the same
time, we establish a novel resource theory that could
have further applications in quantum information.

Let G, {Urs(9)}geq, and {Vris/(g)}gec be defined
the same way as in Section 7.3.

Definition 7.3 (G-BSE channel) A channel Ng_g is
G-Bose symmetric extendible (G-BSE) if there exists
a bipartite channel Mps_sris/ such that

1. MRps_rs is a channel extension of Ng_,g::

Trr oMRs—rsr = Nsosr 0 Trg, (252)
2. Mps_rs is Bose symmetric:
(Mrs—rs) (TG g) > s, (253)

where NGs and 11S, 5, are defined as in (60) as
sums over Urs(g) and Vris/(g) respectively.

As discussed in (235)—(238), the condition in (252)
can be understood as imposing a no-signaling con-
straint, from R to S’.

With the same line of reasoning given in the proof of
Proposition 7.2, we conclude the following:

Proposition 7.4 A G-BSE channel Ns_g with trivial
input system is a G-BSE state.

The following proposition demonstrates that the re-
source theory delineated by Definition 7.3 is indeed a
consistent resource theory.

Proposition 7.5 Let Ng_g be a G-BSE channel, and
let ps be a G-BSE state. Then Ns_.s/(ps) is a G-BSE
state.

As this proof is similar to that of Proposition 7.3, we
include it in Appendix C. As a consequence of Proposi-
tion 7.5 and the data-processing inequality for fidelity, it
follows that the maximum G-BSE fidelity is a resource
monotone.

Corollary 7.4 Let ps be a state, and let Ng_, s+ be a G-
BSE channel. Then the mazimum G-BSE fidelity is a
resource monotone in the following sense:
F(Ns—s/(ps),0s)-
(254)

max F os) < max
0s€BSEq (ps, o) < 04 EBSEq

To the best of our knowledge, the resource theory of
k-Bose unextendibility has not been proposed in prior
work. To define it, we establish the notion of a free
channel (i.e., a k-Bose extendible bipartite channel) and
discuss it in the following example.

Example 7.2 (k-Bose unextendibility) We say that a
bipartite channel Nap_ap is k-Bose-extendible if
there exists an extension channel MABl"‘Bk—ﬁA/Bi“'BL
satisfying

TrBén-B]; OMABl---Bk—)A’B£~v-B];

=Nap_ap © Trp,..B, (255)

and

(MAB1-~~Bk—>A’Bi~~B;C)T(HSB);I.I.IAB;C) > HSBylr.r.l.Bky (256)

Sym
where HB{'"B;

metric subspaces,

Sym . .
and 1T " 5~ are projections onto sym-

Sym . 1 ™
HB};---Bk, = E Z ng...Bk, (257)
WESk
1
Sym — ™
TESK

and Wg g, and Wﬂ;---B’ are unitary representations
g k
of the permutation ™ € Sy. Thus, by setting

S = AB, (259)
R=B,--- By, (260)
S = A'B, (261)
R =B, B, (262)
Ugrs(g9) =14 ® Wp,...p, (7), (263)
Vris(9) =1a @ Wy, (1), (264)

we see that a k-Bose-extendible channel is a special case
of a G-Bose symmetric extendible channel.

8 Conclusion

In summary, we have proposed various quantum com-
putational tests of symmetry, as well as various no-
tions of symmetry like G-symmetric extendibility and
G-Bose symmetric extendibility, which include previ-
ous notions of symmetry from [13, 14, 5, 6, 7] as special
cases, showing that these these new notions of symme-
try provide a generalization with interesting applica-
tions. These tests have acceptance probabilities equal
to various maximum symmetric fidelities, thus endow-
ing these measures with operational meanings. We have
also established resource theories of asymmetry beyond
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those proposed in [13], which put the maximum sym-
metric fidelities on firm ground in a resource-theoretic
sense. Finally, we evaluated the quantum computa-
tional tests on existing quantum computers, by employ-
ing a variational algorithm to replace the role of the
prover in a quantum interactive proof.

Going forward from here, one could generalize the ap-
proach we have taken to any quantum interactive proof
by, for instance, replacing the prover with a parame-
terized circuit. This approach will allow for estimating
distinguishability measures like the diamond distance
[87]. This method is not guaranteed to perform well in
general, simply because a variational circuit cannot re-
alize an arbitrarily powerful quantum computation like
a quantum prover can. For sufficiently small examples,
however, this seemly interesting approach has the po-
tential to go beyond what can be estimated using a
classical computer alone. After stating this observation
in a preliminary version of this paper [52], this approach
was pursued in [88] (see also [89]).

We are also interested in generalizing the quantum
computational tests proposed here to test for extendibil-
ity and symmetry of quantum channels. The algorithm
outlined in Section 4.6 is an initial finding in this di-
rection, but more generally, we would like to test for
G-symmetric extendibility and G-Bose symmetric ex-
tendibility of bipartite and multipartite channels. This
would involve testing for the no-signaling constraint in
addition to the symmetry constraint of k-extendible
channels.
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A Proof of Theorem 2.1

We give the proof for completeness, and we note here
that it is very close to the proof of [57, Lemma IL.5] (see
also [55, Lemma 3.6]).

We begin with the forward implication. Suppose that
ps is G-symmetric extendible. By definition, this means
that there exists a state wrgs satisfying (3) and (4). Sup-
pose that wrg has the following spectral decomposition:

wrs = »_ Mellhs, (265)
k

where Ay is an eigenvalue and Hlfias is a spectral projec-
tion. We can write 1% as

g = Zm CHITS (266)

where {|¢})rs}e is an orthonormal basis. Now define

‘Fk RSRS Z |¢€ RS & |¢g>RSa (267)
(268)

[9*) rsag = Z VAT psne
k

where ‘¢]€€>R§ is the complex conjugate of |¢5)rs
with respect to the standard basis. Observe that
[P 1P| ps g 1s a purification of wrs. Now let us estab-

lish (20). Given that wgrg satisfies (4), it follows that
Urs(9)'wrsUrs(9)|6f)rs = wrs|éf)rs  (269)
= Ml 6) R, (270)

for all k, £, and g. Left multiplying by Ugrs(g) implies
that

wrsUrs(9)|67) rs = MUrs(9)|6F) rs. (271)

so that URS(9)|¢]E>RS is an eigenvector of wrs with
eigenvalue ;. We conclude that the kth eigenspace
corresponding to eigenvalue \j is invariant under the
action of Urs(g) because |¢5) s and Urs(g)|¢5) rs are
eigenvectors of wgrg with eigenvalue Ag. This implies
that the restriction of Ugg(g) to the kth eigenspace is
equivalent to a unitary Uk¢(g). Then it follows that

(Urs(9) ® U gg(9)IT*) pspg

= (Uks(9) ® Trg(9)IT*) ps s

_ k
=[I") rsrs

(272)
(273)
for all ¢ € G. The first equality follows from the fact

stated just above. The second equality follows from the
invariance of the maximally entangled vector |T'*) ¢ 54

under unitaries of the form V ® V. Thus, it follows by
linearity that

V") rsrs = (Urs(9) ®Upg(9)) V) pspg,  (274)

for all g € G, which is the statement of (20).
Let us now consider the opposite implication. Sup-

P
pose that UJRSRS is a purification of pg and wRSRS sat-
isfies (20). Set

WRS = TI‘RS[w;SRS]. (275)
Then wgg is an extension of pg. Furthermore, employ-
ing the shorthand Urg = Urs(g) and U 86 = URS( ),
we find that wrs = Urs(9)wrsUrs(g )T forall g € G
because

WRS
= Trpg[¥h gl (276)
= Trpg[(Urs © URs)wf%SRg(URS ®URS)T] (277)
= Urs(9) Trp5[U 45(9)¥%, o U 25(9) 1URs (9)
(278)
= Urs(9) Tr 35[0 25(9)'U 25(9)0", 1 JURs (9)'
(279)
= Urs(9) Trps (0% 1ol Urs(9)T (280)
= Urs(9)wrsUrs(g)". (281)

Thus, it follows that pg is G-symmetric extendible.
We now justify the equivalence of (20) and (21). Us-
ing the result in (274), observe that

) ® URs( ))|wp>RSRS‘a

(282)
which simplifies to (21) by substituting in (22). Now
starting with (22), let us apply the property in (2), and
we have that

|¢ RSRS — |G| Z URS

geG

|¢p>351%5' = (URS(.‘]) ®UR5( ))HGSRSW >RSRSv
(283)
for all g € G. This reduces to (20) by applying (21).

B Acceptance probabilities of Algo-
rithms 1-4 as maximum symmetric fideli-
ties

In the subsections of this appendix, we prove that the
acceptance probabilities of Algorithms 1-4 are given by

maximum symmetric fidelities. That is, we prove The-
orems 3.1, 3.2, 3.3, and 3.4.
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B.1 Proof of Theorem 3.1

Let ¥ rs be an arbitrary purification of pg, and consider
that

Tr{Ig ps] = Trl(Tr © I1§)rs]
— || (1z @ TI§) [¥) gs 5 -

Recall the following property of the norm of an arbitrary
vector |¢):

(284)
(285)

lledlz = max _ [(gle)]*. (286)

[o):[l1) l12=1

This follows from the Cauchy—Schwarz inequality and
the conditions for saturating it. This implies that

|(1r ®1IS) |1/J>RSH§

= G 2
= 9l =1 [(¢lrs (Ir @ I1S) [¥)rs|”  (287)

Let us also recall Uhlmann’s theorem [39]: For positive
semi-definite operators w4 and 74 and corresponding
rank-one operators 1% 4 and ¥% 4 satisfying

Trr[Yaa] = wa, (288)
Trr[YRal = 74, (289)
Uhlmann’s theorem [39] states that
F(wa,7a)
= IV&av7al; (290)
= max |()*|ra (Ve ®14) 47 ral”, (291)

where the optimization is over every unitary Vg acting
on the reference system R. We also implicitly defined
fidelity more generally for positive semi-definite opera-
tors. Considering that

so that
H§osll§ = TrpllI§ orslIg), (293)
we conclude that
2
|):1119) Il =1 |(¢lrs (e ® TT5) [v) rs |
2
= max max Up @ IS 504
#y:llle)ll,=1 Ur |(élrs (Ur @ TIS) [)rs|”  (294)
= max  Flps, §osTIg). 295
os€D(Hs) (ps, Mg osILy) (295)

where the last equality follows from Uhlmann’s theorem
with the identifications |¢*) <+ (I T1%)|¢) and [7) <
|¢). Clearly, we have that

max F(pg, MGoglI§
s eD(Hs) (PS s0s s)

> max  F(ps,I§oslI§) (296)
oc€B-Symg

= F(pg,os), 297
pomax (ps,os) (297)

because B-Symg C D(H). Now let us consider showing
the opposite inequality. Let o € D(H). If TI% 1% = 0,
then this is a suboptimal choice as it follows that the
objective function F(ps, 1§0sII§) = 0 in this case. So,
let us suppose this is not the case. Then define

o= %HGUHG, (298)
p == Tr[l1%], (299)
and observe that o €B-Sym¢. Consider that
Flps, I§osII§) = pF (ps, o) (300)
< F(ps,05) (301)
< o eHBlfiS}érnG F(ps,03). (302)

We have thus proved the opposite inequality, concluding
the proof.

B.2 Proof of Theorem 3.2
The formula in (286) implies that

vax HHgS'VS’EﬁS‘E"¢>S’S|O>EH3 -
S'E—SE'

a 2
. max [(¢lssNgsVe mssm ¥)ssl0)p| "
S'E—~SE’
|6)ssmr

(303)

Applying Uhlmann’s theorem (see (288)—(291)) to (303)
with the identifications R +» SE' ~ S'E and S + A
and noting that

Trs p[[¥)X¢]s7s @ [0X0|£] = ps, (304)
Trgp [Hgg|¢><¢‘sSE'Hg§] = Tl"g[Hggosg,HgS], (305)

where og¢, is a quantum state satisfying ogg,
Tr [|¢)¢| g 5], We conclude that

2
. max ’<¢|SS'E/H§S'VS'E—>SE’|w>S’S|O>E’
S'E—SE/’
‘¢>SS‘E’
= max F(ps, Trg[1G 4055 115,]),  (306)

53!
with the optimization in the last line over every quan-
tum state ogg,.
We finally prove that

maxF(pS,Trg[Hggosg,Hgg]): max F(pgs,os).

Y ocsESymg
(307)
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To justify the inequality > in (307), let 0g € Symg,
and pick ogg to be the purification pgg of og from
Theorem 2.1 (with trivial reference systems RR) that
satisfies

G G
gsvssllgs = gs (308)
Then we find that
Trg [Hggﬁpsgngg] =Trglpgs] = 0s, (309)

and so, given that og € Sym is arbitrary, it follows
that

maxF(pg,TrS[Hggasg,Hgg}) > max F(pg,o0s).
(310)

T8 os€Symg
To justify the inequality < in (307), let 044 be an ar-
bitrary state. If 044, is outside of the subspace onto
; G ; G . .16 — .
which HSS‘ projects, then HSS’USS'HSS’ = 0 and the fi

delity in (306) is equal to zero. Let us then suppose
that this is not the case, and let us define

1
I G G

Ogg = ];HSS'GSS’HSS" (311)
p=TrG 040 (312)

Then we find that
Flps, Trg[lIG ;055 115:]) = pF(ps, 7s) (313)
< F(PS,TS)a (314)

where

s = Trglosel, (315)

and we used the fact that p < 1. It remains to be proven
that 7¢ € Sym,. To see this, consider that

s = Trgloly (316)
= Trg[Ig507 TG (317)
= Trg[(Us ® Ug) N0, TS, (Us © Tg)'] (318)
= Us Trg[U TS0’ ;IS T 5 UL (319)
= Us Trg[U50 410, IS, UL (320)
= Us Trg[S 07, TG UL (321)
= Us(9) Trglosg]UL (9) (322)
= Us(9)sUL(9)- (323)

where we have used the shorthand Ugs = Ug(g) and
Ug = Ug(g). Since the equality 7¢ = Us(g)TSU:rg(g)
holds for all g € G, it follows that

max F(ps, Trg[[§s04¢TM5e]) < max  F(pg, o),
(324)

Oggr TsESymg

concluding the proof.

B.3 Proof of Theorem 3.3

Following the same reasoning given in (303)—(306), by
using Uhlmann’s theorem, we conclude that

, max HHgSVS’EaRE’W>S’S|O>EHZ
S'E—RE’

= max F(ps, Tra[lEsorsTIzs]),  (325)

where the optimization is over every state org and Hg g
is defined in (60). The next part of the proof shows that

max F(ps, Tep[[sopsIGs]) = max  Flps,os)
ORS ocs€BSEg
(326)

and is similar to (307)—(324). To justify the
inequality >, let og be an arbitrary state in BSEg.
Then by Definition 2.2, this means that there exists a
state wrg such that Trg[wgrs] = og and HgSszﬂgs =
wrs. We find that

F(ps,os) = F(ps, Trr[wrs]) (327)
= F(ps, Trp[IGswrsIIGg)) (328)
< max Fps, Tea[lgsonsTgs]), (329

which implies that

max F(ps, Trr[Mfgorslfs]) > max  F(ps,os).
ORS os€BSEqg
(330)

To justify the inequality <, let ogrg be an arbitrary
state. If IGqorsII%g = 0, then the desired inequality
trivially follows. Supposing then that this is not the
case, let us define

1
ORs = ;HgsJRSHgs, (331)
p = Tr[IFsoRs]. (332)
We then find that
F(ps, Trr[1GsorsI%g))
= pF(ps, Trr[oks]) (333)
< Flps, Trrlohs)). (334)

Consider that 0% = Trr[ozg] is G-Bose symmetric ex-
tendible because 04 is an extension of it that satisfies
NG 07 sI1%s = 0hg. We conclude that
F(ps, Trp[MGs0rsTfg]) < max  F(ps,os). (335)
ocs€BSEqg

Since this inequality holds for every state org, we sur-
mise the desired result

max F(ps, Trp[lfsorsllfs]) < max  F(ps,os).
ORS os€BSEqg
(336)
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B.4 Proof of Theorem 3.4

Following the same reasoning given in (303)—(306), by
using Uhlmann’s theorem, we conclude that

2
v, hax NG 545V morrsm [¥)ss10) k),
S'E—~RRSE/’

T oax F(ps’HRRﬁ[HgSRsaRRSSHgsgg])a (337)

9RRSS

where the optimization is over every state opqpg and
H%SRS is defined in (22). The next part of the proof
shows that

G G
max Fps, Trppsl5 o550 ppsslisns))
RRSS

= max
osE€SymExt g

F(ps, 05) (338)

and is similar to (307)—(324). To justify the inequal-

ity >, let o0g be a state in SymExt,. Then by Theo-

rem 2.1, there exists a purification ppgpe of og satis-
: _ TG G

fying wpopg = HRSRS"ORSRZ?HRSRS' We find that

F(ps,os)

= F(ps, TrppslPrsnsl) (339)
= F(ps, Trpps Mg a0 nrspsllSonel) (340)
< max F(PSaTrRRs[HgSESURRSSHgSRS‘D' (341)

9RRSS

Since the inequality holds for all og € SymExt,, we
conclude that

max  F(ps,os
osE€SymExt (p ’ )

a G
< Jmax F(ps, Trppg [HRSggURRsS:HRsRSD'
RRSS

(342)

To justify the inequality <, let 0,566 be an arbitrary

G G _ ;
.state. .If HRSRSURI?S_SHRSRS = 0., then. tl?e desired
inequality follows trivially. Supposing this is not the
case, then define

o 1

G G
TRRSS HRSRSURRSSHRsRS’ (343)
p= Tr[HRSRSURRSS] (344)
Then we find that
G G

F(ps, Trppg [HRSRSURRSSHRSRg])
=pF(ps, Trppglo pesl) (345)
< F(ps, Trppslon pegl) (346)
= F(ps,s), (347)

where 75 = Trppgl07 5 o] We now aim to show that

Ts € SymExt. To do so, it suffices to prove that o, =

URS(g)oﬂ%kiURg(g)T for all ¢ € G. Abbreviating UQU =
Urs(g) ® U p5(g), consider that
Uf%s
= Tr 5[0 s] (348)
_ G e
= Trpg[Mpg g0 RSRSHRSRS} (349)
B TrRS[(U ® U) RSRS RSRS RSRS(U ® U) ] (350)
— R G G f
- UTIRS[UHRSRS RSRSHRSRSU ]U (351)
_ R G e T
B UFHRS[U UHRSRS RSRSHRSRS]U (352)
T
= U Tr g [T, RSASORSAS RSRS]U (353)
= UTrRS[ Rsfgg]UT (354)
= Urs(9)orsUrs(9)". (355)

It follows that 7¢ € SymExts, and we conclude that

G
F(ps, Trppg [HRSRSURRSSHRsRS*D
<  max  F(ps,os).

os€SymExt 4

(356)

Since the inequality holds for every state oppqg, We
conclude that

G G
‘max Flps, Trpps0y s rassMhsngl)
RRSS

< max F(ps,o09). (357)

os€SymExt g

C Proof of Proposition 7.5

The idea of the proof is similar to that for Propo-
sition 7.3. Since pg is a G-BSE state, by Defini-
tion 2.2, there exists an extension state wprg satisfy-
ing the conditions stated there. Since Ng_g: is a G-
BSE channel, by Definition 7.3, there exists an exten-
sion channel M rs_, g s/ satisfying the conditions stated
there. It follows that Mpgs_,r's/(wrs) is an extension
of Ns_s/(ps) because

Trr[Mps—rs (Wrs)] = Nss (Trrlwrs])  (358)

= Ns—s(ps), (359)

where the first equality follows from (252). Also, con-
sider that the following holds

1> Tr[If ¢ Mps—rs (wrs)]

= TI"[(MRSAR'S’)T(Hgfs/)WRS] (360)

> Tr[[I§ swrs] (361)

=1. (362)

The first inequality follows because Mg g s/ (Wrs) is
a state and 1%, 4, is projection. The first equality fol-
lows from the definition of channel adjoint. The sec-
ond inequality follows from (253). We conclude that
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Tr[I1%, . MRrs— rrs' (wrs)] = 1, which by (37), implies
that Mpgs—r s/ (wrs) is a G-Bose symmetric state. It
then follows that Ns_,s/(ps) is G-Bose symmetric ex-
tendible.

D Cyclic group Cj3

Cyclic groups, denoted by (), are abelian groups
formed by cyclic shifts of n elements and always have
order n. Consider first C3, the cyclic group on three
elements. The group table for Cj is given by

Group element e a b
e e a b
a a b e
b b e a

The C5 group has a one-dimensional representation
given by the third roots of unity, but here we instead
opt for a two-qubit unitary representation correspond-
ing more closely to the standard representation of Cj:
{e > I,a - SWAP o CNOT,b — SWAP o CNOT o
SWAP o CNOT}. The C5 group has three elements,
and thus, the |+)¢ state is a uniform superposition of
three elements. We use two qubits and the same uni-
tary Us shown in Figure 20 to generate an equal super-
position of three elements:

1
V3

The control register states need to be mapped to
group elements. We employ the mapping {|00) —
e,|01) = a,|11) — b} for our circuit constructions. The
circuits required for all tests are given in Figure 30.

Us]00) = — (|00) + [01) + [11)). (363)

D.1 (G-Bose symmetry

Figure 30a) shows the circuit that tests for G-Bose sym-
metry. Table 20 shows the results for various input
states. The true fidelity value is calculated using (36),
where I1§ is defined in (19).

State True Noiseless Noisy
Fidelity

|00%00] 1.0 1.0000 0.8415

|—+)X—+] 0.3333 0.3333 0.3408

p 1.0 1.0000 0.8524

n®2 0.5 0.5000 0.4698

Table 20: Results of C3-Bose symmetry tests. The state p is
defined as [¢)¢)| where |)) = %(|01) +[10) + |11)).

D.2 G-symmetry

A circuit that tests for G-symmetry is shown in Fig-
ure 30b). It involves variational parameters, and an
example of the training process is shown in Figure 31.
Table 21 shows the final results after training for var-
ious input states. The true fidelity is calculated using
the semi-definite program given in (143).

State True Noiseless| Noisy Noise
Fidelity Resilient

|—,+X—,+|| 0.3339 0.3333 | 0.3084 | 0.3333

ot 0.6666 0.6666 | 0.5118| 0.6639

p 0.7778 0.7775 | 0.5694 | 0.7760

7®2 1.0000 0.9998 | 0.6756 | 0.9864

Table 21: Results of C's-symmetry tests. The state p is defined
as [)(¢| where [¢)) = —=(|00) + [11) + |10)).

D.3 (G-Bose symmetric extendibility

A circuit that tests for G-Bose symmetric extendibility
is shown in Figure 30c). It involves variational parame-
ters, and an example of the training process is shown in
Figure 32. Table 22 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (144).

State True Noiseless| Noisy Noise
Fidelity Resilient

|00 0.6670 0.6667 0.5662 0.6665

1.0000 1.0000 0.8066 0.9979

p 0.8382 0.8380 0.7093 0.8377

Table 22: Results of C3-Bose symmetric extendibility tests.
The state p is defined as [¢)(t)| where |¢) = $(v/3]0) — |1)).

D.4 G-symmetric extendibility

A circuit that tests for G-symmetric extendibility is
shown in Figure 30d). It involves variational parame-
ters, and an example of the training process is shown in
Figure 33. Table 23 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (145).

E Cyclic group C}

In this appendix, we consider Cy, the cyclic group on
four elements. Again, as an abelian group, there exists
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Figure 30: Symmetry tests for the C group: a) G-Bose symmetry, b) G-symmetry, c) G-Bose symmetric extendibility, and d)
G-symmetric extendibility.
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Figure 32: Example of the training process for testing C's-Bose
symmetric extendibility of |1)(1]|. We see that the training ex-
hibits a noise resilience.
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Figure 33: Example of the training process for testing Cs-
symmetric extendibility of p = [1)(¢|, where |¢) = 1(/3|0) —
|1)). We see that the training exhibits a noise resilience.

State True Noiseless| Noisy Noise
Fidelity Resilient

|1)(1] 0.6667 0.6660 0.4809 0.6620

1.0000 0.9942 0.6818 0.9812

p 0.8383 0.8322 0.5992 0.8327

Table 23: Results of Cs-symmetric extendibility tests. The
state p is defined as |¢)()| where |¢) = 2(v/3|0) — |1)).

a one-dimensional representation that we choose not to
employ here. Instead, we consider again a two-qubit
representation.

The group table for Cy is given by

Group element e a b c
e e a b c
a a b c e
b b c e a
c c e a b

This group has a two-qubit unitary representation {e —
Ia = XooSWAP,b — XoX;,c — X; 0o SWAP}, where
X; denotes the Pauli o, operator acting on qubit i,
for i € {0,1}. The C, group has four elements, and
thus, the |+)¢ state is a uniform superposition of four
elements. We use two qubits and the Hadamard gate
to generate the control state, as follows:
H®2|00) = % (]00) +101) + |10) + [11)). (364)
The control register states need to be mapped to group
elements. We employ the mapping {|00) — e,|01) —

a,|10) — b, |11) — ¢} for our circuit constructions.

E.1 (G-Bose symmetry

Figure 34a) shows a circuit that tests for G-Bose sym-
metry. Table 24 shows the results for various input
states. The true fidelity value is calculated using (36),
where I1§ is defined in (19).

State True Noiseless Noisy
Fidelity

|00%00] 0.25 0.2500 0.2579

[++)++] 1.0 1.0000 0.9276

|[+0)+0] 0.5 0.5000 0.5002

w2 0.25 0.2500 0.2449

Table 24: Results of Cs-Bose symmetry tests.

E.2 G-symmetry

A circuit that tests for G-symmetry is shown in Fig-
ure 34b). It involves variational parameters, and an
example of the training process is shown in Figure 35.
Table 25 shows the final results after training for var-
ious input states. The true fidelity is calculated using
the semi-definite program given in (143).

State True Noiseless| Noisy Noise
Fidelity Resilient

|00)X00] 0.2502 0.2500 | 0.2562 0.2500

[+—X—+| | 0.5008 0.5000 | 0.4187 0.4984

7 ®1]0X0] | 0.7501 0.7498 | 0.6140 0.7480

7 ®2 1.0000 0.9992 | 0.7606 0.9912

Table 25: Results of Cs-symmetry tests.

E.3 (G-Bose symmetric extendibility

A circuit that tests for G-Bose symmetric extendibility
is shown in Figure 34c). It involves variational parame-
ters, and an example of the training process is shown in
Figure 36. Table 26 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (144).

E.4 G-symmetric extendibility

A circuit that tests for G-symmetric extendibility is
shown in Figure 34d). It involves variational parame-
ters, and an example of the training process is shown in
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Figure 34: Symmetry tests for the Cs group: a) G-Bose symmetry, b) G-symmetry, c) G-Bose symmetric extendibility, and d)

G-symmetric extendibility.
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Figure 35: Example of the training process for testing C4-
symmetry of p = |¢)Xv|, where |¢b) = |+—). We see that
the training exhibits a noise resilience.
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Figure 36: Example of the training process for testing Cs-Bose
symmetric extendibility of |00)00]. We see that the training
exhibits a noise resilience.
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State True Noiseless | Noisy Noise State True Noiseless| Noisy Noise
Fidelity Resilient Fidelity Resilient
|0%0] 0.5000 0.5000 0.4671 0.4995 |00 0.5000 0.4997 | 0.4191 0.4982
[+ X+ 1.0000 1.0000 0.9195 1.0000 ™ 1.0000 0.9996 | 0.7608 0.9884
P 0.9330 0.9330 0.8689 0.9329 p 0.8535 0.8533 | 0.6838 0.8459
Table 26: Results of C4-Bose symmetric extendibility tests. Table 27: Results of Cy4-symmetric extendibility tests. The
. 4 .854
The state p is defined as 0-75 0.4330 . state p is defined as 0-85 0 .
0.4430 0.25 0 0.146
104 ¢ — ]I 0 _ ]I 0
,f/l k= [ ) . k= . (366)
0.9 0 —io, 0 o,
Z 08 N‘ 1 The Qg group has eight elements and thus, the |[+)¢
§ W state is a uniform superposition of eight elements. We
£ 077 use three qubits and the Hadamard gate to generate it
8 06 as follows:
S o.
;%05’ H®3|000) = L (|000> +]001) 4+ |010)+
2 V8
0.4 | —=— Noiseless Simulator
i+ Noisy Simulator 011) + [100) + [101) + [110) + |111>). (367)
0.3 — T.rueVaI_ue . .
Final noisy parameters on noiseless simulator The control register states need to be mapped to group
0 25 50 75 100 125 150 175 200 elements. We employ the mapping {|000) — e, |001) —
Iterations A

Figure 37: Example of the training process for testing C4-
symmetry extendibility of w. We see that the training exhibits
a noise resilience.

Figure 37. Table 27 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (145).

F Quaternion group Qs
The Quaternion group is defined as

Qs = (&,i,5,k | e =e,i> = j2 = k? = ijk = &). (365)
The inverse elements of e, i,j, k are given by €,1, 7],k

respectively. The Qg group has a two-qubit unitary
representation

T 0 1 o]

e = 5 €= )
0T 0 —I

o0 ] 1 o]
1 = 5 1 = 5
0 —io, 0 10,
1o ] - Jr o]
o —ie,| 7T 0 ioy|

i,]010) — j,|011) — k,[100) — k,|101) — j,[110) —
i,]111) — €} for our circuit constructions.

F.1 G-Bose symmetry

Figure 38a) shows the circuit needed to test for G-Bose
symmetry. Table 28 shows the results for various input
states. The true fidelity value is calculated using (36),
where 11§ is defined in (19).

State True Noiseless Noisy
Fidelity

|00)X00| 1.0 1.0000 0.7416

[1+)X1+] 0.0 0.0000 0.0709

|+0)0+] 0.5 0.4999 0.3961

n®2 0.5 0.4999 0.3842

Table 28: Results of (Qs-Bose symmetry tests.

F.2  G-symmetry

A circuit that tests for G-symmetry is shown in Fig-
ure 38b). It involves variational parameters, and an
example of the training process is shown in Figure 39.
Table 29 shows the final results after training for var-
ious input states. The true fidelity is calculated using
the semi-definite program given in (143).

Accepted in {Yuantum 2023-09-12, click title to verify. Published under CC-BY 4.0. 49



a) < | . OO
0y < Hr®3 1 g3
0 S
0 0 —EaEHEH -
— mHr@HzemH -1 e I
10) < Up . O, I 01 v e L e e s e e e
E
1 10)
c) ) 0) — mes H®3
|0) E H®3 T o3 EH=
. 10) = U
0y << "+ HrolHreoH o 1 H—
10y £ 4 {r.coHanHroH -1+

Figure 38: Symmetry tests for the Qs group: a) G-Bose symmetry, b) G-symmetry, c) G-Bose symmetric extendibility, and d)

G-symmetric extendibility.

0.5 e State True Noiseless| Noisy Noise
)f Fidelity Resilient
i ¢ |00)X00] 1.0000 0.9998 0.5430 0.9960
>, 0.4 4
E “ [1+)X1+] 0.5000 0.4999 0.2433 0.4924
< |
‘é o ¢ p 0.7500 0.7499 0.4581 0.7447
C;Hg . ( w®2 1.0000 0.9998 0.2448 0.3774
= 1 1
2 [ A PR RERSAA Lol
?0.2— ‘ ‘ MW ﬂﬁ W"‘ﬁw“ m T "‘W&"T T’lw’ﬁw Table 29: Results of Qs-symmetry tests. The state p is defined
< : % I as [{)(v| where |1)) = 3(V/3]00) +[11)).
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Figure 39: Example of the training process for testing Qs-
symmetry of p = |¢)}v|, where |[¢) = |14). We see that the
training exhibits a noise resilience.

is shown in Figure 38c). It involves variational parame-
ters, and an example of the training process is shown in
Figure 40. Table 30 shows the final results after training
for various input states. The true fidelity is calculated
using the semi-definite program given in (144).

State True Noiseless | Noisy Noise
Fidelity Resilient

|00 1.0000 1.0000 0.7161 1.0000
0.5000 0.5000 0.4086 0.5000

P 0.9330 0.9330 0.6519 0.9330

Table 30: Results of Qs-Bose symmetric extendibility tests.

The state p is defined as {

0.933
0.25

0.25
0.067|"
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Figure 40: Example of the training process for testing (Qs-Bose
symmetric extendibility of |[+)+|. We see that the training

exhibits a noise resilience.

F.4 G-symmetric extendibility

A circuit that tests for G-symmetric extendibility is
shown in Figure 38d). It involves variational parame-
ters, and an example of the training process is shown in
Figure 41. Table 31 shows the final results after training
for various input states. The true fidelity is calculated

using the semi-definite program given in (145).

State True Noiseless | Noisy Noise
Fidelity Resilient

|0X0] 1.0000 0.9995 0.5951 0.9964
[+)X+|| 0.5000 0.5000 0.2918 0.4974
7r 1.0 0.9985 0.4605 0.8778

Table 31: Results of QQs-symmetric extendibility tests.
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Figure 41:
symmetry extendibility of [0){0]. We see that the training ex-
hibits a noise resilience.
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Example of the training process for testing Qs-
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