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Parallelization of Adaptive Quantum Channel
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Abstract— We investigate the performance of parallel and
adaptive quantum channel discrimination strategies for a finite
number of channel uses. It has recently been shown that,
in the asymmetric setting with asymptotically vanishing type I
error probability, adaptive strategies are asymptotically not
more powerful than parallel ones. We extend this result to
the non-asymptotic regime with finitely many channel uses,
by explicitly constructing a parallel strategy for any given adap-
tive strategy, and bounding the difference in their performances,
measured in terms of the decay rate of the type II error
probability per channel use. We further show that all parallel
strategies can be optimized over in time polynomial in the
number of channel uses, and hence our result can also be used to
obtain a poly-time-computable asymptotically tight upper bound
on the performance of general adaptive strategies.

Index Terms— Quantum information theory, Shannon theory,
error exponents, channel discrimination, adaptive strategies,
parallel strategies.

I. INTRODUCTION

INARY quantum state discrimination is one of the oldest

and most studied tasks in quantum information theory [1],
[2]. The task involves determining the state of a quantum sys-
tem, given the side information that it is in one of two possible
states. This is done by performing suitable measurements on
the state. This task has been studied in both the n-shot regime,
in which a finite number (n) of identical copies of the unknown
state are available, and in the asymptotic limit in which
one assumes that an infinite number of copies are available
(i.e., n — o0). The task of binary state discrimination,
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which can be viewed as that of binary hypothesis testing
for quantum states, is a fundamental primitive of quantum
information theory since many other information processing
tasks can be reduced to it. Known results for this problem
now include optimal decision strategies and the behavior of
the error probabilities of misidentification in both these finite
and asymptotic regimes [1], [3], [4], [5], [6], [7], [8], [9],
[10], [11], [12]. There are generally two possible errors that
can be incurred: the system is inferred to be in the second
state when it is actually in the first (type I error) or vice versa
(type II error). There are two different settings in which the
state discrimination task is usually studied: in the symmetric
setting, the probabilities of these two errors are treated on an
equal footing, while in the asymmetric setting, one minimizes
the probability of type II error under the constraint that the
type I error is below a given threshold.

Similar in nature, but a lot less understood, is the task of
binary quantum channel discrimination: given an unknown
quantum channel as a black box and the side information that
it is one of two possible channels, the task is to determine
the channel’s identity [13], [14], [15], [16]. The additional
complexity here comes from the fact that, on top of finding
the best measurement to perform on the output of the channel,
we also have to figure out which quantum states to send as
input to the channel. Say we are given access to n copies
of the channel (i.e., we are given n identical black boxes,
each of which can be used once); then there are different
strategies (sometimes also called protocols) in which we could
set up our decision experiment — the so-called parallel and
adaptive strategies. In a parallel strategy one prepares a joint
state, usually entangled between the input systems of all
the n copies of the channel and an additional reference (or
memory) system. This state is then fed as input to all the n
channels at once (with the state of the reference system being
left undisturbed). Finally, a binary positive operator-valued
measure (POVM) is performed on the joint state at the output
of the channels and the reference system in order to arrive at
a decision for the channel’s identity. In an adaptive strategy,
on the other hand, one prepares a state of the input system
of a single copy of the channel (again usually entangled with
a reference system) which is fed into the first copy of the
channel, with the state of the reference system being left
undisturbed. The input to the next use of the channel is then
chosen depending on the output of the first channel and the
state of our reference system. This is done, most generally,
by subjecting the latter to an arbitrary quantum operation (or
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channel), which we call a preparation operation. This step
is repeated for each successive use of the channel until all
the n black boxes have been used. Then a binary POVM is
performed on the joint state of the output of the last use of the
channel and the reference system. See Figure 1 for a depiction
of an adaptive strategy. Adaptive strategies are also sometimes
called sequential, which however should not be confused with
the setting of sequential hypothesis testing [17], [18], [19],
where samples (i.e., states or channels) can be requested one
by one.

One particularly interesting question is whether and to what
degree adaptive strategies give an advantage over parallel
ones. Note that any parallel strategy can be written as an
adaptive strategy by taking all but one channel input as part
of the reference system, and then choosing each preparation
operation such that it extracts the next part of the joint input
state for the next channel use and replaces it by the output of
the previous channel use. However, the converse is not true,
and so adaptive strategies are more general. Parallel strategies
are conceptually a lot simpler than adaptive ones — aside from
the measurement, everything is specified just by the joint input
state — in contrast to adaptive strategies, in which after each
channel use we can perform an arbitrary quantum operation
to prepare the input to the next use of the channel. It is thus
interesting to determine to what degree parallel strategies can
still be optimal. It is known that in certain cases adaptive
strategies can give an advantage over parallel ones. In [16] the
authors constructed an example in which an adaptive strategy
with only two channel uses could be used to discriminate the
channels with certainty, which is not possible with a parallel
strategy, even if arbitrarily many channel uses are allowed.

Interestingly, asymptotically, there are multiple known cases
in which adaptive strategies give no advantage over parallel
ones, i.e., the optimal exponential decay rate of the error
probability per channel use is the same in the asymptotic
limit. For example, this is the case both in the symmetric
and asymmetric settings when the channels are classical [15]
or classical-quantum [20], [21]. For arbitrary quantum chan-
nels, the recently shown chain rule for the quantum relative
entropy [22] and the characterization of asymmetric channel
discrimination in terms of amortized relative entropy [20],
[23], also imply that in the asymmetric setting, in the asymp-
totic limit where we also require the type I error to vanish,
adaptive strategies give no advantage over parallel ones (i.e.,
the optimal asymptotic exponential decay rate of the type II
error per channel use is the same for parallel and adaptive
strategies; see Section II below for more details). This is in
contrast to the symmetric setting in which the example of [21]
shows that there always is an advantage of adaptive strategies,
also in the asymptotic limit.

In this paper, our aim is to move from these purely asymp-
totic results to statements comparing adaptive and parallel
strategies for finite n. In our main result (Corollary 1 and
Theorem 1), we relate the type I and type II errors of an
arbitrary adaptive strategy with those of a suitably chosen
parallel strategy. Specifically, given an adaptive strategy with n
channel uses, we construct a parallel strategy with m channel
uses (where m can be chosen at will), such that for arbitrary
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fixed type I errors of the two strategies, we find an explicit
bound on the difference between their type II error decay rates.
This difference goes to zero in a suitably chosen asymptotic
limit m,n — oo if also the type I error vanishes, hence also
implying the known asymptotic equivalence in the asymmetric
case. Our result answers the following interesting question
which is of practical relevance: Given an adaptive strategy
involving n uses of the channel, if one instead employs a
parallel strategy with m channel uses, how much worse are
the errors going to be?

Note that the asymptotic results obtained in [20] and [23] do
not purely come from finite-length considerations, and hence
results analogous to ours are not directly obtainable from these
references.

Our main result becomes particularly interesting consid-
ering that we additionally show that one can optimize over
all parallel strategies in time polynomial in the number of
channel uses (Lemma 3), whereas optimizing over all adaptive
strategies seems to require exponential time (see Remark 6
below). Hence we can also use our theorem to give a bound
related to the following practically relevant question: Given
that one computed the optimal parallel strategy involving m
uses of the channel, how much better could the errors of the
best adaptive strategy with n channel uses possibly be?

Note that the upper bound on the finite-n performance of
adaptive strategies that can be obtained like this by optimizing
over all parallel strategies, is to our knowledge the first upper
bound on this quantity that is computable in time polynomial
in the number of channel uses and also asymptotically tight.

On the way to proving our main theorem, we also prove the
following two technical results: first, a slightly refined bound
on the difference between the Petz—Rényi relative entropy
D, and the Umegaki relative entropy D (Lemma 5), and
secondly, a bound on the convergence speed in the asymptotic
equipartition property of the smoothed max-relative entropy
(Lemma 6), which turns out to be better suited to our appli-
cation than previous results (see Remark 8 and Remark 9 for
a detailed explanation of the differences).

We start by introducing all of the required notation and
previous results in Section II. Then we state and prove
our main theorem (Theorem 1) in Section III. Section IV
illustrates how adaptive and parallel strategies can differ in
the finite regime with an example, and it also demonstrates an
application of our result.

II. PRELIMINARIES, NOTATION, AND PREVIOUS RESULTS
A. Notation

We write H for a complex finite-dimensional Hilbert space
and B (H) for the set of linear operators acting on H. We write
P (H) for the set of positive semi-definite operators acting on
H.For A, B € &#(H) we further write A < B if supp (A4) C
supp (B) and A <« B if supp (A) < supp(B). Let D (H)
denote the set of density matrices, i.e., the set of positive
semi-definite operators with trace one. A quantum channel (in
this paper usually denoted as £ or F) is a completely positive,
trace-preserving map between density operators. We will label
different quantum systems by capital Roman letters (A, B,
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C, etc.) and often use these letters interchangeably with the
corresponding Hilbert space or set of operators or density
matrices (i.e., we write p € D (A) instead of p € D (Ha)
and £ : A — B instead of £ : D (Ha) — D (Hp)). We write
log for the logarithm to the base two.

B. Quantum Information Measures

For p € D(H) and 0 € Z(H) the (Umegaki) quantum
relative entropy is defined as [24]

D(p|lo) = Tr(p(log p — log 7)), (1)

if p < o and D(p|lo) := oo if p L 0. One of its most
important properties is the data-processing inequality [25],
which states that for every quantum channel &:

D(pllo) = D(E(p)[|€(0))- 2)

A self-contained proof can be found, e.g., in [26]. More
generally, we call a function of p and o a divergence if it
satisfies the data-processing inequality.

Below we also make use of the binary entropy, which is
the Shannon entropy of a classical random variable that takes
two possible values. It is uniquely specified by the probability
p € [0,1] of one of the values and is given by

h(p) := —plogp — (1 — p)log(1l — p). 3)
It satisfies

0<h(p)<1 Vpel0,1]. “4)

1) Fidelity and Sine Distance: For two quantum states
p,0 € D(H), we define the fidelity as [27]

F(p,0) :=ﬂ( ﬁpﬁ). )

Note that this is sometimes also called the square root fidelity
due to different conventions on whether to include a square or
not. We define the sine distance as [28], [29], [30], [31]

P(p70') =V 1- F(ﬂ? 0)2’ (6)

which satisfies the properties of a metric (especially the
triangle inequality) and also the data-processing inequality
(see, e.g., [26]). This quantity is also known as the purified
distance.

2) (Smoothed) Max-Divergence: For p € D(H) and ¢ €
P(H), define the quantum max-divergence (or the max-
relative entropy) as [32]

Diax(pllo) :==loginf { X eR | p< Ao }. (7

The quantum max-divergence also satisfies the data-processing
inequality [32]. Let

Bl(p):={peDH)| Plp,p) <e} (8)

be the e-ball of normalized states around p in sine distance.
Then, we define the smoothed max-divergence as [32]

Drax(pllo) = Diiax(pllo) =

Note that this is sometimes defined differently in the literature,
where one allows the infimum to also include sub-normalized
states.

inf  Dunax(pllo). 9
il Dulil): ©)
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3) Rényi Divergences: Let p € D(H) and 0 € £(H) be
two operators such that p < o. The definitions below can,
in some cases, also be extended with finite values to the case
where p < o (see the references below or also [26]); however,
this is not going to be relevant for our work. For every a €
[0,1) U (1,2] define the Petz—Rényi divergence as [33]:

Da(pllo) :=

log Tr(p“c' ™). (10)

a—1
Similarly, for every a € (0,1) U (1, 2] define the geometric
Rényi divergence as [34]:

1
a—1
It was shown in [34] that the geometric Rényi divergence is
the largest Rényi divergence for every o € (0,1) U (1, 2], and
o)

Dao(pllo) == logTr(U%(cr*%pofé)aJ%) . an

Dalpllo) < Da(pllo)- (12)

4) Channel Divergences: We say that a function D of
p € D(H) and 0 € Z(H) is a divergence if it satisfies the
data-processing inequality (recall (2) here). For every given
divergence D for states, one can define an associated channel
divergence [35] by performing a (stabilized) maximization
over all input states, i.e., with £, F : A — B being quantum

channels
D(E||F) = D((idr ® £)(p)||(idr @ F)(p))-

13)

sup
prAED(RR®A)

Since D satisfies the data-processing inequality by definition,
the supremum can be restricted to pure states such that the
reference system R is isomorphic to the channel input system
A.

Specifically relevant later will be the max channel diver-
gence, which has the following simple representation (see [36,
Definition 19] and [20, Lemma 12]):

Dinax(E||F) := sup Diax ((idr @ €)(¥)||(idr @ F) (1))

RA

(14)
= Duax((idg ® £)(®) | (idr ® F)(®)), (15)

where R ~ A and & = $p4 is a maximally entangled state.
Hence, the max channel divergence is easily computable as a
semidefinite program (SDP).

C. Quantum State Discrimination

In binary quantum state discrimination, a quantum system
with Hilbert space H is prepared in one of two states p or
o, and the objective is to perform a binary POVM {II, 1 —
IT} (where 1 denotes the identity operator acting on M and
IT € B(H) satisfying 0 < IT < 1) in order to guess which
state was prepared (see [12] for a review). Performing this
measurement comes with the possibility of making an error of
misidentification. Generally one defines the type I and type II
error probabilities, respectively, as

a(Haan) = TI‘((]l —H)p)7 (16)
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B0, p, o) := Tr(Ilo). (17)

In the rest of the paper, we refer to the above simply as the
type I and type II errors. It is easy to see from the definition
that different choices of II lead to different trade-offs between
the type I and type II errors.

In the asymmetric setting, we are interested in finding the
optimal type II error while keeping the type I error below a
threshold (usually denoted as €). This optimal type II error is

then defined for all € € [0,1] as
Pelpllo) = min
Tr(Ilp)>1—¢

Tr(Ilo). (18)

The negative logarithm of this optimal type II error is called
the hypothesis testing relative entropy [37], [38], [39]:

D3 (pllo) :== —log B:(pllo).

It is also known as the smooth min-relative entropy [40],
[41]. The hypothesis testing relative entropy satisfies the data-
processing inequality [39] and can be related to other entropic
quantities. We will make use of the following known relations:

Lemma 1 (Upper Bound on D%): Let p,o € D(H) be
quantum states. Then for all € € [0,1)

Dis(pllo) < 1 (D(pllo) +h(2)),

19)

(20)

where h(e) is the binary entropy function.

This first Lemma is a very well-known consequence of the
data-processing inequality of the relative entropy and has been
used in converse proofs all throughout information theory.
A statement and proof using our notation can be found in [39],
although the essence of the statement can already be found
much earlier, for example in [4, Theorem 2.2] and also [42,
Eq. (3.30)]. We will also make use of the following Lemma:

Lemma 2 (Relation to Smoothed Max-Divergence [43, The-
orem4]): Letp € D(H) and 0 € F(H). Then, fore € (0,1)
and 6 € (0,1 —¢&?):

) 4(1—¢?
Dl (pllo)-tog(*2 =) < Ditol)
< D (pllo) —log(1-&%). - @)

Remark 1: Note that [43] defines the smoothed
max-divergence using sub-normalized smoothing; however,
the proof of this lemma goes through also when restricting
to normalized states. Note also that the arXiv version (vl)
of [43] has a typo in the admissible range of §, which has
been corrected in the published version.

D. Quantum Channel Discrimination

Let £ and F be two quantum channels, each taking system
A to system B. In the discrimination setting we will generally
use inputs to the channels that are entangled with a reference
system. To simplify notation we will usually not make the
identity channel on the reference system explicit. Hence,

if pra € D(R® A) is a state, we will write
E(p) = Ea—p(pra) = (Idr ® Ea—B)(PRA), (22)

and similarly also for F.
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Fig. 1. Tllustration of a general adaptive protocol with n uses of the black-box
channel. The top row makes use of the given black-box £|F, which is either
& or F, while the bottom row depicts the memory system R. At various
stages in the protocol, the green states p occur if the channel is £ and the
purple states o occur if the channel is F.

The most general channel discrimination protocol will
choose input states based on the outputs of previous channel
uses. This is called an adaptive protocol. A general adaptive
channel discrimination protocol with n uses of the black-box
channel (£ or F), can be fully specified by an initial state
pr=01 € D(R® A),asetof n—1 CPTP maps A; : R®B —
R ® A, that transform the state before it is fed into the next
black-box channel, and a final binary POVM {II, 1 — II} on
R ® B. We will assume the size of reference system R to be
fixed and identical throughout the protocol (this is without loss
of generality). The protocol consists of alternating applications
of the black-box channel and the preparation CPTP maps A;
(see Figure 1). We define for ¢ € {2,...,n}:

pi = Ni(E(pi-1)),

and so the final state before the action of the POVM will
be £(py) if the channel is £ and F(o,) if the channel is
F. The distinguishability of the channels then comes down
to the distinguishability of the two states £(p,,) and F(oy,).
We will be focussing again on the asymmetric setting, with
the main object of study being the hypothesis testing relative
entropy D5 (E(pn)||F(0n)). We write the optimal adaptive
type II error rate for a given finite number of channel uses n
as [44]

o; = Ni(F(oi-1)), (23)

1
sup 7D§-I(8(pn)”f(o'n))
p1.{A:}: T

(24)

where the supremum is over every initial input state p; =
o1 and all subsequent input preparation CPTP maps {A;}7,.
It was shown in [45, Prop. 3] that this is computable as a
semi-definite program.

1) Asymptotic Equivalence of Adaptive and Parallel Strate-
gies: It has been shown recently [20], [23] that asymptotically,
when the number of channel uses goes to infinity, the best
exponential decay rate of the type II error (per channel use)
such that the type I error still goes to zero is given by the
amortized Umegaki channel divergence, i.e.

lim lim  sup D5 (E(pa) | F(0n)) = DAE|F)

e—0n—oo p1,{A:}s n

(25)

where

DA(E|F) = [D(E(p)IF(2)) = D(pllo)]. (26)

sup
p,0ED(RVA)

Note that the dimension of the reference system R in this last
supremum can be arbitrarily large.
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The chain rule from [22] states that this amortized diver-
gence is in fact equal to the regularized channel divergence,
ie.

DA(E|F) = D(E||F) :=

D(E=" ()| FE"(v)), @7

lim — sup

N0 N e D(RONQADN)
the latter of which can be achieved by parallel protocols,
as a consequence of [23, Theorem 3]. Note that the reference
system R in the latter optimization can be chosen isomorphic
to A. Hence, asymptotically (and in the regime in which
the type I error goes to zero) adaptive strategies offer no
advantage over parallel ones. We provide a finite n version
of this statement, by giving explicit bounds on how much the
error probabilities of adaptive and parallel strategies can differ
for a finite number of channel uses.

III. PARALLELIZING AN n-SHOT ADAPTIVE PROTOCOL

We state our main result in two forms, first in a simple
manner that illustrates the main idea and structure of the result,
and secondly a more detailed theorem that gives a tighter
bound, and which states in detail what one can choose as
a parallel input state.

Remember that there is a tradeoff in minimizing the type I
and type II errors. In the context of a strategy, for a given
type I error o we will write the best achievable type II error
as [B(«). We are especially interested in the exponential decay
rate of the type II error with the number of channel uses; i.e.,
if some strategy involving n uses of the channel has type II
error (3(c), we are interested in the quantity —+ log(53(c)).
Our main result compares this error decay rate per channel
use between adaptive and parallel strategies:

Corollary 1 (Main Result, Simple Version): Let E,F : A —
B be two quantum channels such that Dyax(E||F) < oco. Let
there be an adaptive discrimination protocol with n channel
uses, that — for an arbitrary type I error o, € [0, 1] — achieves
type II error f3,(cv,). Then, for all oy, € (0, 1] there exists a
parallel protocol with m channel uses and type II error 8, (c;)
such that for all o, € [0, 1] the type II error rates per channel
use obey the following relation:

— 2 log(Ba(cra))

Cn 8 1

That is, the type II error rate of the parallel protocol is
essentially at least as good as the adaptive one modulo an
additional error term, which decays as m — oo. The constant
C is given by

~— log(Byla)) 2 - -

C = Tlog (2D2<5”f> 4 2) < 7log (2Dmax<f“f> + 2). (29)

Remark 2: If we take the limit m — oo in (28), then
n — oo, and finally o, — 0 and o), — 0, we find that
asymptotically there exist parallel strategies with better or at
least equal type II error decay than an adaptive one, and
hence our result also implies the known result [22] that,
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asymptotically (and with o« — 0), adaptive strategies offer
no advantage over parallel ones.

Remark 3: Tt is known that for small n and m, and suitably
chosen «, and o, the type II error rates for adaptive and
parallel strategies can be arbitrarily far apart (see Section IV
below for an example). From the asymptotic equivalence,
we know that this difference has to vanish as n and m go to
infinity, but the purely asymptotic statement does not tell us
how exactly this vanishes, and what the required relationship
between n and m is (in principle the required m to reach
a similar rate as a given adaptive strategy with n channel
uses could grow arbitrarily fast with n). Corollary 1 now
tells us that the difference of type Il error rates between
an adaptive strategy and the corresponding parallel one will
become arbitrarily small if m = w(n?) (ie., m has to
grow faster than n?). Hence, given a sequence of adaptive
strategies with n channel uses, we can convert these into
parallel strategies using at most quadratically (or a little bit
more than quadratically) as many channel uses each, and
will achieve matching rates once n gets large enough. This
quadratic relationship is universal in the sense that it holds for
all pairs of channels £, F with Dy, (E||F) < oo (where only
the prefactor depends on the value of Dyax(E]|F)).

Note again that we are not comparing type II errors in
Corollary 1, but rather decay rates of the type II error per
channel use. When we say that the rates of a parallel strategy
with m = w(n?) channel uses and an adaptive strategy with n
channel uses are roughly equal, the parallel strategy will have
much smaller type II error because it has many more channel
uses.

The following is the more refined version of our result, with
a tighter bound and a description of the parallel input state:

Theorem 1 (Main Result, Technical Version): Let £, F
A — B be quantum channels such that Dy« (E]|F) < oo.
Given an arbitrary adaptive protocol with n channel uses,
we write p;,0; € D(R, ® A), i € {1,...,n} for the states
that are input into the channel during the adaptive protocol (p;
if the channel is £, and o; if the channel is F; see Section II-D
and Figure 1 above for a more detailed explanation of this
notation). We define £ € {1,...,n} as the step in the protocol
where the distinguishability increases the most, i.e.,

{ = argmax (30)
ke{l,...,n}

[DEEIF(@) = Dlpello)|.

Then, for all o, € (0,1], and m € N, there exists a state
v € D(R®™ @ A®™) such that for all «, € [0, 1]:

1
7Dap ®m ®m
— Dy (€2 w)|IF

)z
()] -3

where

24 Dg (£ (o) |1 F (o))

( )"

In(2) log*(3) o

K =
8

(32)

sh(loi(3)> <0.29
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and c@ depends on the pair of channels £, F and can be
bounded as follows:

/ = . f 8 f

“ log(3) 1 12€(0,1] [ev1 (E(p)IIF (00)) + ca (pelloe)]
(33)

8¢
- M f fon] 4
~ log(3) e (0,1] y(ElF) (34)
< i 2] 35)
= log(3) ve(0,1 '
where

1
e (pllo) == > 1og<2w1+7<m|a> 1 9=vD1s(plle) 4 1)’ (36)

& (EF) = 1 log (2751+v<5“f> + 2). (37)
Y
Moreover, if
4 4 ?
m > log(> — |, (38)
ap /) \ log(3)y/21n(2)

then we have the following tighter bound

1—a,

Ly (e )17 (1) = 1= Dgi (e )1 7o)

cy 4 1 1 ay,
~ T log(a) o [1°g<ap) ~log(1 - 4)]
_hlad) 5,
n

where ¢, is defined in a similar way as ¢, but with different
numerical constants K and Ks:

K, = 2\/2 In(2) cosh(l%;(s)> <2.72,

Ky :=2+/21n(2) < 2.36,

(40)

(41)

co = inf  [Kicy, (E(pe)[|F(00)) + Kacy, (pelloe)]
71,72€(0,1]
(42)
- PN
< UKy + K2)fyel?0f,1] & (ENF) (43)
(44)

< inf & .
<n(K; + KQ)'yEl?Of:l] ey (ENF)

The parallel input state v can be chosen as either:
o An optimizer in the smoothing of the max-divergence

Di o (pP™|0P™), where £ = 3 (1 — /T —qy), ie.,

V= Ugmam = argmin Dyax(plof™). (45)

PEBZ(pF™)
Note that the reference system R, depends on the adap-
tive protocol and can be arbitrarily large, and hence also
v might have an arbitrarily large reference system.
o The canonical (or any other) purification of the A™-
marginal Zam = Trrm (Zgm am ). That is, we can choose
V= |1/JRmAm ><’ll)RmAm |, with

[Ypmam) = Lpm @ \/Dam |PRrmAm) (46)
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where R is isomorphic to A and |®gm 4 ) is an unnor-
malized maximally entangled state.

Remark 4: Even though the second choice for the parallel
input state v might seem preferable in most cases (due to
the control over the size of the reference system R), it is
not necessarily so. This is because even though the reference
system of the first choice for v could be very large, it is not
always so. Since the overall state can be mixed, it might
actually be smaller than the canonical purification of its
marginal. Additionally, with the first choice for v, one gets
a bound that this parallel input state is e-close to the input
state of the adaptive strategy, which might be useful in cases
where one wants to show that some property of the adaptive
strategy (e.g., a satisfied energy constraint for the input states)
is (approximately) satisfied also for the parallel strategy.

Remark 5: The constraint D,y (E]|F) < oo is necessary
in general, as the example of [16] (see also [21]) serves as
a counterexample to our statement without this constraint.
Specifically, [16] constructs two channels £, F for which its
authors then show that there exists an adaptive strategy with
only two channel uses that achieves perfect discrimination,
i.e., both o, = 0 and (3, = 0. In our terminology this implies
that for all o, € [0,1]

D3 (E(p2)|| F(o2)) = .

On the other hand, [16] shows for these two channels that
with a parallel strategy, even with arbitrarily many channel
uses, perfect discrimination can never be achieved (i.e., o,
and 3, cannot both be zero), which in our notation implies
that for all m and for all v € D (R ® A®™)

Dy (5™ )| FE™ (v)) < o0,

(47)

(48)

Since it is well known (see, e.g., [26, Prop. 4.66]) that for all
states p, o

lim D§7 (pllo) = DY (pllo) (49)

this means that for all m, one can find a sufficiently small «,
such that for all v € D (R ® A®™)

Dy (EE™ ()| FE™(v)) < oo, (50)

and thus a relation like (39) cannot hold for these two channels.
Note that, even in this example, the Stein exponent, i.e., the
optimal exponential decay rate of the type II error such that the
type I error still goes to zero, is still identical for the parallel
and adaptive strategies, as it is infinite also for the optimal
parallel strategy. This follows from

Dnax(EJ|F) =00 = D(E||F) = D"8(&||F) = oc.
(G

A. Computability
Remark 6: The usefulness of finite-length bounds often cru-
cially depends on whether the quantities involved can actually
be efficiently computed [46], [47], [48]. To demonstrate this
for our bound, we consider the following two applications:
where we
bound on)

1) We are given an adaptive
know (potentially only a

strategy,
lower
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D3 (E(pn)||F(0on)), and want to employ the theorem
to get a lower bound on the performance of the
best-possible parallel strategy (i.e., we want to know
how much worse could a parallel strategy potentially
be).

Such a lower bound can be computed using Theorem 1
in time O(1) (i.e., the computational complexity is
independent of the number of channel uses n and m),
by using the bound on ¢y from (44). A potentially much
tighter bound, obtained by finding ¢ explicitly and then
calculating ¢y, can be computed in time O(n).

2) We want to upper bound the performance of the best pos-
sible adaptive strategy with n channel uses, by finding
the best possible parallel strategy and then using Theo-
rem 1. We show in Lemma 3 below that the best possible
parallel strategy with m channel uses can actually be
calculated in O(poly(m)) time, and hence by choosing
m = n?*¢ for € > 0 we also obtain asymptotically tight
upper bounds on any adaptive strategy with n channel
uses in O(poly(n)) time.

To our knowledge this is the first such poly-time
bound obtained in the literature. Specifically, computing
the best parallel strategy and then using our bound
is exponentially faster than any currently known way
of optimizing over all adaptive strategies. While the
authors of [45] showed that optimizing over all adaptive
strategies can be phrased as an SDP, the size of this
SDP grows exponentially in 7, and there is no obvious
symmetry (like the permutation invariance in the parallel
case) that allows one to reduce the number of variables.

Lemma 3: Let £, F : A — B be two quantum channels
such that Dy« (E||F) < oo. Then, for a fixed € € [0,1), the
quantity
Dy (E5" ()| F2"(v))

sup

1
—D(E |7 =
n e’D(R@n@A@n)

S|

(52)

can be computed up to an additive error 6 > 0 in time
O(poly(n)log(})) as n — oo and § — 0.

Proof: As shown in [23, Prop. 2], the quantity
2-DuEIF®") can  be expressed as the following
semidefinite program (SDP) over operators Qpnpn €
B(HE" ®HE") and pgrn € B (HE")

minimize
Qprnpgn,prn

subject to Tr (QR”Bn F}gﬁ;”) >1—c¢
0 < Qrnpn< PR & 1gn
Tr(pR"): 1)

where ' is the Choi matrix of € and it is easy to see
that T¢, . = (D%,)®". The operators Qpnpn and pgn
in this SDP have a number of parameters exponential in 7,
but we will show that we can use the permutation symmetry
of this problem to rephrase it as an SDP polynomial in n.
Throughout this proof we use H to denote a general Hilbert
space, which we will then choose to be either Hpr, Hp,

®n
Tr (QR" Bn Fﬁn Bn )

(53)
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or Hr ®H p in different situations. We will denote any objects
that depend on the chosen Hilbert space with a subscript or
superscript H (such as Py in the following paragraph), where
we then replace the subscript or superscript with R, B, or RB
whenever we choose a specific Hilbert space; e.g., we write
PR, PB, or PRB~

For any permutation 7 € &,, (where &,, is the symmetric
group) we write Py () for the permutation matrix correspond-
ing to the action of 7 on H®" by permuting the n copies of H.
It is then easy to see that these permutation matrices are unitary
and Py (m)" = Py/(m~1). For any operator X € B (H®") we
also write the group average as

=5 Gn‘ ; Py (m)X Pr(m)T, (54)
and the set of all permutation invariant operators as
End®" (H®") :=
{A € B(H®") | Pu(m)APy ()t = A, V1 € &,}.  (55)

We start by showing that the minimum in our SDP (53)
is always achieved by permutation invariant operators. Let
(Qrnpn, prn) be feasible for the optimization problem; i.e.,
they satisfy the constraints of (53). Let 7 € &,, be any
permutation; then

Tr(Pr(r) pro Pr(m)") = Tr(pgn)
since the Pgr(mw) are unitary, and thus also Tr(pr-) =
Tr(pg~). Similarly, we get

(57)

(56)

since positivity is preserved under unitary conjugation, and we
also used

Prp(m) = (1gn ® Pp(m))(Pr(7) ® 1)

which is immediate from the definition. This again implies
that

(58)

0 < Qpnpn <prn @ Lpn. (59

By the cyclicity of the trace, and the fact that ' Rn =
(I'%5)®", we also see that

Tl" (QRn Bn F%(ian) = Tr (QRanF%%an) 5

a ®n ®n
Tr (QR” Bn FgrrLB'rt) =Tr (QR"LB’" F]R;LB?‘) .

(60)
(61)

Hence, also (Qgnpn,prn) are feasible for the optimization
problem (i.e., they satisfy the constraints) and also achieve the
exact same value as (gnpn, prn) does. The group averages
are elements of End®” (R”B") and End®" (R") respectively,
and hence we can restrict the optimization in (53) to such
permutation invariant operators.

While the dimension of the subspace of these permutation
invariant operators is polynomial in n, this does not yet show
computability in poly(n) time using standard SDP solvers,
as the problem is not phrased using matrices of size poly(n).
In order to rephrase our problem in this way we follow the
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approach of [49], where a similar statement has been shown
for the sharp Rényi divergence D¥ (£¥™||F®™). The key idea
is to construct a suitable basis of the permutation invariant
subspaces and then rephrase the SDP as one in which we
minimize over (now only O(poly(n)) many) basis coefficients.
As explained in [49, page 7352] (see also [50], [51]), one
can construct such an orthogonal basis C7*, r € {1,...,my}
of End®» (H®™) (where orthogonality is with respect to the
Hilbert-Schmidt inner product, and ms = dim End®" (H®"))
as follows: Let {|7)}%" be an orthonormal basis of . Then,
for any multi-index i € {1,...,dy}" define the associated
vector [i) = @, _, |ix) on the tensor-product system H®",
and it is immediate that the set of all these vectors forms an
orthonormal basis of H®". For any pair of such multi-indices
(i,j) — this pair should be thought of as indexing a matrix
element of an operator on H®™ — we write the group orbit of
these indices under the action of &,, as

O(,) = { (x(i),7(j)) [T € &n } ,

where (i) permutes the components of i, ie., 7(i)y =
ir—1gy for & € {1,...,n}. There are exactly my =
dim End®" (H®™") such group orbits, which we will label as
OM,r € {1,...,my}, and a representative element of each
such orbit (i.e., a pair (i, j) € O') can be efficiently computed
given r, as shown in [49, page 7352]. This corresponds to
the intuition that for A € End®" (H®") we require Aj; =
Aryr() for any m € &,; hence the matrix elements of A
have to be constant on each group orbit, and so the number
of group orbits is equal to the dimension of End®"(H®").
The basis elements C7! € End®" (H®") are now defined by

specifying their matrix elements as

1 if (i,j) € OF
(C;H)iji:{ )

(62)

:1,...,mH. (63)

0 otherwise.

It follows immediately from the definition that the C* are
orthogonal, and since we have my = dim End®" (H®") of
them, they form a basis.

As explained in [49, page 7353], for any matrix A®" €
End®" (H®"), its coefficients with respect to the basis C7
can be computed straightforwardly from a description of A by
picking a representative of each orbit, and these coefficients
are hence computable in O(poly(n)) time. Specifically, one
can show that for any  and any pair of indices in the group

orbit (i,j) € O, the corresponding basis coefficient is given
by
o= ][ Assin (64)
k=1
ie., we get
my
=Y %Clt. (65)
r=1

This can be applied to the Choi matrix Ffﬁ;n = (T%5)%",
and hence we write
MRB

Z ’ngRB (66

£
FRB
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and similarly when £ is replaced by F.

Additionally, for any finite-dimensional Hilbert space H,
there exists a x-algebra isomorphism from End®" (H®™) to
block-diagonal matrices [52, Theorem 1]

tH
¢p - End®" (HE") — @ Cmoxm: (67)

=1

where
ty < (n+ 1), (68)
dy¢ = dim(H), (69)
tr

3" m? = dim(End®" (H®")) < (n+ )%, (70)

i=1

Introducing the notation My = Z::l m,;, for any A €
End®" (H®") we have that ¢y (A) € CMnXMr and we
write [ (A)]; for the i-th block of ¢4(A). Crucially, by [49,
Lemma 3.3], [53, Prop. 2.4.4],

(71)

From [52, Theorem 1] it also follows that ¢y pre-
serves orthogonality; i.e., if Tr(ATB) = (0 then also
Tr(¢#(A)T¢3(B)) = 0. Remember that {C7} . cq1,. iy} i
a basis for End®" (H®"), and hence we can expand Qgnpn €
End®"(R"B") and pr~ € End®" (R") as follows:

MRB

Qpnpn = Y y:CFP, (72)
r=1
MR

prn =) 20, (73)
r=1

where {y, € C}%P and {z, € C}'% are the respective
basis coefficients. Note that since the C, are not necessarily
Hermitian, the coefficients are not necessarily real. Since
optimizing over elements is obviously equivalent to optimizing
over their basis coefficients, we can rephrase our SDP as
follows:

MRB
minimize yr (YD) T ( (CRBYICRB
LU M SR N ; ' )
subject to
MRB
Z () Te((CEP)ICP) 21— ¢
tR
Z 2 Tr(CF) =1 (74)
r=1
MRB
0< Y v lérs(CFP)]
r=1
mp
SZZT[[QbRB(Cﬁ@IBW)Hl Vie{l,...,tRB}
r=1

where we also used (71) and (66).
We will show that this is an SDP in poly(n) variables
with poly(n) constraints by casting it into standard form.
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To simplify notation we will write the Hilbert-Schmidt inner
product using (-, ), i.e., (A, B) := Tr(A'B) and also write
M = Mgp (i.e., M = My as below (70) with H = Hr ®
‘Hp). For s € C, consider the following (2M +1) X (2M +1)
block-diagonal matrix

= lz yrdrB(CRP)

> 5brp(CE@Ip) — > yedrp(CEP)
r=1

r’'=1

(75)

where s is a slack variable that turns the one inequality
constraint into an equality constraint (see further below). From
here on, we write (-)@® (-)® () to specify a block-diagonal
matrix with block sizes equal to the ones in (75). The
constraint X > 0 now implies

MRB
0< Y wlors(CHP)] < erum(cf‘ ® Ipn)]i (76)
r=1 r=1
fori=1,...,trp. Additionally, since ¢rp preserves orthog-

onality, we can recover the coefficients y, and z, from X
by taking inner products with suitable operators. Specifically,
with

Y, = ¢re(CEBY 0090, (77)
Y,

YT‘ ==, (78)

(Y, Yy)

for r € {1,...,mgrp}, and with
Z, = ¢rp(CE @ 1pn) © prp(CE @ 1ps) 0,  (79)

Z
Zyp = ——— (80)
<ZT‘7 Z'r‘>
for r € {1,...,mp}, we have

Yr = <YT7X>7 (81)
zr = (7, X). (82)

Hence we can rephrase the expressions in (74) as inner
products with X. Specifically,

MRB

Y ur () T ((CFP)ICRP) =

r=1

<mZ Y, () T ((CFP)TOFP), X > (83)

r=1

and one can do the same with £ replaced by F.

We want to transform our SDP into one where we optimize
over X, and for that we need to impose the necessary
block-diagonal structure of X (including the block-diagonal
substructure that comes from its parts being images of ¢rp).
For this, consider the following linear space

{16r8(2)] © [6r5(p & 15v) — dr6(V)] s |
Q € End®" (R"B"), p € End®" (R"), s € c} (84)
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and define A to be a set of matrices that form a basis of the
orthogonal complement of this linear space, where we take
the orthogonal complement within C2?M+1)X(2M+1) Tt is then
easy to see that |A| < dim(CEMFIXCMH)) — (271 41)% =
O(poly(n)).

With S :=
SDP

MRB
minimize E Y, ()
X

subject to

< (nf Y (0)* Tr((CfB)T053)> -, X> =l-¢

r=1

(0® 0 ® 1), we can then introduce the following

* Ty C«RB)TORB) >

(85)
X e CeM+1)X(2M+1)

X>0

<§: ZTT‘r(Cf),X> =1

r=1

(A, X)=0 VAeA
which is in standard form with O(poly(n)) many constraints
and matrices of size O(poly(n)).

This new SDP is equivalent to (74), which can be seen as
follows: From (75) and the calculations thereafter it follows
that for every feasible ({y,}.RP,{z.}.%) in (74) there is
a corresponding feasible X in (85) which achieves the same
value. Conversely, every X that satisfies the constraints of (85)
has to lie in the subspace (84), and it is then immediate that
it can be represented as in (75) for suitable y, and z,. These
y and z, then also achieve the same value in (74) as X did
in (85).

It now only remains to show that we can also efficiently
calculate all that is required to parameterize this SDP. It was
shown in [49, pages 7352-7353] (see also [54]) that the
[62(CH)]; (and hence also the ¢4 (C’*)) can be computed
in poly(n) time. As Ipn» = I5", the coefficients of I with
respect to the {C 2} can be computed efficiently just as for the
Choi matrices above, and additionally, from the construction of
the C*, there is an obvious one-to-one mapping CF¥ @ C5

Cﬁ,B, hence also ¢rp(CE @ Ig.) is efficiently computable
This gives a generating set of the subspace (84) and a basis
for its orthogonal complement is then also computable in
O(poly(n)) time. Finally, from the construction of the C,
it is immediate that the norm Tr((C7*)TC7) is given by the
size of the group orbit, which is equal to the number of distinct
permutations of an element (i, j) in the orbit. Concretely, if £ €
{1,...,d3,} indexes all pairs of single-system indices (i, ),
i,j € {1,...,dy}, then given (i,j) € O, let K, denote the
number of occurrences of ¢ = (i,) in the multi-index (i, j),
i.e., the number of different k values (k € {1,...,n}) for
which iy = ¢, jx = j. The size of the group orbit is then
given by

Tr((CTICM) = |07 = (K1 ” Kdz) (86)
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and this multinomial coefficient can be calculated in time
O(d3,); see, e.g., [55].

Also, Tr(Cﬁ) can be efficiently computed by picking a
representative (i,j) of the orbit OF and counting the number
of different k& where iy = ji. Thus, we can compute all
the coefficients in our SDP in poly(n) time. An SDP with
poly(n) variables and poly(n) constraints can be solved up
to an additive error ¢’ in time O(poly(n)log(1/4")); see, e.g.,
[56]. The final step in our proof is to pick a suitable ¢’ so
that we can solve our original problem (52) up to an additive

error §. For any n we write the solution for our SDP as
R, = 9= Du(ESIFE™), (87)

Let us start by showing that —log(R,) = O(n) as n — oc.
By Lemma 2, we have for all v € (0,1 — ¢) that

D3 (€57 F57)

< DYIZE77(£87 | F8m) + log <4(E;; 7)) (88)
< Dinax (EX™ | FE™) + log (W) (89)
= Dyl E]1F) + lg(“(j”’) —om).  ©0)

Note that the case ¢ = 0 (while not directly covered
by Lemma 2) also follows immediately by first using that
DY (E||F) < D5 (€| F) for all & € (0,1).

Now, for any given § > 0, let us pick &' := (2° — 1)R,,.
Remember that ¢’ was the additive error we make when
solving the SDP (74), and this error then propagates to our
original problem via

1 1
—=log(Ry, + ') = —log(R,2°) 1)
n n
1
= ——log(R,) — o (92)
n n
1 1
_ 7D6 XN ®ny _
SDy(EFE = (93)

and hence this leads to an additive error of §/n < ¢ for the
original problem.! It is easy to see that log(2° — 1) = log(6)+
O(1) as § — 0, which implies log(1/§") = —log(R,) —
log(2° — 1) = O(n) + O(log(1/6)) = O(nlog(1/6)) and
hence our original problem can be calculated up to an error §
in time O(poly(n)log(1/d")) = O(poly(n)log(1/d)). O

B. A Simple One-Shot Version of the Chain Rule

The remainder of this section proves Theorem 1. The
general idea of the proof is the following: We will start
by moving from the hypothesis testing relative entropy of
the adaptive strategy to the Umegaki relative entropy, using
Lemma 1. Then, we will see that by using an amortization
argument (equations (124)—(127) below), we can bound the

I'This last inequality might seem very far from optimal, and if one wants to
make further assumptions on how né behaves as n — oo, § — 0 our runtime
bounds can indeed be improved; however, this is not required for what we
desire to show. Also, the signs here are chosen as the errors appear in practice:
the SDP (74) is a minimization, so any numerical approximation will be larger
than the true value and the additive error hence positive, which then translates
to a value smaller than the true value for our original problem (52).
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XKm KXm

pe" oy
— - g‘ F = I —

Ay Aptr I
— - g| F I —

Ay Apta II
— - g| F I

Ay Apya I

S /)%m s.t. Dmax(l/H(r?m) = minimal
Fig. 2. Ilustration of a key step in our proof, the construc-

tion of the parallel input state. We start by picking a single step
¢ € {1,...,n} out of the adaptive protocol, where the distinguishability
increase D(E(p¢)||F(or)) — D(pellor) is maximal (this corresponds to the
step from the orange to the dotted grey line in the diagram). Now consider
m copies of the adaptive strategy in parallel. We construct our parallel input
state v starting from m copies of the input state of the adaptive strategy at
this step £ if the channel was £ (this is p?m). The state v is then smoothed
a bit to reduce its distance to a?m (which is the input state that we would
have if the channel was F). The degree to which we smooth depends on the
type I error o, we want to achieve with the parallel strategy. Having a small

type I error means that the state v is very close to p?m, whereas allowing

for a larger type I error will move the state closer to UZ@’”.

performance of the adaptive strategy by the performance of
just one of its steps, the step where the distinguishability of the
two states (that occur if the channel is either £ or F) increases
the most. We then consider m parallel copies of this step
and construct a parallel input state using a chain rule for the
smoothed max-relative entropy (Lemma 4); see Figure 2 below
for an illustration of this step. The smoothed max-relative
entropies can be related to the Umegaki relative entropies
we used in the amortization argument by the non-asymptotic
bounds presented in Lemma 6. Finally we connect to the
hypothesis testing relative entropy of a parallel protocol using
Lemma 2.

This subsection and the following one present lemmas we
will use as part of our proof of Theorem 1.

The following is a variant of [22, Prop. 3.2], where
our different convention of smoothing the max-divergence
(smoothing only over normalized states) leads to a tighter and
simpler bound, and restricting to the case of a single input
system also makes things a bit simpler.

Lemma 4: Let £ and F be arbitrary quantum channels from
system A to system B, and let p € D(A), 0 € Z(A). Then
for all £,¢’ € [0,1] there exists a state v € B2(p) such that

DS (E()IF(0)) € Doax(pllo) + D (EW) [ F (1))
(94)
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Moreover, v can be chosen as
v = argmin Dy,ax(p||0).
pPEB2(p)
Proof: Let v € DBZ2(p) be an optimal choice for
Drax(pllo)s i

95)

v < 2Pmax(pllo) o (96)
Since F is a positive map, this implies that
Fv) < QDilax(pHU)]:(U). 97)

Furthermore, let 7 € B2 (E(v)) be an optimal choice for

D (EW)|F(v)), so that
7 < 2P EWIFED) (). 98)
Combining the last two inequalities leads to
T < QDiAX(S(V)IIf( N+ Pax (Pl9) (). (99)

It remains to show that P(7,&(p)) < e + ¢’ (where P is the
sine distance). This follows from

P(r,E(p)) < P(7,E(v)) + P(E(v),E(p)) (100)
<&+ P(v,p) (101)
<¢ +e¢, (102)

where we used the triangle inequality and the data-processing
inequality for the sine distance (see, e.g., [26]). O

C. Non-Asymptotic Bounds for the Smoothed Max-Relative
Entropy

The asymptotic equipartition property for the smoothed
max-relative entropy states that [57]

D(pllo)

For our proof of Theorem 1, we will require a bound on
the speed of this convergence. Results in this direction have
appeared before in the literature; however, none of the previous
results turn out to be directly applicable for our purposes (see
Remark 8 and Remark 9 below). To prove our result we follow
the established path of using quantum Rényi divergences. One
key ingredient is a bound on the distance between the Petz—
Rényi divergence and relative entropy, where the following is
a slight refinement of [58, Lemma 6.3]:

Lemma 5: Let p,o € D(H) be quantum states. For v €
(0, 1], define

1
lim Dfm( | o®m) = Ve € (0,1). (103)

1
2 D14+ (pllo) | 9=7D1—(pllo)
cy(pllo) : 5 log(Q +2 + 1).
(104)
Then, for all v € (0,1] and ¢ € (0, 3]
Di+s(pllo) < D(pllo) +1n(2)é(cy (pllo))* (105)
< D(pllo) + d(cy(pllo))*. (106)

Furthermore, if D(p|lo) < oo, then for all v € (0,1] and
6€(0,3]
Di-5(pllo) = D(pllo)

— n(2)8(c, (pllo))? cosh(In(2)dc, (pllo)).  (107)

2627

log 3 ]
» 2ey (pllo) )

D1 5(pllo) > D(pllo) — In(2) cosh(log(3)/2)d(c+ (pllo))*
(108)
(109)

and for all § € (0

> D(pllor) = 8(cy(pllo))*.

The proof of this lemma appears in Appendix A.

Remark 7: The previously known bound [58, Lemma 6.3]
states only an analogue of (106) and follows from Lemma 5
after setting v = 1/2. Note that in its analogue of (106), [58,
Lemma 6.3] also has a stronger constraint on the range of §,
which turns out not to be necessary.

Using Lemma 5 we can then establish a bound on the
convergence speed in the asymptotic equipartition property:

Lemma 6: Let p,oc € D(H) be quantum states, and for
v € (0,1], take ¢, (p|lo) as in (104). Then, for all £ € (0, 1)
and n € N:

Df;ax( ®"IIU®”) > (pIIU)
Gy pIIU log cosh [ 1086)
2
1 L 110
()] oo
D;ax( o) < D(pllo)

o)

1 1
—1 111
+n0g<1—52>’ (1
which implies
1 de(pllo) (2
DE ®mn ®n >D _ 24 1
s 0" 10°7) 2 D(pllo) — =2 log( 1 ).
(112)
4 2
il 10°") < Dlpllo) + 2 10g ()
1
+ — log(1 > (113)

These bounds can be tightened by adding a condition on n to
be large enough. Define first the numerical constants

Ky = 2\/21n(2)cosh<log2(3)> <2.72, (114)
Ky = 21/2In(2) < 2.36. (115)
Then, if
1 8 2
021081 ) (i) (1o

we have the stronger bound

K, 1
*Dfnax( o™= D(pllo)— \f cy(pllo) 10%(15),
(117)
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and similarly, if

vz (2) (i)

€ n n K 1
L Dilp®10°%) < Dlpllo) + L e, ol fog ()

1 1
—1 .ol
+n0g<162) (119)

Remember that yc,(pllo) > log(3), and hence (118) is also
always satisfied if

"= 1°g<1) <log<§>Kz>2'

The proof of this lemma appears in Appendix B.

Remark 8: Our Lemma 6 can be seen an extension of
[58, Theorem 6.4], where a similar bound to (119) is shown
(however with a worse constant and different smoothing
convention). Note that [58] uses the notation S(p|lo) :=
~D(p|lo) and 8%, (pllo) := —Dz,(pllo). and hence [38,
Theorem 6.4], while looking like a lower bound, actually is
an upper bound on D; ... An equivalent of (117) is shown
in [58] only for the smoothed conditional min-entropy and
not for the (more general) smoothed max-relative entropy.

Remark 9: Another already existing bound for the AEP con-
vergence is the so-called second-order expansion [59], which
gives a tight asymptotic characterization also of the second-
order y/n term in the convergence to the relative entropy.
There, the second-order term is shown to be proportional to
the square root of the relative entropy variance

V(pllo) := Tr(p(log(p) — log(e) — D(pl|o)?).

Later in the proof of Theorem 1, we want to apply these
convergence bounds to the case in which p = p,, and 0 = 0,
are the states in an adaptive protocol, and we would like to
obtain a bound on the convergence parameter in n. We will
see that by using chain rules for the geometric relative Rényi
entropy (or the max-relative entropy) we will be able to show
that ¢, (pnl|on) = O(n), while we are not aware of any way
of obtaining such a bound for V(p,||o,,), and hence cannot
directly use second-order asymptotics.

(118)

it holds that

(120)

(121)

D. Proof of Our Main Result (Theorem 1)

Proof: We start by applying
D (E(pn)|IF (om)):

D (E(pn)|F (o)
1 1
nl—

Lemma 1 to

<

(D(f(pn)llf(an)) +h(aa)).-

Note that a classical version of this equation in the context
of channel discrimination was previously obtained in [15, Eq.
(33)]. Note now that we can write

D(E(pn)IF (o))
= D(&(pn)||F (o)) —

(122)

(123)

D(pnllon) + D(pnllon) (124)

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 70, NO. 4, APRIL 2024

= D(E(pn)llF(n)) — D(pnllon)
+ D(An(E(pn—1)[An(F(0n-1))) (125)
< D(E(pn)|IF(0n)) — D(pnllon) + D(E(pr—1)|F(on-1))
(126)

E(pw) | F(or)) — (127)

=3 [pe

k=1

Dpillow)]

where we used the definition of p; and oy, the data-processing
inequality, and the fact that p; = o;. Let us use the index
¢ for the step in the adaptive protocol where this amortized
difference is the largest, i.e.

¢ := argmax [D(g(pk)nf(ak)) —D(pk||ak)] (128)
ke{l,...,n}
Then,
%D(c‘f(pn)\\f(an)) < D(E(pe) || F(a¢)) — D(pelloe). (129)

We can convert this to smoothed max-relative entropies by
using Lemma 6. We will proceed with the bound requiring
a condition on m (or n as it is called in Lemma 6); the m-
independent bound is achieved in complete analogy by just
taking the alternative statements from Lemma 6. We get:

D( ()| F(or)) —
g

D(pelloe) <
(E2™ (™I F=™ (0f™)) —

max

Dz (0™ 5™

+ [K (Elo0lF(on)ox( - )

+11 1
m e 1—¢3

(130)

1
+ Kacra(prlony o )
2

where 71,72 € (0,1] and e1,e2 € (0,1) are arbitrary. It will
be very convenient to choose 1 —¢; = €2 =: €, which is almost
optimal as K1 ~ Ky and ¢, (E(pe)||F(00)) = cy(pelloe) for
large ¢ (which is the regime we are most interested in). Then,

D( (pe)l|F(oe)) — D(pelloe) <
(Dl €<g®m( @m H]:®m( o ))

€
max D

e (0 55™))

cyp 1 1 1
+ ﬁ 10g(€) + mlog(l — 82)7 (131)
where
cor= inf [Kicy, (E(pe)[F(oe)) + Kacoy (pellov)],

Y1,72€(0,1]
(132)

and the conditions on m from Lemma 6 will be satisfied if

"= 10g<1> (bgé) )

Taking e < 1/2, we can apply Lemma 4 to (131). We then
get a state 7 € B2(py™) such that

D(E(po)IF(o0)) —

(133)

D(pel|oe)
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l 1-2e(c@m 5, ®m ~
mD (E ()| F€™(v)

—1 . (134
og(1 52) (134)

Note that 7 = Ugmam € D(RY™ @ A®™) is the first of
the two possible choices for v given in Theorem 1. For the
other one, let Vg Rm Am be a purification of DRQL am, and hence
also a purification of 74m. As the smoothed max-divergence
satisfies the data-processing inequality (see, e.g., [26, Prop.
4.60]) we have

Drlnais (5®m (I/RmAm) f®m(l7RmAm ))

<D1 25(5®m(l/R/RmAm)||.7:® (VR’RZ"A"‘))-

log

(135)

Now, let v be the canonical purification of 74=, as specified
in Theorem 1. Since all purifications are equivalent up to an
isometry on the purifying system (see, e.g., [26]) on which
the channels £%™ and F®™ act as an identity, and since
the smoothed max-divergence is invariant under isometries,
we have

D (E%™ (pe ryp am ) | FE™ (05 R am))
_Dl 25(5®m( )H]_—@m(y))

max

(136)

We will proceed with v as the chosen state, but note that
everything works analogously by choosing . We now further
apply the upper bound from Lemma 2 to find:

D(E(pe)l| F(oe)) —
| o0
o=z o))

(137)

D(pellor)

DL 072" (gom ()| FOm (1)) +

To get our desired expression we set a, = 1 — (1 — 2¢)2,
or equivalently ¢ = 1(1 — /1 — a,). Using the estimates

I-Vi-o a (138)

2 4
and
14+/1—«
1-2="V "% Wy % (139)
2 4 4
we arrive at the expression
1 05 m m
D(E(po)||F(o0)) = Dlpelloe) < — Dy (EZ" W)IIFZ™(v))
1
log —|— — log > log )],
«

(140)
which we can insert into (129) and then (122) to get
1 «
— D57 (E(pa) I (on)

1
1—a,

< [;DZP<S®M<V>||JT®’”<V>> T

Qp
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+;{log(;p>log( OZ’)]J“Z“], (141)

which leads to the desired statement in (39).
For the bounds on ¢y, we start with

& (E(pe) [ F(2))
= 1 log (27D1+w(5(ﬂe)|\7:(0e)) 4 27D (E()IF(o0)) 4 1)

< 1 log (2751+w(5(m)|\f(00) + 2) , (142)
-

where we used (12) for the inequality. Now, by repeated use
of the chain rule for the geometric Rényi divergence [60, Thm
3.4] we get

D (E(po) |1 F (o2)

< D1y (E|F) + Drgs(pelloe) (143)
= D14y (E[IF) + Digr (A E(pe—1)) | Ae(Fop-1))) (144)
< D1y (EIIF) + D1y (E(pe—1) | F(04-1)) (145)
<Dy (E||F). (146)
Defining the corresponding channel quantity
A D14~ (E]|F)
& (€)= (2 +2), (147)
we find that
1
ey (E(p)IF(o) < ~log (2P EI7) 1 2) - (148)
<& log (22415 4 2)  (149)
v
= (2,(€]17). (150)

Using the same argument, we find that also D1+7(p[||(fg) <
€D1+ﬂ,(5||.7:) and hence also

cy(pelloe) < £ (E]F). (151)
Thus,
e Sé(KlJer)yeh(lo&]%(gHF) (152)
n(K; —s—Kg)7611(1({1]’c}(:‘l”]—')7 (153)
concluding the proof. O

1) Proof of Corollary I:
Proof: Corollary 1 follows from (31) by making the
following estimates

h(aq) <1, (154)
K<1, (155)
, 8n ~
< = 0.
cp < 1Og(3)cl(<€'||}') 5.05n¢ (E]|F)
< 6nei(E]|F), (156)
(0%
1og(1 -2 ) <1 (157)

Combining all of these we can bound the error term by

6n 8 1 2 1
Tq(f”}") log( ) + m10g<ozp) + -
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™ 8
< —a(E&||F) log(

vm ap
where we used that ¢, (E||F) > 1 for all v € (0,1]. Note
finally that D2(€||}') = Dy (E||F) < Dpmax(E]|F), which
leads to the desired expression of C' in (28). O

) +1 0 s
n

IV. AN EXAMPLE

In this section we provide an example that illustrates how
adaptive and parallel strategies can differ in the finite-length
regime, and how our result bounds this difference. Specifically,
we construct an example where the number of channel uses
required by a parallel strategy to match a specific adaptive
strategy turns out to be arbitrarily large. This demonstrates
that the relation between adaptive and parallel strategies in
the finite-length regime is in general complex, and one cannot
expect a substantially simpler relationship between adaptive
and parallel strategies than what we obtain in Corollary 1 and
Theorem 1.

Our example is inspired by the already mentioned example
from [16] and [21] that shows a separation between the
asymptotic error decay rate of adaptive and parallel strategies
in the symmetric setting. For a specific pair of channels (£, F),
they construct an adaptive strategy with two channel uses that
achieves perfect discrimination (i.e., type I and type II error
are equal to zero), whereas for parallel strategies they upper
bound the symmetric error exponent by a finite value (i.e., they
upper bound the rate at which both errors can simultaneously
go to zero); so in particular, perfect discrimination is never
possible with parallel strategies. Looking at this example in the
asymmetric setting, one finds that there exists an input state
v € D(A) such that for any arbitrary type I error «, there
exists an m such that Dy ((E(v))®™||(F(v))®™) = oo; ie.,
already with a parallel strategy with product inputs one can
achieve zero type II error with an arbitrary small type I error if
one only makes m large enough. Hence, unlike the symmetric
setting, in the asymmetric setting there is no asymptotic gap
between adaptive and parallel strategies, but there is still a
significant difference for finite m, as the adaptive strategy
achieves o, = 0,0, = 0 with only two channel uses,
whereas the parallel strategy requires a large m to achieve
ap < €, B, = 0. As mentioned in Remark 5, the two channels
€ and F used in this example have Dy (E||F) = oo and
hence Theorem 1 does not immediately apply. What we are
going to do though, is use a slightly noisy version of this
channel F, which makes Dy, (E||F) finite.

Define the channels £, F : D (C?*®C?) — D (C?) for
k € [0,1] as follows:

E(p®@w) :=10)X0

{0]w]0) + [0X0[ {0[p|0) (L |ew[1)

+ %<11|p®w|11> (159)
Flp®w) = (1= 1) [4)1+] 01610
+ [IXL] (+]pl+) (1|w]1)
1 1
+2<1p®w1>}+52. (160)
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It is easy to see that

& (&(looxool ) @ 111 ) = |oyol,

F(F(100X00]) @ 1)(1] ) = (1 = 6(%)) [1X1] + () [0)0)
(162)

(161)

where §(k) = (3k — k?)/4. For k = 0 (which corresponds
to the original example in [16]) we find 6(0) = 0 and hence
the above gives an adaptive strategy that makes the channels
perfectly distinguishable with just two channel uses. The exact
same strategy will become arbitrarily good if « is nonzero but
small, specifically

1, 1

§DH(5(P2)H}-(02)) = —§1Og(5(’€))7 (163)
where the adaptive strategy has p; = o1 = |00X00| and py =
|01)(01], o2 = (1 — K/2) |[+1)}+1]| + K/2|—1)—1|. We also
find:

D(‘g(ﬂl)”}-(Ul)) - D(PlHUl) = D(g(Pl)”]:(Pl))
= D(I0><0| (L= r/2) [+X+] + £/2]=X-1)

3]s )(§)+10g(1—2)]’
)+

(164)
D(& (Pz)llf(ffz) D(p2|loz)
— log(8() [log( ) +1og(1 - 5)] . (165)

where interestingly (164) is always larger than (165), and so
it is the first step that increases the distinguishability the most
(when measured in terms of relative entropy). This also implies
that this adaptive strategy is not asymptotically optimal, as

SDE@)|F(0) < DEP)IFlpr),  (166)

and hence it is asymptotically better to just use a parallel strat-
egy with tensor copies of p; as an input state. Nevertheless,
we will see that the adaptive strategy is still far superior in a
regime where the number of channel uses m is not too large:
It is well known (see, e.g., [26, Prop. 4.66]) that for all states

p,o

lim D3 (pllo) = DY (pllo) = —log(Tr(p°0)).  (167)
In this specific example, for all input states v €

D (HR ®C%® Cz), it can be shown that
Dy (EW)|Fv)) <2

To see this, we start by observing that the second input
system of our channels (previously called w) can be treated
as classical, and hence the maximum is attained at either
w = |0)X0] or w = |1)1] (this follows from joint convexity).
If we choose the former, the channel output does not depend
on the remaining input state and one finds

Diy(E(pra @ [0XO)IF (pra @ |0)X0]))
—log Tr (OXO] (|+)(+] (1 = £/2) + |-}~ (k/2))) =
(169)

(168)
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For the second choice of w one finds that DY (€(v)||F(v)) =
0 unless v = pr ® |0)0] ® [1X1| and then

Dy (£(10)0] @ [LXL)I|F(J0X0] @ [1)X1])
= —log Tr (|0)0] (1/4(1 + k))) < 2. (170)

An analogous argument also immediately yields
DY (E¥™ ()| F®™(v)) < 2 m for any (potentially
entangled) v. Hence, for fixed m, the rate
D (€2 )| 7O () a7
of any parallel strategy can be brought down to 2 by making
the type I error threshold «,, small enough, whereas the
mentioned adaptive strategy achieves zero type I error and
a type II error rate that becomes arbitrarily large as k — 0.
To actually calculate the performance of a parallel strat-
egy where the input p; is used m times, we can use the
second-order asymptotics of hypothesis testing relative entropy
to relative entropy [61] (this only works here because our input
state is a product state). Define p = £(p1), 0 = F(p1). Then
[61, Thm. 5] implies

1
7Dap XM XM
m H (P [e™™)

Vv 1 OoT°
> D(p|lo) + \/;qu (ap v JW) , (172)

1 (e m m

— Dy (p""[0%™) < D(p]lo)
V., 1 [/CT3

(o m (e e)) o

where @~ ! is the inverse of the cumulative distribution func-
tion of the standard normal distribution, C' < 0.4784, and

V =V(pllo) :=Tr[p(log p —log o — D(pll0))?],  (174)
T3 = T3(p|lo) (175)

= > Ail{wily) Pllog(A:) —log(ry) — D(pllo)|* (176)
¥

for spectral decompositions p = > . A;|z;) x| and 0 =
> i 1y Xusl-

Note that, instead of comparing the type II error decay
rate of a parallel strategy with m channel uses to the cor-
responding rate of an adaptive strategy with two channel uses,
it might be more intuitive to compare the parallel strategy to
a setup where the adaptive strategy with two channel uses
is repeated m/2 times in parallel (so that the adaptive and
parallel strategies have the same number of channel uses, and
comparing rates is the same as comparing type II errors). For
this example, since the type I error of the adaptive strategy
was chosen to be zero, this is actually equivalent, as

o DO (E(p2) ¥ (F(02) %)
= S DU (E)|F(0) = —3 los(3(x). (177)

Our theorem (Theorem 1) gives an upper bound on the
extent to which all finite-length parallel strategies can have
worse type II errors compared to the adaptive strategy,
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or equivalently how large m has to be chosen to achieve sim-
ilar performances. For this example specifically, due to (164)
and (165) we can choose £ = 1 in Theorem 1, and hence also
the parallel input state v in Theorem 1 will just be v = p{™.

Figure 3 depicts our lower bound (from Theorem 1) on
the performance of a parallel strategy for the given adaptive
strategy, together with the actual performance of the parallel
strategy choosing p{™ as the input state. For the figure we
chose k = 27°°, a, = 0, and a;, = 275. The parameters are
chosen to make the following features nicely visible simul-
taneously in one plot: (i) the range of m where the parallel
strategy is worse, (i¢) the range of m where it surpasses the
adaptive strategy, and (¢i7) our bound. For ¢, in Theorem 1
we used (42) with a numerical optimization over ~;. One finds
that there is a range of values for m for which the adaptive
strategy is better, and the parallel strategy is lower bounded
fairly tightly by our bound. As the given adaptive strategy is
not asymptotically optimal it is eventually surpassed by the
parallel strategy.

V. DISCUSSION AND OUTLOOK

In this final section, we discuss several pathways through
which one could hope to improve or extend our result, together
with a discussion of obstacles we encountered on these path-
ways, and their relation to different open problems in quantum
channel discrimination.

First of all, one might hope to be able to remove the factor
of 1—a, appearing in (39), perhaps at the cost of an additional
error term proportional to log(1 — a, ). If this additional error
term decays in m and n (say, as long as «, is bounded away
from one), this would prove the strong converse property for
quantum channel discrimination. To see this, suppose we could
show something along the lines of the following inequality:

DR (EFM W) |FE W) 2 D (E(pn) | F (o)

Cln 8 02 1
- —=1 — ) ——1 .17
vim Og<ap> n Og<1_aa> (7%

Now, fixing any «, € (0,1) and taking limits (in this order)
m — 00,n — 00, a, — 0, we would find that for an arbitrary
a, € (0,1)

D (E|F) = lim T Dy (57| F) (179)
? 1.,
> lim sup EDHQ E(p)|F(on)), (180)

i.e., allowing a finite type I error «, € (0, 1) does not improve
the best achievable type II error rate. This is precisely the
strong converse property. Establishing the strong converse
property for quantum channel discrimination is an important
and very interesting open problem, which is still unsolved
despite serious efforts. Significant progress has been made
in [62], and another recent attempt was made in [63]; see
also [64].

One might hope to obtain such a variant of our bound
without the factor 1 — a4, by, instead of transitioning
from hypothesis testing entropy to relative entropy in (122),
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Lower bound (i) from our theorem

Fig. 3.
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2nd order lower bound on (ii)

30000

Illustration of the type II error decay rate per channel use of a simple adaptive and parallel strategy for a specific pair of channels (see (159) and (160)

for the definitions of the channels £ and F, respectively, where x = 27°0). We compare a fixed adaptive strategy with two channel uses (constant black
line) to (i) our lower bound on the performance of a parallel strategy (yellow line) and (ii) the actual performance of a parallel strategy (red and green lines),
which are plotted as functions of the number of parallel channel uses m. The black line shows the value of (163), i.e., the type II error exponent for the
given adaptive strategy with two channel uses and type I error org = 0. This can alternatively be thought of as the rate of repeating the two-step adaptive
strategy m /2 times in parallel. The yellow line shows the lower bound on the parallel strategy from our theorem (i.e., the right-hand side of (39)), choosing
ap = 277, For this specific example we can calculate the parallel input state v of our theorem, and while we cannot explicitly find the optimal POVM and
corresponding type II error (i.e., we cannot explicitly calculate the left-hand side of (39)), we can bound it from above and below using the second-order
asymptotics of the hypothesis testing relative entropy, which is shown in the red and green lines, corresponding to the values of (173) and (172). We see that
for small m there is a gap between the adaptive and parallel strategies; i.e., the adaptive strategy offers an advantage. This advantage disappears once m gets
larger and in this specific example the chosen adaptive strategy even eventually gets surpassed by the parallel strategy, as the adaptive strategy turns out not

to be asymptotically optimal.

moving to an «-Rényi relative entropy instead and subse-
quently employing the known relations between Rényi relative
entropies and smoothed max-relative entropies. It turns out that
this will at some point require bounding the difference between
Rényi relative entropies of order 1 — « and 1 + «. This is
possible using Lemma 5, however at the cost of an error term
(¢ (pnllon))?, which will scale quadratically in n. As this does
not pick up any dependence in m, such an approach will not
lead to anything useful in the asymptotic limit, and is hence
unsuccessful.

One further interesting question deals with the relation
between ¢ and n in Theorem 1. One might hope that an
optimal adaptive strategy achieves the maximum possible
distinguishability gain per channel use, i.e.

DA(E|F) =

sup
p,0€ED(R®A)

D(E(p)||F () = D(pllo), (181)

after some finite number of channel uses, or at least comes
very close to it. If that was the case, one could bound ¢ by
a constant and would remove the dependence on n in (28).
However, note that the supremum in (181) goes over arbitrarily
large reference systems R and hence does not need to be
achieved, and we are not aware of any bounds on the system
size R to get close to the optimum value. Alternatively,
since DA(E||F) = D"¢(E||F) also a bound on the speed
of convergence of the regularized channel divergence would
do, which we are however also not aware of (Ref. [62] proves
such a bound for the sandwiched Rényi divergence, which
unfortunately cannot be extended straightforwardly to relative
entropy). Hence, for now we have to assume that ¢ can in
general be n, and that to adequately simulate an adaptive
strategy with n channel uses, one might need to employ more
than n? parallel channel uses to keep the error term in our
bound small.
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While our result becomes quite powerful in the asymmetric
asymptotic setting, Theorem 1 can in principle be applied for
any combination of type I and II errors. Hence, it could be
interesting to apply it to scenarios where the type I error decays
with m, say as «;, = 27*™ for some constant k. In this case,
one would want to apply (39), to have at least a chance of the
error term being bounded; however — depending on k — the
corresponding condition (38) might not always be fulfilled.
It would be interesting to see whether this condition on m
could perhaps be relaxed, to allow for a wider range of k in
this specific scenario.

As mentioned already in Remark 9, our bounds could be
significantly tightened if we were able to employ second-order
expansions, which however requires controlling the variance
of the relative entropy V (p,||oy) in n, which we are unable
to do. This seems to be again related to the strong converse
problem, as second-order expansions for the hypothesis testing
relative entropy imply the strong converse property. Already
for the parallel case, if one was able to show

V(E )| FE"(v)) = O(n),

where v € D (R®" @ A®") is the optimal joint input state,
this would be a very significant step towards proving the strong
converse for quantum channel discrimination. Conversely,
examples where this scales faster than linearly in n are quite
likely to lend themselves to counterexamples for the strong
converse property. We are not aware of any such examples:
we leave this question open for further studies.

Finally, we believe that it should be possible to generalize
our result to the infinite-dimensional setting with only minor
modifications, which we also leave open to future investiga-
tions.

(182)

APPENDIX
A. Proof of Lemma 5 (Petz—Rényi Continuity Bound in «

Proof of Lemma 5: Note first that for (105), where we did
not explicitly require D(p|lo) < oo, we can restrict to that
case, as otherwise also Di1s(p|lo) = oo and the statement is
trivial. Hence, we can assume o to be invertible (otherwise
restrict to the subspace where o is supported). Define the
operator X = p® (0~1)T, and the canonical purification of p
on H ® H:

6) = Z Vi) @ i), (183)

where |i) is an orthonormal basis of H. Then, for all § €
[—1,1]:

Duss(pllo) = ~ log((61X°|6))

; (184)
and
D(pllo) = (¢]log(X)|®). (185)

For all ¢ > 0 and § € R, the first term in the expansion of A
around § = 0 is §In(t). Hence let us write t° = 1+ 1In(t) +
rs(t) where r5(t) := t° — §1n(t) — 1. Since 1+ x < €* for
all z € R we see that

rs(t) =t° —dIn(t) — 1 (186)

2633
<td e 0l _9 (187)
— e51n(t) + 6—5111(1‘,) ) (188)
= 2(cosh(dIn(t)) — 1) = s5(¢). (189)

It is easy to see that s_5(t) = s5(t) and s5(t) = s.,5(t'/7) for
all v € R. Also, it is easy to verify that ss(¢) is monotonically
increasing in ¢ for ¢ > 1 and concave in ¢ if § < % and t > 3.
For all ¢t > 0, either ¢ or 1/t will be larger than or equal to
one, and so we can always use the monotonicity to write

1 1
ss(t) = ss <t> < 85 (t + t). (190)
Using this, we get for all ¢ > 0 and v € (0, 1]
s55(t) = 55/, (t7) < 55/, (87 +177) (191)
< s/ (BT +E77T+1). (192)

It is easy to see that the real function x + 1/x has a global
minimum for x > 0 at z = 1 and hence the argument at the
right hand side is guaranteed to be larger than 3. Hence we
can use the concavity of ss/, to write

(0lss(X)|9) < (lss/o (X7 + X7 +1)]¢)  (193)
< s/ (X7 + X7+ 1e)) (194
= 36/7(2707@“‘7))’ (195)

where the second inequality is a well-known property of
concave functions (Jensen’s inequality) and c, is defined
in (104). Finally, we use Taylor’s theorem with the Lagrange
form of the remainder to bound

d 1 d? )
ss(t) = so(t) + 555(1&)“:05 + 5@35(15)“:66 (196)
= 6%(In(t))? cosh(¢ In(t)) (197)
< 62(In(t))? cosh (8 In(t)), (198)

for all ¢ > 0 and some £ € (0,6), where we have used that
so(t) = <=s5(t)[s=0 = 0. Hence,

(Bl55(X)|¢) < 55/, (272 1))

< (§1n(2)e, (p]l0)? cosh(S In(2)e, (o). (199)

To finally prove our claims, let us start with the case where
6 > 0. Then,

Drys(pllo) = ~ log((61X?16))

5 (200)
= Llos(1 + 5 (2){6]los(X)[) + (6lrs(X)0)) (20D
= Llog(1 +31(2) D(pllo) + (0lrs(X)])) 202)
< Hlog(1+ In(2)D(pllo) + {glss(X)I)) (203)
= Llog(1 +5(2)D(pllo))

- (151°g<1 1 +<(§|1f16((2))(1))|(¢p>||0)> 204
< Di(pllo) + = log(1 + {ls5 (X)|#)) (205)

0
< D(pllo)
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+ %log(l +(81n(2)ey (pll0))? cosh(dn(2)e (p]l)))

(206)
< D(pllo) +81n(2)(cy (pll0)?, (207)
where the third-to-last inequality uses log(1 + ) < 1t and

(for the second term) the fact that 6 and D(pl||o) are non-
negative. The final inequality follows from the fact that k2 —
1n(1 + k? cosh(k)) is monotonically increasing in £ and hence
positive.

If 6 < 0, the issue arises that 1+ ¢ In(2)D(pl||o) no longer
has to be greater than 1 (it might in fact be negative) and
so we have to apply a slightly different argument. Starting
analogously, we get

Di1s(pllo)

= Llog(1 +5m(2)D(pllo) + (Glrs(X)e)  (208)

> Slog(1+ (@) D(pllo) + (Glss(X)l6))  209)

> D(pllo) + gy (91ss(X)16) @10)

> D(pllo) + 3 1(2)(e; (pl10))* cosh(3 In(2)e, (o)),
@211)

where we used log(l+z) < in the second inequal-

ity. Finally, if we assume that |§] < 2010(%)?\)0)’ then
In(2) cosh(In(3)/2) < 1 and so we get
Diys(pllo) = Dlpllo) + 8(cs (pllo))®. @12)

Note that since ¢, (p||o) >

@ the condition |§] < ~/2 is
automatically fulfilled. O

B. Proof of Lemma 6 (AEP Convergence Bound)

Proof of Lemma 6: We start with the proof of (117). We use
[41, Prop. 4], which states that for all & € [0,1) and all € €

[0,1)
1

Note that the statement in [41] is given for smoothing in trace-
distance, but since the trace distance is always less than the
sine distance, for fixed ¢ the trace-distance-smoothed max-
divergence is smoothed over a larger ball, and hence also
always smaller, which is why the statement for the purified-
distance-smoothed max-divergence is implied. We apply this
to p®" and oc®" and use the additivity of the Petz-Rényi
relative entropy to get:

o 1 2 1
Diaslp 0% = Dalpllo) + 2o 1)
(214)

Drnax(pllo) = Da(pllo) +

Now, we combine this with (108) of Lemma 5 to get

DE

max

(P 1e®™) = D(pllo)

+n(2) cost (5D e (g2 - 1)
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1 2 1
—1 _— 215
na10g<1€)’ ( )
together with the condition 0 < 1—q < 2610(%) ﬁa) . We are now

free to choose a to optimize the right-hand side. It is easy to
see that the right-hand side will be maximal if both terms are
equal, which is achieved for

L 210g< )
nln(2) cosh( )07 pllo)?
log is
- TGl (ﬁ L e

Hence we get

1 K 1
il 10°%) = Dlpllo) - Tke. plo)y o 12 )
217)

together with the condition

n > 1og<115> <K1 1§g(3))2'

In order to get an expression without a condition on n we
have to choose a different . Choosing

(218)

| l083)
2¢y(pllo)v/n

satisfies the condition on 1 — « for all n and gives:

(219)

1
7Dr€rnx

(P ") = D(pllo)

_ Cv%") {ln@)éog(?)) Cosh<10g2(3)>

4 1
el e

The simplification (112) follows from log(3) > 1 and
In(2)1 1
In(2) log(3) )20g(3) cosh(oi(3)> < 1.

221)

The second equation (119) is proved very analogously.
We start again with a relation to a Rényi relative entropy for

a > 1 [26, Prop. 4.61]:
1 1

(222)

Diax(pllo) < Da(pllo)+

Note that [26, Prop. 4.61] uses the sandwiched Rényi diver-
gence, which however is always less than the Petz, and hence
the above statement is implied. We again apply this to n tensor
powers of p and ¢ and combine it with (105) from Lemma 5
to obtain:

sl DE

max

(0" [lo®") < D(pllo) + In(2)ey (pllo)? (o = 1)

2 1 1 1
—1 - —1 22
Jrn(oz—l) Og<€)+n0g<1—€2>’ (223)
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together with the condition
v

a—1< 5 (224)
The right hand side is minimized again for
21In(2) log (% 4 log (L
e (plo)? Kaer(pllo)

which gives

7D5

max

(p*"[le®™) < D(pllo)

1\ 1, 1
¢y (pllo) 10g(> —lo 152) (226)

as well as the condition

m

1 8 2
n > 10g<) <> . (227)
- ) \5e (oK
Alternatively, choosing
1
o—1= 18 (228)

26, (pllo)vn

will again give (111), and the simplified form (113) follows
by the same argument that log(3) > 1 and

In(2) log(3

In(2) log(3) 2°g( ) <1 (229)
This concludes the proof. ]
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