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Gaussian almost primes in almost all narrow sectors

Olli Jarviniemi and Joni Terdviinen

Abstract. We show that almost all sectors of the disc {z € C : |z|> < X} of area
(log X)!>-1 contain products of exactly two Gaussian primes, and that almost all
sectors of area (log X)!1¢ contain products of exactly three Gaussian primes. The
argument is based on mean value theorems, large value estimates and pointwise
bounds for Hecke character sums.

1. Introduction

Our aim in this paper is to establish results on the distribution of Gaussian almost primes
in very small sectors. The ring Z[i] of Gaussian integers is a unique factorization domain,
so we have a unique representation for a Gaussian integer as a product of primes, up to
factors that are powers of i.

In what follows, for symmetry reasons we restrict our Gaussian integers to

Z[i]* == {n € Z[i]\ {0} : 0 < arg(n) < m/2},

that is, the set of Gaussian integers in the first quadrant. The primes in Z[i]* are pre-
cisely 1 + 7, the rational primes = 3 (mod 4), and elements a + bi with a,b > 0 whose
norm N(a + bi) := a® + b? is an odd prime. By a product of k Gaussian primes (or
loosely speaking, a Gaussian almost prime), we mean an element n € Z[i]* of the form
n=upi--- pg, where p; € Z[i]* are Gaussian primes and u € {%1, £i} is a unit.

We shall investigate the angular distribution of the Gaussian almost primes. Thus, we
consider the measure of 8 € [0, 7/2) for which a narrow sector

So={neZlil* Nm) <X :0<argn) <60 +h/X}

contains no Gaussian almost primes, with 4 as small as possible in terms of X. In this
setting, we say that a property Pg x holds for almost all 6 € [0, /2) if the Lebesgue
measure of those 6 for which Py x fails is 0x_o0(1).

For h < XV/2 it is easy to see that there exist sectors (in particular, Sg for 6 close
enough to 0) which contain no Gaussian integers, let alone Gaussian almost primes. This is
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in contrast to the situation of primes in short intervals, where Cramér’s conjecture predicts
for h = (log X )>*¢ the existence of primes in [X, X + A] for any X > X, (). One can also
easily see (just by cardinality considerations) that if & = o((log X)/(loglog X )¥~1), then
almost all sectors Sy contain no products of k Gaussian primes. Our first main theorem
shows that this is essentially sharp; as soon as we have a sector of slightly larger width
(log X)(loglog X)€ /X, with C suitably large, it does almost always contain products of
three Gaussian primes.

Theorem 1.1. Let h = (log X)(loglog X)'*2. Almost all sectors {n € Z[i]* ,N(n) < X :
0 <argn < 0 + h/X} contain a product of exactly three Gaussian primes.

When it comes to products of two Gaussian primes, we are able to find them in almost
all narrow sectors of “logarithmic width” (log X)€ /X for some explicit C > 1.

Theorem 1.2. Let h = (log X)'>-1. Almost all sectors {n € Z[i]*,\N(n) < X : 0 <argn <
0 + h/ X} contain a product of exactly two Gaussian primes.

We in fact prove a quantitative bound for the number of p; p, or p; p» p3 (with N(p;)
belonging to suitable intervals) in almost all narrow sectors; see Theorem 2.1.

1.1. Previous works

A central problem in the study of the distribution of Gaussian primes is to count primes
in sectors {n € Z[i]* : N(n) < X,a < argn < B}. An asymptotic formula for the number
of primes has been established by Ricci [18] for sectors of area X 7/19%¢ and a positive
lower bound has been given by Harman and Lewis [9] for sectors of area X %-61°,

The problem becomes easier if one only considers almost all sectors. Huang, Liu and
Rudnick show in [10] that almost all sectors of area X 2/ contain the expected number
of primes. Under the generalized Riemann hypothesis, works of Rudnick—Waxman [19]
and Parzanchevski—Sarnak [16] show that almost all sectors of area (log X)?*¢ contain
Gaussian primes for any fixed ¢ > 0.

Another problem of interest is counting Gaussian primes in small circles. This cor-
responds to imposing both angular and norm constraints on Gaussian primes. Harman,
Kumchev and Lewis [8] have shown that the distance to the nearest Gaussian prime from
any point z # 0 is < |z|%33. Lewis has improved this to |z|%-328 in his thesis [13]. Pre-
vious works in this area include Coleman’s papers [2,4]. Asymptotic formulas for the
number of primes satisfying both angular and norm constraints are given by Stucky [22].

See also Chapter 11 of Harman’s book [7] for more on the topic, and Duke’s work [6]
for some related problems over general number fields.

1.2. Overview of the method

The overall strategy of our argument follows the approach of the second author [24] to
almost primes in almost all short intervals, which in turn borrows ideas from the work
of Matoméki and Radziwilt [14] on multiplicative functions in short intervals. How-
ever, adapting these methods efficiently to the Gaussian primes requires several additional
ideas.
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By a simple Fourier argument (Lemma 2.2) and separation of variables, we reduce
the task of bounding the variance of products of exactly two Gaussian primes in narrow
sectors to mean square estimates of the shape

(1.1) Y IPm)P|P(m)] < (log X) 727,

0<m<T

where the Hecke polynomials' Py(m) and P(m) are essentially of the form

12  Pm= Y AP nd Pam) = 3 A"(p)

PrenGgrzap, NP x/P<Npr<ax/p VP

with P; ~ h/(log X) and T ~ X/h, and with A" (z) = (z/|z|)*" the angular Hecke
characters. The Hecke polynomial P(m) is decomposed with Heath-Brown’s identity as
a product of several “smooth” Hecke polynomials (partial sums of Hecke L-functions), as
well as some harmless very short Hecke polynomials, and one then splits the summation
over m into regions depending on the sizes of P;(m) and the factors coming from Heath-
Brown’s identity, different regions being handled by different arguments.

We then attack the problem of bounding (1.1) by using various mean value theorems,
large value estimates and pointwise bounds for Hecke polynomials. However, some com-
plications arise when adapting such methods from the integers to the Gaussian integers.

The main source of complications is that less is known about the Hecke L-functions

L(1/2+it,A™) =Y A™@N@) />
neZli]\{0}

in the m-aspect than about the Riemann zeta function {(1/2 + it) in the z-aspect. In par-
ticular, while for the Riemann zeta function one has estimates for twisted fourth moments
(such as Watt’s theorem [25], that was employed in [15,24]), not even the fourth moment

dOIL/2. M < W

m<T

(or any moment higher than the second) is currently known for the Hecke L-functions.
Furthermore, as remarked in e.g. [9], there is no good analogue of the Haldsz—Montgomery
inequality (that was used in [14,15,24]) for Hecke polynomials. This is ultimately because
the L-function L(s, A™) is of degree two, so that the pointwise estimates for it are essen-
tially quadratic compared to the integer case (for instance, we have |L(0, m)| < m,
whereas [£(i1)| < |t|'/?, and we have |L(1/2, A™)| « m'/3+°() by [21], whereas we
have |£(1/2 4 it)| < |¢|/6=8+oM) for § = 1/84 by [1]).

To overcome these limitations, we provide three tools:

(1) An inequality of Haldsz—Montgomery type for Hecke polynomials that gives non-
trivial bounds even for short polynomials (Proposition 5.1).

'We use this term to emphasize the analogy with Dirichlet polynomials.
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(2) An improved mean value theorem for prime-supported Hecke polynomials, which
takes into account the sparsity of the Gaussian primes (Proposition 6.2).

(3) An improved large value theorem for short (of length (log X)%) prime-supported
Hecke polynomials (Corollary 5.3).

For (1), our first aim is to obtain a power-saving bound for the sum

> Amm).

N(n)~N

We do this via the theory of exponential pairs. Writing n = x + iy, the sum at hand is a
two-dimensional exponential sum with the phase function m arctan(y/x)/(7/2). By the
triangle inequality, it then suffices to obtain bounds for one-dimensional sums, to which
the theory of exponential pairs may be applied. However, we encounter a technical compli-
cation: some of the higher order partial derivatives of arctan(y/x) vanish on certain lines
y = kx. Hence, we must restrict our sums outside of the resulting problematic narrow
sectors. As a result, we obtain bounds of the form

(1.3) ' > Amm)| <N
N(n)~N
argn I U--Ul,

for certain (very short) intervals /;, in the full range N = m®,0 <o < 1, with§ = §(a) > 0
explicit (and reasonable); this is Proposition 4.6 (i). (We note that we also employ another
approach based on Hecke L-functions and Perron’s formula, which gives us a certain
pointwise bound without any problematic sectors — see Proposition 4.6 (ii).)

By the usual Haldsz—Montgomery method, we then obtain an inequality of the form

2

Dol Y @) < WV AHITINT)(og(V + 1)V Y Janl,
meT N(n)~N N(n)~N
argn gl U--Ul,

that we need for adapting the Matomiki—Radziwitt method (here 7 C [T, T] N Z and
8 = 6(«) with o = (log N)/(log T')), see Proposition 5.1. Our exponent of loglog X or
log X in the main theorems naturally depends on the values of § that we obtain in (1.3),
so we optimize the step where we apply exponent pairs. We consider the exponent pairs
obtained from the application of A- and B-processes to the exponent pair (0, 1).

For (2), we provide a mean value theorem for Hecke polynomials (Lemma 3.3) that
takes into account the sparsity of the coefficient sequence as in Lemma 4 of [24]. The
mean value theorem itself is rather simple to derive, but to bound the resulting expression
in the case of prime-supported sequences, we need sharp upper bounds for sums over
Gaussian primes of the type

>
P1,D2
N(p1),N(p2) <X
|arg p1—arg p2|<h/X
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In the integer case, the corresponding sum (with | arg p; — arg p2| < h/X replaced
by |p1 — p2| < h) may be bounded quite directly with Selberg’s sieve, but our problem
here is more involved. Writing p; = a + bi and p, = ¢ + di, the conditions in the sum
translate (more or less) to a® + b% and ¢2 + d? being primes with a, b, ¢c,d < /X and
|ad — bc| < h. We wish to apply a sieve, and we thus consider, for various values of
k| <hand Ty, T, < X8, the sums

(1.4) Z 1.

a,b,c,d<JX
ad—bc=k
T1 |a2+b2
T> |62+d2

This is similar to the divisor correlation

Yoo 1=) tmrn+k),

a,b,c,deZy n<X
bc<X
ad—bc=k

albeit with slightly different boundary conditions and additional congruence conditions on
the variables. We adapt (in Section 7) the work of Deshouillers and Iwaniec [5] on divisor
correlations to evaluate (1.4) with a power-saving error term for 77, 75 less than a small
power of X. For the sieve approach to work, it is crucial that there is indeed a good error
term and uniformity in all the parameters.

The application of this improved mean value theorem then importantly saves us a few
factors of log X in certain parts of the argument, and this significantly reduces the value
of the exponent that we obtain.

For (3), we prove a large value estimate for a prime-supported polynomial P(m) =
ZPNP ap A™(p), where P = (log X)“, by applying a large value theorem to a suitable
moment of P (m). Such a method was used in Lemma 8 of [14], where a moment of length
~ X was used, together with a simple large value theorem arising from the usual mean
value theorem. In contrast, we raise P to a moment of length X* for suitable 0 < o < 1,
and apply a Huxley-type large value theorem (see Corollary 5.3). This gives improved
results for the number of large values m for which | P(m)| > P~°(") whena > 6.

Remark 1.3. We believe that there is no fundamental obstacle in also establishing an
analogue of the Matomiki—Radziwilt theorem for cancellations of multiplicative functions
in almost all narrow sectors’ by using our lemmas on Hecke polynomials in place of the
Dirichlet polynomial lemmas in [14].

It is plausible that the methods used in this paper could be adapted to finding almost
primes in almost all very small circles, too. Indeed, finding Gaussian primes in circles
tends to be easier than for sectors (since we do have tools like the Haldsz—Montgomery

Note that the problem reduces to the integer case if one considers Gaussian integers with their norm in a
short interval, i.e., sums of the form Zx<N(n)5x+h f(n), with f:Z[i] - C multiplicative. Indeed, if one writes
g(k) = > .Nm)=k J (1), then g is multiplicative, divisor-bounded if f is, and one has >_\ Ny <x+5 /(1) =
D i<k <x+h &(k). The analogous remark holds for multiplicative functions defined on the ideals of any number
field.
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inequality and Watt’s bound for Hecke polynomials when averaging over both ¢ and m).
For example, as mentioned in Section 1.1, one can find Gaussian primes of norm less
than X in circles of area X %328 whereas for sectors the best result works for an area
of X0'619.

It should be possible to improve the exponent in Theorem 1.2 by incorporating Har-
man’s sieve into our argument; to avoid complicating the arguments further, we do not
pursue this improvement here.

1.3. Notation

Convention 1.4. Unless otherwise stated, summation variables n, n;, etc. are always
restricted to lie in Z[i]*.

Byy~Xandy < X wemean X <y <2X and X <« y < X, respectively.

The norm a? + b2 of n = a + bi € Z[i] is denoted by N(n). For Gaussian integers n
and m, we write n = m if n = um for some unit u. We denote by Pz;] the set of all
Gaussian primes.

Forn € Z[i]*, we let arg n take values (mod 7 /2), so for example argn € [c, d] if and
only ifargn € [c — n/2,d — 7 /2], and the statement “| arg(1 + 1007)| < 1/10” is true.

We define analogues of usual multiplicative functions for Gaussian integers as follows.
Ifn =upy--- px, where p; € Z[i]* are Gaussian primes and u € {1,i,—1,—i } is a unit, we
let u(n) = 0if p; = p; for some i # j, and otherwise w(n) = (—=1)%.If n is a unit times
the power of a Gaussian prime p, then we let A(n) = log N(p) and otherwise A(n) = 0.
We let t(n) denote the number of d € Z[i]* for which there exists m € Z[i] withn = dm.

If k # 0 is an integer and p is a rational prime, we use v, (k) to denote the largest
integer a such that p¢ | k.

The angular Hecke characters are given by

A (n) = (%)4'",

|n
with m € Z, and the corresponding Hecke L-function is given by

Am
LA™ = Y N(’E’)?
neZil*

for Re(s) > 1. One can continue L (s, A™) meromorphically to the whole complex plane,
and the resulting function is entire apart from a simple pole at s = 1 in the case m = 0.
We denote A(n) = Al (n).

We write, for t € R, e(t) = e, and thus

A (n) = e(ﬂi/2 argn).

The distance of ¢ to the closest integer(s) is denoted by ||z]|.

1.4. Structure of the paper

In Section 2, we reduce Theorem 1.2 and Theorem 1.1 to mean square estimates for Hecke
polynomials using a standard Fourier expansion. We then derive some basic bounds for
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Hecke polynomials in Section 3. In Section 4, we establish pointwise bounds for smooth
Hecke polynomials, in particular using the theory of exponent pairs. In Section 5, we apply
the pointwise bounds from the previous section to obtain a Haldsz—Montgomery type
estimate for Hecke polynomials and, as its consequences, several large value estimates for
Hecke polynomials, including a large value estimate that works well for very short prime-
supported Hecke polynomials. In Section 6, we show how to factorize mean squares of
Hecke polynomials using the improved mean value theorem, and most importantly, how to
bound the error term in the case of Hecke polynomials supported on the primes or almost
primes. The bounding of the error term relies on Theorem 6.4, an additive divisor problem
in progressions with power-saving error term, whose proof we postpone to Section 7.
Our task in Sections 8 and 9 is then to put the above-mentioned tools together to prove
Theorems 1.2 and 1.1, respectively. Finally, in Appendix A, we give a proof of a slight
generalization of the theory of exponent pairs that was needed in Section 4, following
work of Ivi€.

2. Reduction to Hecke polynomials

Let k € {2, 3} be fixed, let ¢ > 0 be sufficiently small and fixed, and let

|15 itk =2,
192 ifk =3,
Let also
log X)¢ if k = 2,
2.1) p= | 0eX) c
(log X)(loglog X)© if k = 3.
and
22 Py = (log X)¢~! ifk =2,
' Py = (loglog X)€~1, P, = (log X)* ' ifk = 3.

For a Gaussian integer n, let

1 ifn = p;--- pr with py, ..., pr € Z[i]* primes,
(2.3) Bn =4 Nm)"  N(p;)e[P'™* P Vj<k,
0, otherwise,

where we recall that a = b means that a = ub for some unit u. To prove Theorems 1.1
and 1.2, it suffices to prove the following.

Theorem 2.1. Let k € {2, 3}, and let ¢ > 0 be small but fixed. Let h be as in (2.1), let P;
be as in (2.2), and let By, be as in (2.3). Then

/2 h 2 h?
(2,4)[0 ‘ Z ﬁnlargn€[9,9+h/x)_nx—/2 Z ﬁ"’dezo(xz(logx)z)'

X<N(n)<2X X<N(n)<2X
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In particular, for all 0 € [0, v /2) outside an exceptional set of measure 0x o0 (1), we have

(2.5) Z Lugnel,0+h/x) >
X <N(p1pr)=<2X
P!f<N(pj)<P; ¥Vj<k-1
pj €Z[i]* prime

logX'

Note that (2.5) follows from (2.4) by Chebyshev’s inequality and the prime ideal the-
orem. Therefore, our task is to prove (2.4).

2.1. Reduction to mean values of Hecke polynomials

The distribution of Gaussian integers in narrow sectors is governed by the angular Hecke
characters A with m € Z, and more precisely, the Hecke polynomials ZN(H) <x an A" (n).
Recall the definition of 8, in (2.3). For m € Z, define

Fm)y:= > BaA"(n).
X<N(n)<2X

Lemma 2.2 (Reduction to Hecke polynomials). Let X be large, let h be as in (2.1), and
let F be as above. Assume that for some function K = K(X) tending to infinity, we have

1
0<|m|<KX/h (log X)
Then
i h 2 2
/ ) Z Bn 1argn€[9,9+h/X) ~ v A Z Bn| d6 = 0(—2 5 )
0 X<N(n)<2X T[X/2X<N(n)§2x X?(log X) )

Proof LetT=KX/h.Bya truncated Fourier expansion (Lemma2.1in[7])with L =T,

8= X, there exist constants ¢, and ¢,, for 0 < [m| < T, with |¢;} |, |¢;,,| < h/X, such

that for any 0 € [0, 7 /2) we have
2h

1
ax T8O =l

S°%(0) = Z cﬁ,e(%(argn—(@+%)))

0<|m|<T

2h 1
ar <—+570
ene@6+h/X) = — F O) + — T+

where

for o € {—, +}. Hence, as 8, > 0 for any n, we have

‘ Z ﬂn(largne(e,e-l-h/X)_n;/z)‘

> mlSir X e (w04 55))

X<N(n)<2X 0<|m|<T

! o (—m(O+h/(2X)) .
=7 > ’B"+ag{lf-f(—} > cme(mﬂ—/2> S B,

X<N(n)<2X 0<|m|<T X<N(n)<2X

< max
oe{+,—}
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and thus for some o € {+, —} we have

/2 h 2
/0 ‘ > ﬁnlargnE[Gﬁ-i-h/X)_T[X—/z > ,Bn‘dQ

X<N(n)<2X X<N(n)<2X
1 2 (72 6+h/(2X) 2
< = ( X:mJ+A | > (=m0 > Buamm)| do.
X<N(n)<2X 0<|m|<T X<N(n)<2X

After expanding out the square to obtain a double sum Zm,m,, the terms with m # m’
vanish as the integral over 6 vanishes in this case. Thus, the previous expression is

1 2 n/2 2
X B[ X @] X prefe
X<N(n)<2X 0<|m|<T X<N{n)<2X
which we bound via the prime number theorem in Z[i] and the bound |cJ,| < h/X as

1 h?
= Y [Fm)P
S T2logx)2 T X2 |Em)]
0<|m|<T

By the assumption (2.6) and the choice of 7', this is small enough. ]

In the rest of this paper, our task is to prove (2.6).

2.2. Gaussian integers in narrow sectors

For later use, we give the following simple bound for the number of Gaussian integers in
a given sector.

Lemma 2.3. Forany N,v > 0 and n € Z[i] with N(n) < N, we have
[{m € Z[i]: N(m) <N, 0 < |argm —argn| < v/N}| < v.

Proof. We may assume without loss of generality that 0 < arg(n) < = /4, v < N/10 and
gcd(Re(n),Im(n)) = 1. Note that we have

|x — y| < | arctan(x) — arctan(y)|

for |x|,|y| < 2. Hence if we denote n = a + bi,m = ¢ + di with (a,b) =1 and a,c > 0,
then 0 < |argm — argn| < v/N implies that

O<‘b d<<v
a ¢ N

Let M = N(n). By 0 < arg(n) < w/4 we have a < M. We get

vV M
0<l|ad —bc| €K ——,
ad =bel <5

using the fact that |c| < /' N.
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Given 0 < |k| < vm/\/ﬁ with k € Z, any two distinct (cy, dy), (c2, d2) with
ad; — bc; = k satisfy ¢; = ¢, (mod a) (since (a, b) = 1). In particular, since Re(m) <
VN and a < /M, there are only O([~/N /~/M1) possibilities for Re(m). Furthermore,
given k, the real part uniquely determines Im(m). Hence the number of m with N(m) < N
and 0 < |argm — argn| < v/N is

<

vVM /N
\/%/I {—N—‘ <L v,

as vM <« +/N. ]

3. Lemmas on Hecke polynomials

3.1. Bounds for Hecke polynomials

For the proofs of our main theorems, we shall need various estimates for Hecke polyno-
mials } )<y @n A" (7).

Remark 3.1. Recall our convention that sums over n are taken over Z[i]*. Hence, if
F(m) = 3 \my)<n, ni A" (1) and G(m) = 3 Niuy)<n, DoA™ (n2), then F(m)G(m) =
D N <Ny N, CnA™ () with ¢y = 3, an,by,, where we recall that n = a means
n = ua for some unit u.

We begin with a simple mean value theorem for Hecke polynomials.

Lemma 3.2 (Mean value theorem for Hecke polynomials). Let N, T > 1 and F(m) =
Y Nm)<N An A" () with a, € C. Then

S FEmPE <N+ Y a2,

|m|<T N(n)<N
where
(3.1) ay= Y a
N(@w)<N
argv=argn

and Z/ signifies that the summation is only over primitive Gaussian integers, that is, those
a + bi € Z[i]* with (a,b) = 1. Moreover, we have

! |an|? T(n)
(3.2) g P <N D> nNT
N(@n)<N N@m)<N
Proof. See Lemmas 11.1 and 11.2 in [7]. [

The mean value theorem can be improved in the case of sparse coefficient sequences
as follows.
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Lemma 3.3 (Improved mean value theorem). Let N,T >1 and F (m) = ZN(n) <N anA™(n)
with a, € C. Then

STIFmMP KT > lan>+T > |, dns .

|m|<T N(n)<N |argny—argna|<1/T
N(n2),N(n2)<N
ni#na

Recall from Section 1.3 that arg n is only defined up to multiples of 7/2, and thus
|argn, —argn,| < 1/T is satisfied if i¥1n; and i*¥2n, lie in the same narrow sector for
some integers k1, k5.

roof. Let g(x) = max(l — x|, or x € IR, an
P Let g 1 —10T||x]|, 0) fi R, and

1
gm) = /0 g(x) e(—mx) dx

) = 5z (105 (557)

form # 0,and 2(0) = 1/(10T). As g is continuous and the Fourier coefficients g(m) are
absolutely summable, it follows that g(x) = Y, .7 &(m)e(mx) for any x. Note further-
more that g(m) > 0 for all m and g(m) >> 1/ T for [m| < T. Hence,

STIFmP < T g0m)|F(m)?

|m|<T meZzZ

T ) andn Y &) AT (1) A7 (n2)

N(n1),N(m2) <N meZ

T Z |Clnlan2| Z g(m)e(mw)‘

N(11).N(m2) <N meZ. n/2

argn — argny
r Z |an1an2|g(—> =T Z lan, an,|.

N(11),N(12) <N /2 largny —argna| <1/T
N(n1),N(n2)<N

for m € Z. One has

IA

as desired. [

Lemma 3.4 (A pointwise bound). Ler 2 <N < N’ <2N, and letk > 1 be a fixed integer.
Let

g1(ny)--- g (ng)
(3.3) P(m) = 1018k 0)
N<N("§1k)5N/ N(n1)---N(ng)

where each g; is either the Mobius function (of Z[i)), the characteristic function of Gaus-
sian primes, the von Mangoldt function (of Z[i]), the constant function 1, or the log-norm
Sfunction n +— log N(n). We have

|P(m)| < exp(—(log N)'/1%)

when 0 < |m| < exp((log N)'%/%).
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Proof. By writing the sum over N(n) € (N, N'] as the difference of a sum over N(n) < N’

and a sum over N(n) < N, we may assume that the summation in (3.3) is over N(ny - - - ny)

< N.Moreover, we may assume without loss of generality that N — 1/2 is an integer.
Consider first the case k = 1, g1 = 1. Denote ¢ = 1/log N. By the truncated Perron

formula T
c ds y¢
o)
/;—iT y S y>1+ T

for y # 1, and the simple bound L(1 + 1/log N,A") < L(1 + 1/log N,1) < log N,
we see that

Plm) = Z Amn) 1 Z Am(n) [€TIN NS §+0(1ogN)

N(@n)<N N(}’l) 2mi neZlil* N(l’l) c—iN N(l’l)s S N
1 c+iN d log N
= 2 Lis + 1AM N° = 4 0222,
2mi c—iN Ky N

Move the integral to the line Re(s) = —o = —(log(N + |m|))~3/4, noting that there is
no pole as m # 0. Let € be the rectangle having the line segments [c —i N, ¢ + i N] and
[-0 —iN,—0 + iN] as two of its sides. By Theorems 1 and 6 in [3] (applied with f = 1
and V = O(m)), we have

IL(s + 1.A™)] < (log|m])*/?

for s € €, so the error arising from moving the integral is O((log |m|)?>/3/N), and we
have

1 —o+iN d —o+iN d
‘—/ L(s + 1,A™) N* —S’ < N“’/ (log |my?/? 11
271 J_o—iN s —0—iN |s]

<« N7%(log |m|)*?(log N).

Finally, note that this is < exp(—(log N)'/19) as long as 0 < |m| < exp((log N)'%/%), by
our choice of 0.

The cases with k = 1 and g; being equal to the Mdbius function, the indicator function
of Gaussian primes or the log-norm function are handled similarly, noting that if € is as
above, for s € € we have

1 |L'(s + 1,A™)]

|L'(s + 1,A™)],

’ 1 o)
LG+ LAm)] Lo+ 1am) < doglm

by an analogue of the Vinogradov—Korobov zero-free region for L(s, A™), see Theorem 2
in [3].

Finally, the cases k > 2 follow from the case kK = 1 by decomposing the sum to
dyadic intervals N(n;) € (N;, 2N;], for fixed Ny, ..., N; summing over the variable n;
for which N; is largest using the case k = 1, and applying the triangle equality to the sum
over the other variables. ]
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3.2. Heath-Brown’s decomposition
Next, we give a suitable version of Heath-Brown’s identity for Hecke polynomials.

Definition 3.5 (Smooth Hecke polynomials). We say that a Hecke polynomial M (m) =
> Nm)~m An AT (n)/N(n) is smooth if for some interval I C [M,2M], we have a, =
17 (N(n)) for all n, or a, = 1;(N(n)) log N(n) for all n.

Lemma 3.6 (Heath-Brown’s decomposition). Let an integer k > 1 and a real number
B > 1be fixed, andlet T > 3. Let P(m) =3 _p _n(py<p' A" (P)/N(p), with P < P' <2P.
Then, for some constant D = Dy g > 1, we have the decomposition

|P(m)| < |Gi(m)| + -+ |GL(m)| + E(m) forall0 <|m|<T,
where
(1) X<z [Em)? < (T/P +1)(log P)~%.
(2) L < (log P)P.
(3) Each Gj(m) is of the form

Gim)=[] Mi(m). J; <2k,

i<Jj

with M;(m) = 3_pp <n@my<2m; @n,iA™ (n)/ N(n) being Hecke polynomials (which
depend on j) with M; > 1, |a, ;| < 1and P exp(—(log T)'%/2%) < M, - My, <2P.

Additionally, |M;(m)| < exp(—(log(2M;))"/1%) for all 0 < |m| < T, and the Hecke
polynomial M;(m) is smooth if M; > (2P)Vk.

Proof. We may assume that P > exp((log T)19/29) since otherwise the claim is trivial
with E(m)=0,L =1, J; = 1and Gy(m) = M{(m) = 1.

By splitting the sum P(m) over (P, P’] into subsums over intervals of the form
(0. Q1 + (log P)~B")], with B’ large enough (and one shorter interval), and applying
the triangle inequality, it suffices to prove the claim with P’ < P(1 + (log P)_B/).

Now, we write

1 =~
P(m) = oz P P(m) + E1(m),

~ A
Pon= ¥ A0 Em= ¥ (e
P<N(n)<P' P <N(n)<P’

ONA0)
log P/ N(n)

By the mean value theorem (Lemma 3.2) and the prime number theorem for Gaussian
integers with classical error term, Eq(m) satisfies property (1). By writing P (m) as a
difference of sums over [1, P’] and [1, P], we see that it suffices to prove the claim for
sums of the form

(3.4) Y. A S,
nelZli]
N(n)<x

where P < x < 2P and f(n) = A"(n)/N(n).
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Let § = (log P)~4, where A is large enough in terms of B, k. Fix an integer m €
[T, T]\ {0} as in the lemma. By Heath-Brown’s identity in Z[i] (which is derived pre-
cisely as in the case of Z) and the (1 + §)-adic decomposition, (3.4) may be written as

Z CM,,.. . My, Z (logN(n1))

My,....My <x M; <N(n;)<(1+8)M;,1<i <2k
My, Mog <(2P)V/* N(ny-ny)<x
M;=(148)%,4;>0

2k
x [ wey)- fon--nxp),
j=k+1

where the constants cp, ... m,, are bounded in magnitude by Ok (1). By the triangle
inequality, (3.4) is thus bounded by

2k
< > > (logN(np)) [ wnj)-f(ar--nx)|.
My,... My <x M; <N(n;)<(1+8)M;,1<i <2k j=k+1

M1, Mo <(2P)VE N(ny-ny)<x
M;=(1+8)% £;>0

Write
gi(n) =logN(n), gi(n)=1 for2<i <k, gi(n)=pn;) fork+1=<i <2k,

and let Py € {P,2P}. Then, from the above we deduce that

Z M‘ L Xj(m) + Ez,j(m),

Noery N0V
where
2 gi(ni) A™(n;)
3.5 =, (m) = ) gilm) A7)
3-3) j (m) Z 1_[ Z N(n;)
M1, My <@2P)Vk i=1 M; <N(n;)<(1+8)M;
MMy < Po

MMy 282k+10P
Mi=(1+8) ,4; 20

and where the sum E5_;(m) arises from removing the summation condition N(7y - - - )
< (1 + 8)/ P, and from inserting the condition M, --- My > §2K+10 P One easily sees
from the mean value theorem that £ ;(m) satisfies condition (1). We can further esti-
mate the product in (3.5) by bounding trivially as < 1 all those terms for which M; <
exp((log T)'9/20/(4k)); the product of the remaining M; is > P exp(—(log T')'%/29).
We have now arrived at the desired decomposition, since the Hecke polynomials
M; (m) with coefficients g; (1) /N(n) in the definition of X (m) satisfy the bound | M; (m)|
<« exp(—(log(2M;))'/1%) by Lemma 3.4 since M; > exp((log T)'%/2°/(4k)), and addi-
tionally if M; > (2P)"/* theni < k, so M;(m) is smooth. L]



Gaussian almost primes in almost all narrow sectors 1307

4. Pointwise bounds

The goal of this section is to establish Proposition 4.6, a pointwise bound for smooth
Hecke polynomials. For stating the result, we need the notion of exponent pairs.

4.1. Exponent pairs

We define exponent pairs following Ivi¢ ([11], Chapter 2.3), but impose slightly milder
conditions on the derivatives of the phase function, since the functions we apply the theory
to do not quite satisfy the original definition.

Definition 4.1. Let A, B, M > 1, and let R > 1 be an integer. Let / C [B, 2B] be an
interval. We define the set .%7(A, B, M, R) as the set of those functions f on [ that
satisfy

(1) feC>).
(2) Forallt € I and all integers 1 <r < R,

M7YABY < |fD (1) < MAB' .

Definition 4.2. We say that a pair of real numbers (k, A) with0 <« <1/2 <A <lisan
exponent pair if the following holds for some integer R > 1. For any A, B, M > 1 and
any f € Z1(A, B, M, R) with I C [B,2B] an interval, we have

‘ Z e(f(”))’ Ly h M Oea() g« g2
nel
We call the least integer R with this property the degree of (k, A).

The difference between our definition and [11] is that there only the case M = O(1)
is considered (and the derivative bound is assumed for all r).

Trivially, (0, 1) is an exponent pair. We recall the A and B processes that allow us to
generate infinitely many exponent pairs from a given pair.

Lemma 4.3 (A and B processes). (A) If (k,A) is an exponent pair, so is

K 1 /l).

Ak AN) = ——, = + ———
(e 2) (2/<+2 TR

B) If (k,A) is an exponent pair with k + 2A > 3/2, then

Blic, A) = (A _ %,K + %)

is also an exponent pair.

Proof. The claim is a slight generalization of Lemmas 2.8 and 2.9 in [11] (see also [17]),
since our conditions for exponent pairs allow M to be unbounded. The proof works simi-
larly in our case; see Appendix A for the details. ]

In our proofs, we will use the following exponent pairs.
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Lemma 4.4. The pairs
(k1,A1) = (0.02381,0.8929) and (k2,A2) = (0.05,0.825)
are exponent pairs.
Proof. The first pair is obtained from the pair
AAABAAB(0,1) = (0.0238095...,0.892857...)
by rounding the entries up. The second pair is AABAAB(0, 1). ]

4.2. Pointwise bounds

For the proof of Proposition 4.6 below, we will need to evaluate and estimate derivatives
of x — arctan(y/x).

Lemma 4.5. Letn > 1 be an integer and let y > 0. We have

— D!

n

ox"

arctan (Z) =(—1)"
X
Proof. We have
i arctan (X) = —L,
Ox X x2+ y2?
which agrees with the claim for n = 1. Moreover, for n > 1, we have

3 1 ) 0 Cny 9 -
a(m Im((x +9)")) = 7 (Am((e = iy) ™) = Im( 5= (x = i)™

= —nIm((x +iy)™""") = —n(m Im((x + iy)”+1)).

The claim now follows by induction. ]
Proposition 4.6 (Pointwise bound for smooth Hecke sums). Let N, N’ > 2 with N <
N’ < 2N, and let m # 0 be an integer.

(i) For any fixed exponent pair (k, L) and any fixed ¢ > 0 small enough in terms of
(k, L), there exists an integer R such that the following holds. If 1 C [0, /2] is an
interval such that all the real solutions of Im((1 + i tan(¢))¥) = Owithk =1,..., R
have distance > N 40 I , then we have

> M
N<N@#m)<N'
arg(n)el

and if either a, = 1/N(n) or a, = (logN(n))/N(n), then

Z an A\ (n)

N<N(m)=<N'
arg(n)el

(41) << |m|KN(A_K+1)/2+8 + N3/4+0(1),

< (log N) |m|KN(A—K—1)/2+8 + N_1/4+0(1).
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(ii) We have

(4.2) ‘ > )&m(n)‘ < (log N) [m|V3N1/2 4 N5/8+o(D),
N<N(@n)<N’

and if either a, = 1/N(n) or a, = (logN(n))/N(n), then

Z an /\m(n)‘ < (log N6 [m|3N—V2 4 N=3/8+0(),
N<N@m)=<N’

Remark 4.7. One may at first wonder about the need in part (i) to excludes some small
sectors. The estimate should be true even without it, but our proof method does not work
without this condition. The exponential sum (4.1) is interpreted as a two-dimensional
exponential sum involving the phase function %/2 m arctan(y/x), and to apply the theory
of exponent pairs to this function we need to know that its derivatives do not vanish, so we
need to exclude certain narrow sectors of the (x, y)-plane inside of which the derivatives

of some bounded order do vanish. See also Remark 4.9.

Remark 4.8. Part (i) of the lemma gives us explicit power savings in the range |m|® <
N < |m| (using the exponent pair A B(0,1) = (2k+12_2, 1— 2kk++212) with k large enough
in terms of ¢). The most critical case for the proof of our main theorem is when N €
[lm|Y/2, |m|?/3]; in this range, the estimate of part (ii) is trivial. However, when N >

|m|'~% for somewhat small §, part (ii) is stronger.

Proof. (ii) By partial summation, it suffices to prove the first claim in part (ii). By writing
the sum over N < N(n) < N’ as a difference of two sums, it suffices to prove (4.2) with
the summation condition N < N(n) < N’ changed to N(n) < N.

We may assume |m| < N3/2, since otherwise the claim is trivial. Let T = |m| + N3/8,
By a truncated form of Perron’s formula (Corollary 2.4 in Section II.2 of [23] applied to
the sequence ay = ZNM:k A™(n)), we have

1 1+1/log N+iT

2. A = 2mi

N(#n)<N

NS N1to(D)
L(s, A™) —ds + O(N”“) + —)
1+1/log N—iT s T

We shift the integration to the line Re(s) = 1/2 and use the estimate
4.3) |L(o + it A < (Im] + T)*=0 (log(Im| + T))*,

which follows from [21] and the Phragmén—Lindelof principle [11], Appendix A.8, to
bound the horizontal integrals. We obtain

1 1/2+iT NS N1+0(1)
D At =5 L(s, A™) —ds + O(N”“) n _)
2mi s

ND=N 1/2—iT

Using (4.3) again to bound the integral, the claim follows.

(i) By partial summation, it suffices to prove the first claim in part (i). By writing the
sum over N < N(n) < N’ as a difference of two sums, it suffices to prove (4.1) with
the summation condition N < N(n) < N’ changed to N(n) < N. Furthermore, we may
assume that |m| > N3/4, since otherwise the claim follows directly from part (ii).
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Note that

Alx +iy) = e(L arctan(y/x))
/2
if x 0. Note also that A(x + iy) = A(y + ix). Lastly, observe that the contribution of n
of the form x + ix or x + Oi to the left-hand side of (4.1) is < N 1/ 2 which is admissible.
Hence, it suffices to prove (4.1) with the sum restricted to the region n = x + iy with
1 <y < x. Thus, our task is to bound

m
S = Z e(— arctan (X))
/2 X
X, y€EZ
I<y=x
x24+y2<N
arctan(y/x) el

We can write the condition arctan(y/x) € I in the form x € yJ, where J = {ﬁ it e
I\ {0}} C (0,00) is aninterval and yJ := {yt : t € J}.
By dyadic decomposition, we can bound

(4.4) NEE St
1<X<+N
X =2k keN
where

4.5) Sx = Z Z e<ni/2 arctan (%))
1<y=<min{2X,+/N} yfxfm

YEZ x~X
xeyJNZ

Now, for a given y > 1, consider the function

fx) = ﬂi/z arctan (%)

By Lemma 4.5, for any n > 1 we have

@ (x) = (1) (n — 1y 27 0O+ )"
FO@) = = D =

Expanding out (x + iy)” and using the triangle inequality, for 1 < y < x we obtain

Imly
xht1

| £ (x)] <n

On the other hand, Im((x + iy)") = yx"~! P, (y/x) for some polynomial P, (t) of degree
< n — 1 and constant coefficient n, and the zeros of P, in the region [0, 1] are precisely
the zeros of Im((1 + i¢)"”) = 0. By the assumption on /, forany x € yJ and 1 <n < R,
the number y/x is distance > N~ away from any solution to Im((1 + i¢)") = 0, so
we have |P,(y/x)| >n N~"¢* when x € yJ (since if P(¢) is a monic polynomial of
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degree n and 1o is at least § > 0 away from all of the roots «; of P, then |P(ty)| =
ngign |to — aj| > 8"). Therefore, for 1 <n < R and x € yJ, we have

m|y
FARIEII= INRS

We conclude that f € .%,;(A, B, O(NR¢*), R), where A = |m|y/X? and B = X.
We have A > 1 if y > X?/|m|, and in the case y < X?2/|m| we use the trivial estimate for
the inner sum in (4.5). Hence, by the definition of exponent pairs, if ¢ > 0 is small enough
we have, using X < N'/2 and |m| > N3/4,

K X2
|SX| < Z <|I;/l(_|2y) XANE/Z + W X < |m|KX}L_K+1N8/2+N3/4.
X2/|m| <y <min{2X,+/N}
yeZ

Substituting this to (4.4), we see that
|S| < |m|K (\/N))L—K-{-l-i-s + N3/4+0(1),
as desired. ]

Remark 4.9. Note that it was important in the proof of Proposition 4.6 (i) that / contains
no solutions to Im((1 + i tan(z))¥) = 0. Indeed, otherwise the inner sum over x in (4.5)
would contain zeros of the kth derivative of the phase function f, so the theory of expo-
nent pairs would not be applicable.

5. Large value estimates and a Halasz—Montgomery type inequality

5.1. Halasz—Montgomery type estimate

In this section, we employ Proposition 4.6 to establish large value theorems for Hecke
polynomials that will be key to our arguments in Section 8. These large value estimates
are based on the following estimate of Haldsz—Montgomery type.

Proposition 5.1 (Haldsz—Montgomery type inequality with exponent pairs). Let N, T > 2,
and let F(m) =} Noy<n an A" (n) withay, € C. Let T C [-T,T] N Z.

(1) Let (k,A) # (0,1/2) be a fixed exponent pair, and let J be a large enough integer.
Let & > 0 be small but fixed, and suppose that a, = 0 whenever arg(n) is within
distance N=¢° of some real solution to Im((1 + i tan(t))*) = Owithk = 1,...,J.
Then, we have

D IFm)P < (N 4 |T| T NA*tD2tey N g, 2,
meg N(n)<N

(i) We have

DUIFmP < (N +|TITANY?) (log(N +T)* D Janl®.
meJT N(n)<N
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Proof. (i) We may assume that N < T+ for any fixed ¢ > 0, since otherwise the claim
follows directly from the mean value theorem (Lemma 3.2).

Let J be an integer large enough in terms of (k, A), and let S be the set of complex
numbers whose argument is at least N —&? away from any solution to Im((1 +i tan(z))¥)
=0withk =1,...,J.LetT = {m,},<g with R = |T|. We may assume that R < T, as
otherwise the claim follows from Lemma 3.2. By the duality principle (see, e.g., Chapter 7
of [12]), the statement is equivalent to the claim that, for any complex numbers ¢, and
distinct integers m, € [—T, T], we have

2
(5.1) > ’Zcrkm’(n)‘ & (N + RTNO—tD24e) 3 " e |2,
N(n)<N r=<R r<R
nes

Opening the square and using |c;||cs| < |cr|? + |es|?, the left-hand side of (5.1) becomes

(5.2) S NY e+ Y el Y @)

r<R S<Rr<R N(n)<N
r#s nes

By Proposition 4.6 (i) and the fact that § is a union of O(1) intervals, for r # s we have

> AT ()

N(n)<N
nes

(53) << TKN(A—K+1)/2+8 + N3/4+0(1)'

Note that by definition 0 < ¥ < 1/2 < A for any exponent pair (k, 1), and moreover we
assumed that k > 0 or A > 1/2. Since N < T'*¢ we thus have

TKN(A—K-FI)/Z - N(K-‘r/l-‘rl)/l—o(s) > N3/4+8

for ¢ > 0 small enough. Hence, the second term on the right of (5.3) can be removed, and
the claim follows by substituting (5.3) into (5.2).

(i1) The proof of this part is identical, except that we use Proposition 4.6 (ii) instead of
Proposition 4.6 (i) and do not restrict ton € §. ]

5.2. Large value estimates

We now deduce from Proposition 5.1 a large value estimate, refined using Huxley’s sub-
division trick.
Lemma 5.2 (A large value estimate). Let N,T>2, V >0, and F (m) = ZN(n) <N apA™(n)
with ap € C. Write G =}y <N |an|?, and let T denote the set of m € [-T,T] N Z
Sfor which |F(m)| > V.
(1) Let (k, L) # (0,1/2) be a fixed exponent pair, and let J be a large enough integer.
Let ¢ > 0 be small but fixed, and suppose that a, = 0 whenever arg(n) is within

distance N=¢° of some real solution to Im((1 + i tan(t))*) = Owithk = 1,...,J.
Then, we have

|rJ~| < NE(GNV—Z+TNl+(A—K+l)/(2K)(GV—2)1+1/K)
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(ii) We have
17| < (log(N + T)°D(GNV™2 + TN2(GV2)*).

Proof. (i) We may assume that N and T are large enough, as otherwise the claim is
trivial. Let Tp > 0 be a parameter to be chosen. We combine the Haldsz—Montgomery type
estimate of Proposition 5.1 (i) with Huxley’s subdivision. Thus, we split 7 into subsets
T =0Te,(j+1DTo)NT,with |j| € T/Tp + 1, and estimate

(5.4) TIVE <D > [Fm)>.

J meJ;

By Proposition 5.1 (i) (applied to the coefficient sequence a, A/ 70 (1)), we may bound the
right-hand side as

(5.5) K N¢((T/To + )NG + |T|TE¢N®G),
where we wrote ¢ = k and b = (A —k + 1)/2. Let
TO — V2/aN—b/a—2€/aG—l/a
so that the second term in (5.5) contributes |7 |V2N ~¢. We then have from (5.4),
7| < NE(T/To + DV 2NG < NOE(GNV 2 + TN PGy =2)itt/a),

which is the desired bound (after adjusting ¢).
(i) The proof is identical, except that we apply Proposition 4.6(ii) to get (5.5) also
witha = 1/3, b = 1/2, and with the N°¢ factor replaced by (log(N +T7))°M. L]

We then use Lemma 5.2 (ii) to obtain a large value theorem for short, prime-supported
polynomials. When applied to a high moment of a prime-supported polynomial P (s)*
(with P = (log T)¢ and P*¥ = T%=°( for suitable & > 0), this estimate outperforms
Lemma 6 in [24] or Lemma 8 in [14].

Corollary 5.3 (Large values of prime-supported Hecke polynomials). Let T > 2 and
o >0, and let a > 2 be fixed. Let

A™(p)
P(m) = Z ap ———=
xoep N

with |ap| < 1 and P = (log T7)2+°W) Then the number of m € [T, T] N Z such that
|P(m)| > P~ % is
(56) & Tl/(3a/2_3)+80+0(1).

Note that this result gives the bound « T'1/G#/2=3)+0(1) \when ¢ = o(1) and a > 2.

For a > 6, this improves on the bound < T'/4+°() that can be deduced from a Hecke
polynomial analogue of Lemma 6 in [24] (see Remark 5.4).
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Proof. Letk = [alog T/log P], with 0 < & < 1 to be chosen later. Let Q(m) = P(m)*
and Q = P¥ = 7*+o() Note that |Q(m)| > P 7% = 7~ @+ when |P(m)| > P~°,
and if ¢, are the coefficients of Q(m), then

2
4n |? 1
G = ‘ < .
2 sl = 2 ]2, NG
O <N(n)=<2%Q Q<N(m)<2kQ' P1Pk
P<N(pi)<2P

1 1 k! 1 \k
< — — & —
S 2 (X )

PE ppi=qieg. NPV N(po) P P<N(p)<2P N(p)
P <N(pi),N(g;)<2P

and hence G « T—ate/ato(D)
By Lemma 5.2 (ii), we see that the number of large values in question is

< To(l) (GNP2k0' + TNS/ZG4P8k0')
< To(l) (Ttx/a+2(xo + T1+5a/2+4(7a+a/a)+80a)‘

We choose « = a/(3a/2—3)sothata/a =1+ 50/2 + 4(—a + «/a). This gives us the

bound
< To(l)(Ta/a-i-ZaJ + Ta/a+8troz) < T0(1)+80a Tl/(3a/2—3)’

as desired. [

Remark 5.4. Applying the same argument, but using in place of Lemma 5.2 a large value
estimate following directly from the mean value theorem (Lemma 3.2), gives for the num-
ber of large values a bound of

<« Tl/a+20+o(1)

fora > 1.

5.3. Density bounds

We apply Lemma 5.2 to produce some “density bounds” (in the spirit of estimates towards
the density hypothesis) for the number of large values of Hecke polynomials. These
bounds will be employed in the proof of Theorem 1.2. In the integer setting, a differ-
ent density bound was used in Lemma 4.1 of [15] to study almost primes in almost all
short intervals.

Lemma 5.5 (A density bound). Let ¢ > 0 be fixed and small enough. Let B € [e, 1 — ¢g],
T >2and P =TPB. Let P(m) = Y P<n<PT¢ %Am (n), where by, are complex numbers

with ZPSN(n)sPTE by |> < T, Then we have
Hm e [-T,TINZ: |P(m)| > P} « T,

provided that one of the following holds.
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(1) We have B > 2/5 and, for some exponent pair («, 1),

k—A+1
kAtlg g
(5.7) eCep <0< 2% P

S@ropo2

for some large constant Cy 5, and additionally, b, = 0 whenever arg(n) is within
p— of any real solution to Tm((1 + i tan(¢))*) = 0, with k = 1, ..., J for some
integer J that is large in terms of (k, ).

(i1) We have B > 2/3 and

3
381
(5.8) eCp<o0 < ; —eCy

for some large absolute constant C.

Proof. (i) By Lemma 5.2(i), the number of large values in question is

(5.9) &« T (p2 4 Tp’Et . p@+2/0)o)
The first term in (5.9) is

&« T0(82)+(2—26‘)0 < T(Z—s)a

if 0 > Cy ¢ for a large enough constant Cy. The second term in (5.9) is

T1+)L—2/j(—l B+(@2+2/k)Bo+0(e?)

and this is < 7?99 when the second inequality in (5.7) holds. (Note that the denominator
on the right-hand side of (5.7) is positive since § > 2/5and k < 1/2.)
(i) By Lemma 5.2 (ii), the number of large values in question is

« T82 (PZO' + TP*3/2+80)'
The first term here is admissible as in part (i), and the second term is
T1+(80—3/2)ﬁ +¢2
and this is < 72789 when the second inequality in (5.8) holds. (Note that the denominator
in (5.8) is positive since 8 > 1/4.) |

Lemma 5.6 (A density bound using amplification). Let ¢ > 0 be fixed and small enough,
and let A > 2 be fixed. Let B € [2/5,1 —¢], 6§ €[2e,1 =B —¢], A>2, T >2 and
P=TF Let P(m) = ZPSN(,,)§10P ay A™(n)/N(n), where ay, are complex numbers with
lan| < T(n), and let F(m) =3 p1-2 (< DnA™ (1) /N(n), where F € [T¢/2, T2 and
Y Nm)<F |bn|?> < F. Then we have

(5100 |{me[-T.TINZ: |P(m)| = P~ and |F(m)| = F~Y@D}| « 7C-9)
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provided that

§ 3(B+8)—1—48/4
GV daapg T =TT g

for some large absolute constant Cy.

—Coé‘

Remark 5.7. In applications, we take F(m) = Q(m)*/k!'/?, where
Qmy= > A"(p)/N(p).
Q/2=N(p)=Q

with the sum ranging over Gaussian primes, and with Q = (log 7)) and k chosen so that
Ok ~ Te.

Proof. Let

=g

Then 1 < £ < 2¢~!. Consider the Hecke polynomial
B(m) = P(m) F(m)" = > cn A" (1),
B<N(n)<10T2:*¢B

where B = PF¢T—2¢°¢ and ¢y are the coefficients of B(m).

Now, for any m in the large value set in question, we have

|B(m)| 2 P—(TF—[/(2A) z T—ﬁd—(g/(zz‘l) z B—OJ
for the choice
o Bo s/
B+4

Note that by the divisor bound 741 (1) < |1]°(") and Cauchy—Schwarz, we have

2
> el X ( 3 |ano||bm|---|bnz|)

(5.12) + 102,

) 52 n=noni-n
B<N(n)<10T4*B B<N(n)<10T4*B PsN(r(t)o)lsléP
F1=62 <N(n1),....N(ny)<F
To(l) ) ) TO(l) ‘
< 5 > > by 2+ b, P < —5- PF
&2 n=noni-ny
B<N(n)<10T4“B P <N(16)<10 P
F1=¢2 <N(n1),....N(np) < F
T4s2+o(1)
L —-
B

Using this together with Lemma 5.2 (ii) and recalling (5.12), we deduce that the num-
ber of large values in question is

&« TO(EZ)(BZO’+TB—3/2+80’) & TO(ez)(T2(ﬂo+8/(2A))+Tl—(3/2)(f3+8)+8(ﬁa+8/(2A))).

Elementary manipulation shows that this is <« 7?9 when (5.11) holds. |
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6. Factorizing Hecke polynomials and bounding the error term

Our next lemma shows how to factorize certain Hecke polynomials arising in our argu-
ments.

Lemma6.1. Let T, X >2and S C [-T,T] N Z. Let

aj bn
F(m) = A" (kn)
N(k%:va N(kn)

K<N(k)<K’

for some K' > K > 2 and for some complex numbers ay, b,. Let H > 1. Denote

A= Y o, Ban= Y L

ev/H <N(k) <e@w+D/H N(k) N~ XemvH N(0)

and

1
Cn = N) Z lak be|.

n=kl
K<N(k)<K’'

Writing I = (H log K — 1, H log K'], we have
DSTIFmPP < YD Avu()Byg (> + T > Cny Crn-

mes vel mes largny—argna| <1/T
N(n1),N(np)e[Xe VH Xel/H] or
N(nl),N(ng)e[ZX,ngl/H]

Proof. The proof is analogous to that of Lemma 2 in [24], using the improved mean value
theorem (Lemma 3.3) in place of its integer analogue (Lemma 4 in [24]). ]

We use the following result to handle the error term in Lemma 6.1. The proof requires
a substantial amount of work, occupying the remainder of this section and the next section.

Proposition 6.2. Let X, T > 2. Let r > 0 be a fixed integer, let € > 0 be small enough
in terms of r, and let Iy, ..., I, be pairwise disjoint intervals of form I; = [z;, 212] with
1 < z; < X% Define

L _ s ifpln = N ¢R2XPN (LU U L)
" 0, otherwise.
For any n > 0 tending to zero sufficiently slowly and
4xyV2 < < 772 exp(—(log n)Z)X/ log X,

we have

(6.1) T > Oy, Oy K 1
ni,ny€Z[il*
|arg(n1)—arg(n2)|<1/T
N(n1),N(n2) €[X,(1+n) X]

(log X)*’

where the implied constant does not depend on 1.
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Remark 6.3. Our bound (6.1) is heuristically optimal up to a constant factor. The upper
bound 7 < n? exp(—(log n)?)X/log X for T in Proposition 6.2 is used to guarantee
that the contribution of the diagonal case argn; = argn, to the left-hand side of (6.1)
is small enough. If one restricted the sum to argn # argn,, one could relax the condition
tod4X12 <T.

The proof of the proposition uses the fundamental lemma of the sieve together with
the following estimate for a divisor correlation of a certain kind, where it is crucial that
the moduli are allowed to go up to a power of x. This estimate is based on the method of
Deshouillers and Iwaniec [5] for proving a power-saving estimate for ), .. t(n)t(n + 1)
(with error term O, (x2/37¢)).

Proposition 6.4 (A divisor problem in progressions with power-saving error term). Let
8 > 0 be a sufficiently small fixed constant. Let x > 2, and let Ty, T, k be integers satisfy-
ingl <Ty, T, ]k| < xS with Ty, T» square-free and (k,T1T2) = 1. Let M1, M, M3, My €
[xl_‘g, 100x] and let by, by, b3, by be non-negative smooth functions with b; supported in
[M;, 2M;] and satisfying the derivative bounds |bl-(h) ®)| <n Ml-_h forallh € Zsq. Then

Z bi(my) by(m2) b3(m3) ba(my)

my,ma,m3,m4€L
mlmz—m3m4=k

Ty |m3+m?
_ / (/ bl(S)bz(t/S) ds)(/ bs(S)i?(t/S) ds) dt

T, |m3+m?
l_[ folk, Ty, Ty) + O(x27%),

‘T, T 712
V2 bk

where fp(a,b,c) is a certain function the values of which only depend on the largest
powers of p dividing a, b and ¢ and which is symmetric in b and c. Explicitly, we have the
Jfollowing formulas, where p is a prime and v > 0:

» For any prime p, we have

pUtl—1

So(P* 1 1) = ——rx 2 (p _1)

(In particular, f,(1,1,1) =1.)
e If p=1(mod 4), then

_ _ 2
Jo(Lp, 1) = f(1,p,p) = P

e If p =3 (mod 4), then
fp(l,p, 1) = fP(Lp’p) =0.

Remark 6.5. The result holds even without the condition (k, 777,) = 1 (with more com-
plicated formulas for f,(a, b, ¢)), and we only utilize this assumption at the end of the
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proof when computing the main term. Likely the result extends to non-square-free 77, 7,
as well. We have presented the simplest result that fits our needs, as computing the main
terms in more general cases gets quickly rather laborious.

Below we show how Proposition 6.4 implies Proposition 6.2. Section 7 is then devoted
to the proof of Proposition 6.4.

6.1. Reduction of Proposition 6.2 to Proposition 6.4

Proof of Proposition 6.2 assuming Proposition 6.4. We first consider the contribution of
the terms with argn; = argn, to the left-hand side of (6.1). Given ny,ny € Z[i]*, let
n € Z[i]*,v; € Z4 be such that n; = v;n with n a primitive Gaussian integer. The terms
with argn; = argn, then contribute

2
62) T > Uy Uy K % > ( > 1) .

argn) =argny 0<N(n)<(1+nX VEZ 4
N(n1),N(n2)€[X,(1+n) X] v2e[X/N(n),(14+7) X /N(n)]
Qyn

We now claim that for any y < X such that n=20l°¢l°¢¥ <y, the number of v €
[y, /T + ny] such that all prime divisors of v lie in [z1,z7] U -+- U [z,, z2] U [2X1/2 00)
is O(ny/logy). Denote the number of such v by V = V(y, ) and let z, . ; = 2X /2. The
number of positive integers v < 2y which have Q(v) > 10loglog y with Q(v) the total

number of prime factors of v with multiplicities is, by Shiu’s bound (Theorem 1 in [20]),

< 2—1010g10gy 29(1)) y .
- 2 < logy7?

say, which is negligible. We then fix k < 10loglog y and write v = pj - -+ pg, assuming
p1 < -+ < pr and letting 0 = jo < j; < -+ < jr4+1 = k denote the indices such that

v=2y

pi € [z¢,22] for j; <i < ji+1. There are O(k" ') possible values for (ji, ..., jr—1)-
Given py, ..., px—1, we bound the number of possible values of
y v1+ny
Dk € )
P1:"Pk-1 D1 Pk—1

by the bounds py -+~ pr—1 < 2y)*V/k k < 10loglog y and n~20leloey < y and the
Brun-Titchmarsh inequality, as

ny/(p1-+* Pr—1) ny

<k .
log(ny/(p1 -+ pk—1)) p1-- Pr—1logy
Our claim follows by summing over py, ..., px—1: the number V is bounded by
Y —1 ny
V< T DT Gt S D — h—
2
(log y) k<10loglog y P1€l1,...,pr—1€1} 1 P1 Pk—1 1Ogy

for some intervals /; = I; (k) of the form [z;, Zf], 1 < j <'r, and this is bounded, for any

e >0, by

o2+ 3k log2 4 o)k « 2
(logy)* = /= logy log y
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Denote by C,, the supremum of values of y with n~201°¢1°¢¥ > y_One can check that
Cy < exp((logn)?/2).

We thus have, for given n and C; < z < 2.X, that the number of v € [z, \/(1 + n)z]
with ay, 7# 0is O(nz/logz). For z < Cy, we use the trivial bound O(Cy) for the number
of such v. Hence, the right-hand side of (6.2) is bounded by

T n? X /N(n) )

= _n X/Nm) I 0.
<y 2 (og 3X/N(m)2 7) lawko
0<N(m)<(1+n)X

As above, the number of n, N (n) < y with o, # 0is O(y/log y). Thus, the contribution

of the C,, term is bounded by X o X), which suffices, as T < n? exp(—(logn)?) X /log X .
The contrlbutlon of the rest is bounded by

2

n 1
< Z 2 1“n7é0’
X 0N SU4m) X N(n)(log3X/N(n))

to which we apply a dyadic decomposition. The contribution of N(n) € [y, 2y] to the above
sum is bounded by < (log y)~!(log(X/y))~2, and thus we obtain an upper bound of

772

“TXTtogx)

This suffices, as T < n?X/(log X).
Hence, we may restrict to argn # argn,. We then note that for n1, 7, counted on the
left-hand side of (6.1) we have |argn 75| < 1/T and N(n1n,) < 4X?2, which in particular

implies that

2X
[Im(nyi12)| = |nynay||sin(argniing)| < -

Writingny =a + bi,n, =c+di with0 <a,b,c,d < V22X, we thus have lad —bc| <
2X/T.

Let § be chosen as in Proposition 6.4. Next, we discard the contribution of the case
min(a,b,c,d) < X /?278/10 This corresponds to min(| argn |, |argn,|) < X ~8/10 where
we recall our convention on arg n being defined modulo /2. We handle the case 0 <
argn; < X~8/19  the other case is similar. There are O (X !~%/10) Gaussian integers 7,
with N(n7) < 2X in the sector 0 < argn; < X ~%/1° and given ny, the number of n,
with N(n,) < 2X,0 < |argny —argny| < 1/T is by Lemma 2.3 bounded by O(X/T).
Hence, the contribution of this case to the left-hand side of (6.1) is

< l x 1-8/10 {

X—S/IO ,
X2 T <
which is small enough.

Hence, we have reduced matters to bounding

r > Catbi Cetdi-
X1/2-8/10cq b c.d<2X
0<|ad—bc|<2X/T
a?4+b2,c24+d%e[X,(1+n) X]
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Note that a4 p; # 0 in particular implies that N(a + bi) = a® + b? has no prime
factors which lie in [2, X /4] \ ([JZ1. z2]U .-+ U [/Zr, 22]). Let the set of such integers
be @. Hence, the previous sum is at most

T
6.3) <33 > lo2pprea lerazea
X1/2-8/10 g b c,d <2X
O0<l|ad—bc|<2X/T
a?+b?,c?+d?e[X,(1+n)X]

To treat the conditions a? + b2, c? + d? € [X, (1 + 1) X], we perform a smoother-
than-dyadic decomposition over @, b, ¢ and d. Let J; be intervals of form [(1 + n)’,
(1 + n)**1]. Consider the set ¢ of 4-tuples (J;,, Ji,, Jis, Ji,) for which the contribution
ofa e Ji,b € Jy,c € J3,d € Jyto (6.3) is nonzero.

For a fixed tuple (J;,, Ji,, Ji5. Ji,), let bi, , by, , biy, bi, be nonnegative smooth functions
with the following properties for all 1 < k < 4:

* b;, satisfies the bound b;, (t) < 2nforall ¢ and b;, (t) > nfort € J;,
* by, issupported in J;, 1 U J; U Jjp 11,
* b;, satisfies the bounds |bi(:) @) <ns 1+ n) %" for all h € Z .., where bi(:’) is the

hth derivative of b;, .

With these choices, we have

T
Y2 Z lo2ip2e@ le2vazea

X1/2_8/l°<a,b,c,d§v2X
O0<lad—bc|<2X/T
a?+b?,c2+d?e[X,(1+n)X]

T
(6.4) < ixe > >

0<|k|<2X/T (Jiy,Jiy,Jiz>Jis)ES

D biy(@) by, (0) biy(€) iy (d) 1 @2 4022 +a2)ce-
a,b,c,deZ
ad—bc=k

By the fundamental lemma of sieve theory (see Fundamental Lemma 6.3 in [12]),
there exists a sequence Ap € [—1, 1] of real numbers with the following properties:

(1) For 1 <m < 4X?, we have

(6.5) Imea < Y Ap;

(2) (Ap)p is supported in

{1<D<Xx%° p|m}, with 0= I P,

psxﬁ/lo
p=1 (mod 4)
pElz1,231U-Ulz,,22]

where § is as in Proposition 6.4;
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(3) For any multiplicative function g: N — [0, 1] with 0 < g(p) < 1 for all p | IT and
with g satisfying the dimension condition

_ logz \10 K
) 1— ! 1
(6.6) [T -s <(10gw) ( +logw)
w<p<z
for2 < w <z < X910 we have
(6.7) prg(D) <k [ —gp).
pll

Note that we may insert the condition (D, k) = 1 to the sums in (6.5) and (6.7): if (6.5)
holds without the condition (D, k) = 1 for given (Ap), it also holds with the condition
present, as for any m we have

lmea =< ln/m.ixx)ea < Z Ap = Z Ap,
D|m/(m, k) Dim
(D.k)=1
where by m/(m, k°) we denote the largest divisor of m coprime with k. If (6.7) holds
without the condition (D, k) = 1 for all g as in (6.6), in order to recover (6.7) one may
then replace g(D) by g(D) - 1(p x)=1-
Hence, we may upper bound (6.4) by

(6.8)

T

e > Yo A Y b (@b (B)biy() by (d).
g 0<|k|<2X/T (Ji;,Jiy,Ji5-Jig) €4 D<Xx8/10 a,b,c,d

(D,k)=1 ad—bc=k
D | (a%24+b?)(c2+d?)

By Mobius inversion,

> b @b®bs©bsd) = Y. Y by @ bi(b) by () biy(d)

a,b,c,d mi,my| D a,b,c,d
ad—bc=k D|\mimsy ad—bc=k
D|(a%4+b2)(c2+d?) (a?+b%,D)=m

(c24+d2,D)=m>

= Y pOm)pm) Y bi(@) by (b) biy(c) biy(d).

my,ma,ni,ny a,b,c,d

myny|D ad—bc=k
mznle m1n1|a2+b2
D |mim; m2n2|02+d2

Noting that supp(b;;) C [X 1/2=8/10 /2 X1, we may apply Proposition 6.4 to evaluate the
previous expression as

Y [([ ) g ([ 2B

mi,ma,ny,ny
mini ‘D
mznz‘D
D|m1m2

6 _
X p(ny) p(nz) W l_[fp(k,mlnl,mznz) + o(x! 8/2).
p
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Denote the value of the integral by I = I;, 4, ;5,i,- By multiplicativity, we may write the
above as

6/ 1-8/2+
6.9) - D) gp(k, D) + O (X %)
V4

for

1
(6.10) gp(k,D) = Z w(ny) p(ng) P — Jplk,mini, mans).

mi,mz,ni,ny 11n1manz

miny | (D,p)
mana | (D,p)
(D,p)|mimy

(Recall that D is square-free.) Note that the value of g, (k, D) depends only on the expo-
nents vy (k) and v,(D) of p in k and D and that g,(k, 1) = fp(k, 1, 1). In particular,

gp(lv 1) =1L
Plugging (6.9) into (6.8), we obtain

rCe DD S (%5 [T sk D)+ ox' )

0<|k|<2X/T (Ji;,Jiy,Jiz-Jig)€F D <Xx8/10 plkD
(Dk)=1

6T

6.11) ZW( 3 Yy (]_[f,,(k,l,l))

iy Jip iz Jig) €3 0<|k|<2X/T plk

- Y []e. D)) + 0(x 75,

D<x?%10  p|D

(Dk)=1
The error term is negligible when compared to the right-hand side of (6.1).

To evaluate the sum over D we apply the fundamental lemma. To do so, we have

to check the dimension condition (6.6). Fix k and let g(p) = g,(1, p) for primes p,
extending g multiplicatively to all integers dividing IT. We compute, using (6.10) and the
formulas for f, in Proposition 6.4, that for p | D, p = 1 (mod 4) we have

1
gp)=glp)= > pm)pm) ——— fp(1,miny, mons)
My mynymyhy
mny|p
mana | p
plmyms

2 2p 1 2p  4p-12
pp+1l p2p+1 plp+1)

One easily checks that g(p) < min(10/ p, 1), say. Hence, by Mertens’s theorem, g satisfies
the dimension condition (6.6) (for some K = O(1)) and we have, by (6.7),

4p —2
> ip [](.D) < (I-gp) = 1-—).
D<Xx?%/10 1}_1[3 ’ pl_[n }|_1[-1 ( p(p+ 1))

(Dk)=1 ptk p=1 (mod 4) p=1 (mod 4)
ptk ptk

1 1
= 2;f17(17p’ 1)_ ?fp(lvp’p) =
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We bound this in a routine way using the prime number theorem in arithmetic progressions
and the fact that ]_[prizz(l +4/p) < 1forany z > 1, obtaining the bound

1 4
< m Q (1 + ;)
pElp(mod 4)

Plugging the obtained bound to (6.11), we can upper bound the main term there by

(6.12)

T ( 4
- I Sp(k, 1,1) 1+_)°
7']4X2(10g X)2 (Jip-]iz’gi:;:]m)eg 0<|k|§;X/T (11771! ’ ) l_lllc ( p>

p=1 (mod 4)

The sum over k is bounded by routine methods. Note that f,(k,1,1) < p/(p — 1) <
1 + 2/p. Hence, if w(m) denotes the number of distinct prime factors of m € Z, we
have

(m)
[TH% LD ] (1+i) <<1—[(1+g) SZ6wm —Zt(m)
plk plk plk mlk mlk
p=1 (mod 4)
Hence
3
Z (H fp(ka L, 1)) H (l + i) < Z T(m) Z |
O<lk=2X/T plk plk P t=m=2x/T " o0<lK|=2X/T
p=1 (mod 4) P

1 X/T X

< <

lsméxn ml=¢ m r

Thus, (6.12) is bounded by

S > ‘I
X(log X)2 4
(log X) iy sJiy»Jiy»Jig)ES

=

We are left with estimating the sum of integrals. Recall that

1= Iiyiyinis = / (/ —bi‘(s)l;i4(t/s) ds)([—biz(s) l:”(t/s) ds) dr,

and that |b;(¢)| < 27 for any i and t. Let A, B, C, D be powers of 1 + 7 such that
supp(bi,) C [A, (1 +n)3A],...,supp(b;,) C [D, (1 + n)>D]. We have

I <</</ se[4,0+m34] Le/se[D,(14+n)3 D] d)
N

/ se[B,(1+7)3B] Le/se[C,(1+n)3C] ds )dt.
S
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The integral over ¢ is supported in those values for which AD <t < AD(1 + n)® and
BC<t<BC(14n)®. In particular, in order for / to be nonzero, we must have BC(1+1)~°
<AD < BC(1+1n)8. The inner integrals are bounded by log((1 + 1)3), resulting in the
bound

1
F<<

By symmetry, we also have the bound / < BC 7>, and thus

/ log((1 +n)*)?dt < ADn>.
AD<t<AD(1+n)%

I
(6.13) — < ~VABCD .
n

Furthermore, as we consider only (J;,, ..., J;,) € &, we must have A2+ B2 <X(1+7)
and A%(1 + n)® + B2(1 + n)® > X. Therefore, in particular, the set [A4, A(1 + 1)3] x
[B, B(1 + n)3] € R? is a subset of the annulus

A={xeR?:|x” e [X/(1+n° X(1+ )]}

The analogous result holds for C and D.

Finally, note that the bound (6.13) may be written as I /n* < n+/ABn?./CDn?, the
terms ABn? and CDn? corresponding to the areas of the rectangles [4, A(1 + 1)3] x
[B, B(1 +n)3land [C,C(1 + n)?] x [D, D(1 + n)3].

All in all, we have

1
> = < > nABn? J/CDi?
iy Jips Jigs Jig) €S n A,B,C,D
log(A)/log(1+n),...,log(D)/log(1+n)€Z
[4, AQ+n)3]1x[B, B(0+n)3]C 4
[C,C(1+n)*1x[D, D(1+n)*]C A
BC(1+m) S<AD<BC(1+n)°

< Y > n( > VAB 772)
r —6<{<6 A,B
log(r)/ log(1+n)€Z log(A)/log(1+n)€Z
log(B)/log(1+n)€Z
[A, AQ+n)31x[B, B(14+n)3]C 4

A/B=r
x ( > VCD ,]2)_
C,D

log(C)/log(1+n)€Z
log(D)/log(1+n)€Z
[C,C(1+n)3]x[D, D(1+n)3]C A
C/D=r(1+n)t

Noting that in the inner sums A, B, C and D run over O(1) values, we obtain
< Yoo n|An{Gy) eR?ix/y e [r/(+ )’ r(L+ )1}
log(r)/ logr(l +n)eZ
L A < 02X,

as desired. [
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7. An additive divisor problem — proof of Proposition 6.4

In this section, we prove Proposition 6.4. As our argument closely follows the proof in [5],
we are at times brief with the exposition, referring the reader to [5] for details.

7.1. Rephrasing

We first note a parametrization for the solutions of x2 + y2 = 0 (mod T) for square-
free T. For a given x, let g = (x, T). Then one has (y, T) = g as well, and one may
take the common factor g out. For invertible x’ and y’, the solutions of x'2 + y'2 = 0
(mod T') are given by a set of lines of form y’ = tx’ (mod T'), where ¢ varies over
the solutions of 1> = —1 (mod 7"). (Indeed, if y’ = ¢x’ (mod T’) for such ¢, then clearly
x'24+y'2=0 (mod T'),andif x'?> + y'2 =0 (mod T’), then (y'/x')?> = —1 (mod T’)
and hence we can write y’ = tx” (mod T’) witht = y'/x" (mod T").)

Note that mymy —msmy =k, (k, T1T2) = 1 and T | m% + m% imply (my, T1) =
(m3,Ty) = 1. Similarly, (m5, T2) = (m4, T2) = 1. Hence, our task is to estimate for each ¢;
(mod T;) with t? = —1 (mod T;), the sum

(7.1) Z by(my) ba(m2) b3(m3) ba(my).

my,mz,ms3,ny
m; €supp(b;)
mima—msmg=k
m3=tym; (mod T1)
my=tymya (mod T3)

7.2. Eliminating m

We start by eliminating the variable m, in our sum. Note that by the mean value theorem
and the bound |0} (¢)| < 1/M>, we have, for m; as in (7.1),

bz (m2) —bz(m;’:“) - bz(%‘tl—l_k) _b2<m;1’:l4) < MlkMz.

From this and the divisor bound, we deduce that

Do bim) ba(ma) b3(mz) ba(ma)

mi,mo,ms3,my
m1m2—m3m4=k
m3=tymy (mod T1)
my=tymy (mod T>)

= Y bumby () bs(ma) ba(ma) + Ok

mi,ma,ms3,mgy ml
mlmz—m3m4=k
ma=tym; (mod T1)
mo=tymy (mod Tz)

for any ¢ > 0. The error is negligible.
By elementary number theory,
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has a solution m, € Z satisfying m, = tomy4 (mod T3) if and only if msmy + k =
tomgamy (mod Tpmy), i.e.,

my(tamy; —ms3) =k (mod Trmy).

This equation is solvable in my4 € Z if and only if g := (t,m; — m3, Tpmy) divides k. In
this case, the solution set is

myg=k/g-(tamy —m3)/g (mod Tomy/g),

where (t,my — m3)/g is the inverse of (t;m; —m3)/g modulo T,m1/g. For brevity, we
denote this congruence by m4 = Ry, ,m; (mod Tin, ms)-
Hence,

msm
Do bim) ba (T )bs(ma) ba(ma)
my,my, m3, mg n
mlmz—m3m4=k
m3=tym; (mod T1)
my=tymy (mod T>)

= Z b1(my) b3(m3) Z ba(mama/my) ba(my).
my,m =R m ATy
m3Et1n’lll (n310d ) e 1.m3 (mod Tomy ms)
(tamy—m3,Tamy) |k

7.3. Eliminating m4

The argument is similar to that of Section 3 in [5], so we keep our exposition brief. By the
Poisson summation formula, one is able to treat sums of form

Yo [

n<x
n=a (mod q)
for C! functions f. This leads to
> by(my) b3(m3) > by(m3ma/my) ba(ma)
my,m = m my,m
m351‘1n;1 (Iil()d T]) " le,mS( od T v 3)
(tami—m3, Tamy) |k
bi1(my) bz(m
(7.2) = > bi(my) b3 (ms) by(tm3/my) ba(t) di + E,
Tm m su
mi,ms 1,m3 pp(b4)
ma3=t;ym; (mod T1)
(tami—m3,Tamy) |k
where
1 —Rpmy msh
(1.3) E= by(my) bs(m3) : e( L )
m;na }; 2rih Tiny,ms
m3=tymy (mod T) h#0

(tami—m3,Tamy) |k

< (- /Supp(b )(bz(rma/ml)b4(r>)’e(Tmhtm )ar).
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The first term in (7.2) corresponds to a main term, while the £ term where the sum ranges
over h # 0 corresponds to an error term.
Let us write in (7.3)

E=FE.yg+E-q,

where E < g corresponds to the summation condition 0 < |k| < H, and E~ g corresponds
to the summation condition || > H.

We show that the sum over / is small enough, first taking care of the tails |h| > H =
x108 (say), after which we consider small values of /.

7.4. Estimation of the tails

Write g(t) = by(tms3/m1)ba(t). Then the integral in (7.3) may be written as

ht
/ g'@) e( ) dr,
supp(g) Tony,ms

which, after partial integration and the triangle inequality, is bounded by

T, K
<x (M) / g K+D ()] de
h supp(g)

for any K > 0. One computes |gK) (¢)| «x xK1+28) Since || > x'% and Ty, s <
x!*+% by taking K to be a large enough constant we obtain an upper bound of h~2x~10
(say) to the above. Plugging this into (7.3) gives us

E-p <K Z Z h2x710 « x7t

1<mp,m3<x'*¢ |h|>H

(say), which is sufficient.

7.5. Estimation of contribution of small /

We are interested in bounding

E§H=—Zbl(ml) Z 27T1ih

m 0<|h|<H
7.4) R
) / Y. (baltms/my) ba(t)) b3(ms) e((—W) dr.
= Tml,m3
m3=tymy (mod T1)
(tamy—m3,Tomy) | k
By the triangle inequality, for fixed m1, h and ¢, we reduce to bounding
h(t — Rm,,ms)
.3) 2 > (ba(tma/my) ba(t)) ba(ms) e(#)'
r(mod L) mz=r (mod L) mi,ms

r=ti1mg (mod T])
(tami—r,Tam1) |k

where L = lem(7, Tom). Note that m3z = r (mod L) implies that 75,y = Tjn,,r and

Ry ms = Ry, r-
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Similarly as when eliminating m4, we apply the Poisson summation formula to the
sum over m3. We bound (7.5) by

% > e(h(t;m—]i’;“”))ze(—%)/(bz(ts/ml)b4(t))’b3(s)e(€fs)ds

r (mod L) LeZ
r=tymi (mod Tp)
(tam1—r,Tamy) |k

06 =7 3| [asimbue) baore( )
LeZ

¢ h( — Ry, ,r)
I D)

r=tym; (mod T1)
(tam1—r,Tamy) |k

X

’

where the integral is over the support of b3. We consider the contribution of [£| > x10

and [€| < x199 separately.
For large |€| > x93 the idea is to bound the sum over r trivially as L and estimate
the integral by integrating by parts K times for a large constant K. Write

bs) = 51 a1/ ba(0) b3) = (= bi(as/m1) bate) + balrs/mn) D)) ba(s).

One sees that if f; and f, both are compactly supported functions satisfying the derivative
bound | fl-(k) ()| <& Cis™* in their domain for all k € Z and some constants C; inde-
pendent of k, then f; + f> and f; f> satisfy such bounds as well with the corresponding
factors Cy + C» and C1 C,. Since s — s /my, s — b5 (ts/my), s — ba(s), s = ba(ts/my),
s — b},(s) and s +> b3(s) are such functions with C = max(M;/ M3, M3/M;) < x%, it
follows that

1) (5)| g x*K5—K,

Hence, by integrating by parts K times the integral over s in (7.6) and estimating the sum
over r trivially as L, we bound the contribution of |¢| > x'%% by

% Z ‘/b(K)(s) (%)Ke(%s) ds‘.L <<[25€1% & x—1008

|£]>x108 >xlo

for K a large enough constant.
We then consider the contribution of small |[€£] < x!%%. In this case, we estimate the
integral in (7.6) trivially as O(x2%), and our task is to obtain a non-trivial bound for

O (h(t — Rony.r)
1.7) Sml,h:z' r(ﬂ%}m e(—%)e(tTl’:“’)‘

r=tym; (mod T7)
(tam1—r,Tam1) |k

The idea is that the sum in (7.7) is essentially a Kloosterman sum for which we have
power-saving bounds. However, the details require some attention.



O. Jarviniemi and J. Terdvéinen 1330

We begin by writing S, 5 as

Syh = ' Z e(_f";n:::h)e(Trt:ll,r)e(_ %)
r (mod L)

r=tym; (mod T1)
(tamy—r,Tamy) |k

(7.8) <= X

gl (k,Tamy)

Z k/g-(tamy—r)/gh rt
e( Tomy/ )e<f) ’

r (mod L) 2mi/g

r=timj (mOd T])

(tamy—r,Tam;)=g

where a denotes the inverse of @ modulo Tom;/g. We separate the condition r = ¢;m;
(mod T1) by writing

1 vr —vtimq
1rEt1m1 (mod Ty) = T § e( T )»
1
v (mod T7)

so that (7.8) turns into

Sml,h
1 k/g-(tami—r)/gh r{ vr—vtim ‘
< = e e\—+—F-——
1g(k,XTz:rm) v(n;:m r(rgm ( Tam/g ) (L g )
(tamy—r,Tam)=g
1 k/g-(tamy—r)/gh rl vr
=7 S S ()R]

L o1k, Tamy) v (mod Th) r (mod L)

(tami—r,Tamy)=g
We perform the substitution #,m1 — r — r’ in the inner sum above, obtaining

(7.9)
TL1 Z Z Z e(k/z"i,;://jh)e((_r/+£2n“)€)e(v(_r,;—ltzml))‘-

gltk,my) v (mod Ty) ' 7’ (mod L)
'\ Tam)=g

Note that the translations by #, m do not affect the absolute value of the sum. We then let
r’ = gsin (7.9) to get

1 skh/g —st —svg
Swacy X | X )T ()
h =T T L T
gl v T | sed g 12M1/8 /g !
(s,Tomy/g)=1

Let L1 denote the largest divisor of L /g coprime with T,m, /g andlet L, =L/(L1g).
Any s (mod L/g) may be written uniquely as L,a + b, where b is an integer modulo L,
and a is an integer modulo L. Note that L, =0 (mod Tpm;/g) and that (s, Tom1/g) =1
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if and only if b is invertible modulo L,. Hence, the above may be written as

(7 10)
Z Z ( bkh/g )e(—(LzLa/;- b)ﬁ)e(—(LzaT—li- b)vg>'.

Z Z 0<a<L; 0<b<L, szl/g

g\k v (mod T7)
b,L2)=1

By Bezout’s lemma, we may write 1/(L/g) asc¢/Ly + d /L, for some ¢,d € Z. This
gives 1/Ty = c¢'/L1 +d'/L, for ¢’ = cL/(T1g) and d’ = dL/(T,g). Plugging these

in (7.10) gives
bkh/ —dblN ,—d’b
Z (szl}gg)e( L2 )e( szg)

SNEE MDY

glkv(mod T1) ' 0<b<L,
® Lz)—l
—(Laa + b)ct —(Laa + b)c'vg
x ) e( L, )e( I )
O0<a<lL;

The value of the a-sum is independent of b by the coprimality of L, and L,, and it is
bounded by L; in absolute value, so we obtain an upper bound

Sml,hs—ZLl D> e(g’jl//gg)e(—b(dtd'vg))‘

glk v(mod T7) ' 0<b<L,
b,L2)=1
bkh/g - L,/(T —b(de+d’
:—ZLI DS e( /8- La/( zml/g))e< (dt+ vg))‘
L2 L2
g\k v(mod T1) ' 0<b<L,
b,L2)=1

This inner sum is finally a Kloosterman sum, to which we apply Weil’s upper bound
(Corollary 11.12in [12]) to get, for any ¢ > 0,

Smih = = Z Ly Y ged(Ly.khLy/(Tamy).de + d'vg)'/? Ly/**
glk v (mod T7)

khLy Ly2te 1+e | kh 108 124
) L Lite | — VA e
<= E Y T L2 < ) e m!

glk v (mod T7) glk

where in the last step we used L < T1Tom; < x28 mi

Plugging this upper bound to (7.6), we bound E<g in (7.4) by

S Y g [ LS
bl(ml) —_— Smlh x<° dt
0<|h|§H27rh M; L
1 M 108 1/2+e 28
<<Zb1(m1) Z 2 — Z X \/zml -x20dt
mi 0<|h|<H M3 €] <108

« x308 M11/2+8M3,

which is <« x16, say, for § > 0 small enough.



O. Jarviniemi and J. Terdvéinen 1332

7.6. Calculating the main terms

We finally evaluate the main term

(7.11) 3 bim) bsns) [ s Jmy) bat) dt

my,ms3 my,m3

m3=tym; (mod Tp)
(tamy—m3,Tam) |k

in (7.2). Recall from Section 7.2 that Tml,m3 = szl/g = szl/(lzml —ms, szl).
We write (7.11) as

/ Z by(m1) ba(t/my) b3(m3) ba(t/ms3) d

mimsTo/(tamy —m3, Tamy)

(7.12)

mi,ms3
m3=tymy (mod T)
(tamy—m3,Tamy) | k

We compute the sum inside the integral. First, by Mobius inversion,

Z b1(m1) ba(t/my) b3(m3) ba(t/m3)
[ mli’}’l3T2/(l2ml —M3,T2m1)

ma=tym; (mod T1)
(tamy—ms3, T2m1)|k

bi(my) ba(t/m1) b3(m3) ba(t/m3)
== Zg PO
glk eeN my,ms s
m3=tymy (mod T1)
geltami—ms3

ge|Tamy
b by (t b ba(t
713 = - Zg 3 ute) Z 1(m1) 2( by(my) ba(t/my) ) 3(m3)m4( /m3)
g|k eeN m3=tymy (mod T1) 3
geszml geltamy—ms3

Note that if b is a smooth, compactly supported function, then by partial summation, for
any a,q € N we have

(7.14) ‘ 3 b(n)—l[b(t)dt‘ < / b (1) dt.
n=a (mod q) 4
Hence
Z b3(m3) ba(t/m3) _ lige,1)|(ta—t)ms /'ba(s)b4(f/s)d N 0( 1 )
ms3 lem(Ty, ge) K M;

ma=tym; (mod T1)
geltamz—ms3
Plugging this into (7.13), summing the error over g, e and m; (noting that we may
restrict to e < x!'*9), and integrating over ¢ in (7.12) gives a total error < x'T9®)
which is acceptable. The main term in (7.13) then becomes

bs(s) b4(t/s) nie) bi(my) ba(t/my)
Tz(/ )deeZN lem(Ty, ge) Z my .

glk my
ge|Tam

(ge,T1)| (t2—t1)my
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By another application of (7.14), the inner sum here may be written as

Z b1(my) ba(t/m1)
mi ml
ge|Tamy
(ge,T1) | (t2—t1)my

_ 1 bi(s)ba(t/s) 1
~ lem(ge/(ge. T>). (ge. T1)/(ge. Ti. 1 — 11)) / s ds + 0(M1)’

and again the error is found to be negligible.
Thus, the main term (7.12) is (up to admissible errors) equal to

/(fbl(s)iZ(t/s) ds)(/b3(S)l)s4(t/S) ds) dr

1 11(e) !
T g %gZN lem(T1. ge) lem(ge/(ge, T2). (ge. T1)/(ge. Tr.t2 — 11).

The integral over 7, which agrees with the one given in Proposition 6.4, is a normalization
factor depending only on the chosen functions b;. We are left with computing the sum

1 u(e) 1
(7.16) Sty1y = — : -
T, ;};ge% lem(77, ge) lem(ge/(ge. T2), (ge, T1)/(ge, T1, 12— 11))
and summing it over t? = —1 (mod 7).

Some manipulation yields

1 p(e)
St = —
R 0 ;gg lem(Ty, ge)lem(ge/(ge, T»), (ge, T1)/(ge, T1, t2 — 1))

1 Sy ple)(Ti.ge)(ge/(ge. T2). (ge. T1)/(ge. Th. 12 — 11))

T 2,2 _
T il T1g%e*(ge, T1)/((ge, T2)(ge, T1,t2 — 1))
_ 1 Zl Z ple) (ge(ge. Ti. 1o — 1), (ge. T1)(ge. T2))
T, g e2
glk © eeN

At this point, we invoke the assumption (k, 717>) = 1, from which it follows that
(g, T1T,) = 1. The sum simplifies to

1 1 uie)(e(e, Ty, 12 —t1), (e, T1)(e, T2)) '
Stl’tz - (g g)(z )

L, eeN e?

The sum over e is multiplicative, and thus by Euler products,

1 1 (p(p.T1,t2 —t1), (p. T1)(p, T2))
Stl,tzzﬁ(glgg) l—[ (1— 2 )

p prime

Recalling that 77 and T, are square-free, for e = p a prime, the numerator equals p* for
some v € {0, 1,2}. The case v = 2 occurs if and only if p | Ty, T5,t1 —t, and v = 1
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occurs if p divides 71T but not (71, T2, t, — t1). Note that if v = 2 occurs for some p,
then Sy, ,;, vanishes.
Hence we may write

Stl,tzzI(TI’T;::};IZ)=1(Z§) l—[ p_—] l_[ P2_1

p2
glk pIThT> p1ThT>

_ 6- L1, 1,11 —12)=1 (Zl> 1—[ P
2 —,
TITZT[ g‘kg p|T1T2p+1

using

= L6
0=, ==

We now sum Sy, 5, over all ; (mod 77) and ¢, (mod T3) satisfying tl.2 =—1 (mod T3).
We have

(7.17) > St

151 (mod T1),t2 (mod T3)
tiZE—l (mod T})

6 )4 1
e 1 () X e
pITh T2 glk t1 (mod T1), t2 (mod T)

t2=—1 (mod T;)

One computes that the inner sum satisfies

(7.18) > L ton-m=1= [] &p. T, (p.T2)),

t1 (mod T1), 2> (mod T2) pIThT>
t2=—1 (mod T})

where
1, ifp=2,
gl.p)=g(p. D= >  1={2 ifp=1(mod4),
" ! E‘T"(dmgc){ » 0, if p =3 (mod 4),
and

(o p) = 3 1_{0, if p # 1 (mod 4),
S(p.p) = _

1 (mod 2). 5o (mod p) 2, if p=1 (mod 4)
tiZE—l (mod p)
t1#tz (mod p)

(and g,(1,1) = 1). Combining (7.15), (7.17) and (7.18), we conclude the proof of Propo-
sition 6.4.
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8. Proof of Theorem 1.2

In view of Lemma 2.2, Theorem 2.1 for k = 2 (and thus Theorem 1.2) follows from the
following proposition.

Proposition 8.1. Let ¢ >0 be small enough and let C =15.1. Let X >3, P; = (log X)¢ 1,

and let
8, — 1, n=pip, with P}7¢ <N(p1) < P1,
"7 1o, otherwise,
and
Fim)y= Y BaA"™(n).
X<N(n)<2X
Then

3 |F(m)|? = 0((1%:;)()2)'

0<|m\§X/(logX)C_5

For the proof of this proposition (as well as for Proposition 9.1 below), we need the
following mean square estimate of prime Hecke polynomials; the strength of the expo-
nents in this result determines our exponent C.

Proposition 8.2 (Sparse mean squares of Hecke polynomials over primes). Let ¢ > 0 be
small but fixed. Let X > X' > X /2 > 2, and let

A" (p)
Py = Y Wp)'
X'<N(p)<X P
Let T C [—X, X] N Z satisfy

(81) |rj—'| << X20/363+€7

and suppose that for some F € [X®/?, X*¢] and some Hecke polynomial

Fomy= Y anA"(n)/Nn)

F‘—stN(n)sF
with Y_,, |an|* < F, we have
T C{meZ: |F(m)| > F5/141-10e%)
Then, for any A > 1, we have

> [Pm)? <4 (log X)™.

meT

Let us first see how Proposition 8.2 implies Proposition 8.1.
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Proof of Proposition 8.1 assuming Proposition 8.2. Let ¢ >0 be small enough. Write 7' =
X/(log X)€~4, and let n be a parameter tending to O slowly in terms of X. Apply-
ing Lemma 6.1 with H = 1/1log(1 + n), we obtain, with I = ((1 — &)(log P1)H — 1,
(log P1)H],

> IFm)P?

0<|m|<T
B2 <Y Y |Ayu(m) Byum)+T 3 CnyCnys
vel 0<|m|<T |argni—argna|<1/T
N(n1),N(n2)€[X/(1+n), X(1+n)] or
N(n1),N(n2)€[2X,2X(1+n)]
where |
S 1
N L2,
Pl™<N(p))<Py
and
A™(p1) A™(p)
Av,pr(m) = > Buum)= :

N(p1) ’ N(p)

ev/H <N(py) <ew+D/H N(p)~Xe—v/H

The second sum on the right of (8.2) is <« n?/(log X)? = o(1/(log X)?), by Proposi-
tion 6.2. For the first sum on the right of (8.2), we take the maximum over v. Let the
maximum be attained by v = vg, and denote P{(m) = Ayy,m(m) and P(m) = By, g (m),
so that

P/(m) = > )% and P(m)= ) );I(—(p))
Pl<N(p <(1+mp] P! N ~x/p] P

for some P| € [P/ 7¢/2,2P] = [(log X)(1=a(€=D /2 2(log X)€~1]. Our goal is to show
that
2

’ 2 _ 1
(8.3) 0<§<T |P1 (m) P(m)| = 0((10g X)z (log pl)z).

We shall in fact prove a bound of < (log X)™27¢”, Note that P| = (log X)C~1+0(),
Let

Ti={0<|m| <T:|P{(m)| <P~} and T =(-T.TINZ)\ ({0} UT).

The contribution of 77 to the sum in (8.3) is bounded via the pointwise bound | Py (m)| <
P ¢* and the improved mean value theorem (Lemma 3.3), yielding

D IP{m) P(m)]* < (P{)‘Z*’“Z(T > lanP+T > |an1an2|>,

meT N(@n)~N |argni—argna|<1/T
ni#ny
N(n1),N(n2)~N
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where N = X/P| € [X/P1,2X/P}~¢], and a, = 1/N(n) if n is a Gaussian prime and
a, = 0 otherwise. We estimate this sum using Proposition 6.2 and see that the previous
expression is

T N 1
(X/P))(logX) = (log X)?

< (Pl’)—zgz( ) < (log X)™2¢,

since T = X/(log X)€ = and P| > log X.
We are left with the contribution of 7. Since | P{ (m)| < 1, to prove (8.3) it suffices to
show that

(8.4) > [P(m)? <4 (log X)~4
meT

for any fixed A > 0. In order to deduce (8.4) from Proposition 8.2, we need some properties
of the set 7.
Firstly, by Corollary 5.3 we have

(8.5) 17| < Xl/(%(C—l)—3)+0(52) <« X20/363+5’

for C = 15.1 if ¢ > 0 is small enough.
Secondly, note that if

_ P{m)

log T
Fim):= =S F=ePDb k=] |

“ log(2P))

and if b,, are the coefficients of F'(m), then b, are supported in F - < N(n) < F and

Yookl Y 3 1<PF<F

N(n)<F N(n)<F n=pi—pk
N(p1)~P{,....N(pr)~ P{
Finally, note that, since F' = TetoM for m € T we have
|F(m)| > (P{)—Zszk/e(k/Z)logk > F—282—0(1)—1/(Z(C—l))—O(l)
> 1;—1/(2(C—1))—3e2 > F—5/141—3s2

for C = 15.1.
In view of these properties of 7, we may apply Proposition 8.2 to deduce (8.4). ]

We then turn to the proof of Proposition 8.2.

Proof of Proposition 8.2. Step 1. Applying Heath-Brown’s decomposition.

We apply Heath-Brown’s decomposition (Lemma 3.6) with parameters k = 100 and
B > 1 large to get

®6) Y [P <p (logX)P Y |Mi(m)--- M;(m)]* + (log X)~*

meJ meJ
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for some constant D = Dp > 0 and some Hecke polynomials

Mim) =3 an; A" ().

N(n)~M;

with 1 < j < J <200, M; > 1and X/ exp(2(log(2X))'*/2%) < M, ---M; < X. Here
|an,;| <1, and
| M; (m)| < exp(~(log(2M;))"/1°)

for m € [1, T] N Z and M; (m) is smooth (in the sense of Definition 3.5) if M; > X /100,

In what follows, let ¢ > 0 be a small enough constant. We bound any M; shorter than
exp((log X)?/19%) appearing on the right-hand side of (8.6) trivially by |M;(m)| < 1.
Hence, on redefining J and relabeling the M;, we may assume all of My, ..., M are
long enough so that by Lemma 3.4,

(8.7) |M; (m)| < exp(—(log X)/2°),

and that we have
X1oW « My - My < X.

We may also assume that M; > X 17100 for all 1 < j < J, since otherwise by applying (8.7)
to M; and Proposition 5.1 (ii) with F(m) = ]_[# ; Mi(m), we would have

D IMi(m) - My(m)|> <4 (log X)AHOW (L 4 |77 | x 3/6799/100% o))

meT

<« (log X)™

for small enough ¢ > 0, since by (8.1) we have |T| < X20/363+¢ We may also assume
that J > 2, as otherwise by Proposition 4.6(ii) we would have

Z |M1(m)|2 < |T|(Tl/3X_1/2+€ 4 X_3/8+8),

meT

which again is sufficient by |T7| < X20/363+¢
In order to make Proposition 4.6 (i) and Lemma 5.5 (i) applicable, we write

M;(m) = M;(m) + E;(m),

where

M;(m) = > an i A™(n) and Ej(m) = > dn.j A™(n)
N(n)~M; N(n)~M;
arg(n)¢1,U--UI, arg(n)e [1U--UI,

with

I = o —X_SA,Oli +X_E4] fori =1,...,r,
(8.8) where {a1, ..., 0.} = {t € [0,7/2] : Tk € {1,.... R} such that
Im((1 + i tan(2))*) - Im((1 + i tan(2¢))¥) = 0},
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with R alarge enough constant. Then by the mean value theorem (Lemma 3.2), the divisor
bound, and the fact that |a, ;| < logN(n), we have

D ELm))? | Ma(m) -+ | My (m)[?

meJ
2
T+ X
los )OO __— "< |
< (log ) (Ml"'MJ)2 Z =Z
M-~Mj;<N@m)<2/ MMy "—nl"'njl
N(nj)~M; Vj<J
arg(n1) €Il U-Ul;
T+ X \
< xmw__~ T2 R—ys
TS S >

My-Mj<N@n)<2/ MMy n=ni-nj
! VY NG ~M; Vi<
arg(n;)eU--UI,

by Lemma 2.3 if ¢ > 0 is small enough. Arguing similarly, we see that forall 1 <k < J,
we have

k J
S TTIE P T 182, < x=5/2,
meT j=1 j=k+1

Hence, it suffices to show that

D M)+ | My (m)P <4 (log X) 4.

meT

For any interval § C [0, /2], let 1171 ;,4(n) be the same sum as M i, but with the additional
summation condition arg(n) € §. By the pigeonhole principle, there exist some intervals
91,..., 4y of length < X2¢* such that

~ ~ 4 ~ ~
S B ) | ) < XS (8 g, )P | H g, (m) 2.
meT meT
Now, by permuting the indices if necessary, it suffices to show that
~ ~ _e3
Z |M1=51(m)|2 - |My.g, (m)|2 L X7,
meJ’

say, where
T'={me[-T.TINZ: |Myg,(m)| > [Ma,g,(m)| = --- > |M;,q,(m)|}.
Let us write

Ny(m) = Myg,(m), Na(m) = Ma g,(m)--- Myg,(m),
N, = My, No=M,---Mj.

With this notation, it suffices to show that

(8.9) 37 N1 () [Na(m)|* < X7,

meJ’
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We have now decomposed our Hecke polynomial in the desired manner. We recall here
for convenience that by the above analysis, we have the constraints

x1/100 <N, < x99/100 4 yl-o() <L NN, < X.

Moreover, for later use we note the following important properties of Ny (m):

(a) The coefficients of Ny (m) are supported in arg(n) € 4, where J is some interval that
is> x—* away from all the solutions to Im((1 + 7 tan(¢))¥) = Owithk =1,..., R
(this follows directly from the construction of Iy, ..., I, in (8.8)).

(b) The coefficients of Ny(m)? are supported in arg(n) € 4’, where 4’ is some interval
that is > X ¢ away from all the solutions to Im((1 + i tan(¢))¥) = 0 with k =
1,.... R (this is because if J; = [@ — 8, a + §], the coefficients of Ny(m)? are
supported in arg(n) € [2a — 28, 2o + 28], and by the construction of Iy, ..., I,
in (8.8) the interval [2a — 268, 20 4+ 28] is > X et away from all the solutions to
Im((1 + i tan(r))¥) = Owithk = 1,..., R)).

Step 2. Splitting of the summation range and conclusion.

Define
o ={m e T : |Ny(m)| ~ N{%}.

The definition of T tells us that for m € T, we also have
(8.10) |N2(m)| < N, °.

By property (a), Proposition 4.6 (i) and Remark 4.8, the polynomial N;(m) admits a
power-saving bound, and thus the set 75 is empty unless

(8.11) o >do

for some small absolute constant §g. By dyadic decomposition, it suffices to show that

3 INi(m) Na(m)? < X727,

meTs

say. Recalling (8.10), this bound follows if we show that
(8.12) |To| <« N2ON2O X2,

Observe for later use that, since NiN, > XoM and ¢ > 0 is small, by (8.11) we
have (8.12) if

(8.13) 7| < 720797,
say.
Note that by (8.5) we have (8.13) unless
20/363
(8.14) o< /2 + O(e).

We split the proof of (8.12) into cases depending on the size of Nj.
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Case 1. Nl c [XI/IOO,X1/3_8] U [X3/8, XI/Z—E] U [X3/4,X99/100].
Write N; = X#. Let 1 < £ < 100 be an integer such that 8£ € [3/4 — ¢, 1 — ¢]. By
Lemma 5.5(ii) applied to Ny (m)*, we have (8.13), provided that

1
C08§0§3—2—0(8)

for some absolute constant Cy. The first inequality above holds for ¢ > 0 small enough
since o > §g by (8.11), and the second inequality holds by (8.14) since for & > 0 small
enough we have

1 20/363
(8.15) — > /
32 2

Hence, (8.13) holds in this case.

Case 2. Ny € (X1/27¢ X3/%),

By property (a), the Hecke polynomial N;(m) is the restriction of a smooth Hecke
polynomial to a region where Proposition 4.6 (i) is applicable. By Proposition 4.6 (i) with

the exponent pair (x, 1) = (0.02381, 0.8929) as in Lemma 4.4, we see that 75 is empty
unless

+ 0(e).

1—-3k—2A
(8.16) o> —5 + 0(e) > 0.0178.
Write
B . 1 3
(8.17) N, = XP, with 3 —e<B< T

By Lemma 5.6 with § = 0.7509 — B and A = (5/141)7!/2 = 14.1, we have (8.13) if

0.7509 — B 0.12635 — 200364
8.18 ——————— 4+ 0() <0 < : — 0(s).
(8.18) aig—_2p 0@ == 862 ©)

In the range of § in (8.17), the left-hand side of (8.18) is maximized at § = 1/2 — &,
and the right-hand side of (8.18) is minimized also at § = 1/2 — ¢. Hence, (8.13) holds if

02509 | o0 o < 0063175 318
14.1 £) =0 =0 14.1

Combining this with (8.16) and (8.14) and taking & > 0 small, it now suffices to note that

(8.19)

0.2509 0.5018  20/363
< 0.0178 and 0.063175— 41 > 7

(8.20)

Hence (8.20) holds, so (8.13) follows.
Case3. N e (X'/37¢ X3/8),
Now

(8.21) Ny = XP  with

W | =
I

™

IA

=

IA
0| W
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Applying Lemma 5.6 to Ny (m)? as in Case 2, we have (8.13) if (8.19) holds. Hence, we
may assume that

0.2509
Cc -1

o< — O(e).

Now we apply Lemma 5.5 (i) to Ny (m)? with the exponent pair («k, 1) = (0.05,0.825)
as in Lemma 4.4 (noting that by property (b) the coefficients of N;(m)? are supported
in the set required for the application of Lemma 5.5(i)). We deduce that (8.13) holds
provided that

zﬂ k=A+1 _ 1
o< ——2%  _ 0O).
T 2B(242/k) =2 ©
In the range of B in (8.21), the right-hand side is minimized at § = 1/3 — ¢, in which case
the previous inequality implies

o <0.01923.
Now note that
0.2509
(8.22) 0.01923 > C_1 + O(e)

since C > 14.1. Hence, we must have (8.13).
Combining all the above cases, (8.13) follows, and this was enough to complete the
proof of Proposition 8.1. ]

9. Proof of Theorem 1.1

By Lemma 2.2, Theorem 2.1 for k = 3 (and thus Theorem 1.1) will follow from the
following proposition.

Proposition 9.1. Let ¢ > 0 be small enough and C =19.2. Let X >3, Py = (loglog X)¢ 1,
P, = (log X)® ', and let

Bn = {ﬁ if n = pip2p, P/ <N(pi) < Py,

0, otherwise,
and
Fmy= Y BaA"(n).
X<Nn)<2X
Then |
2 _
Z |[F(m)| _0((logX)2)'

0<|m|<X(loglog X)¢=C /(log X)
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Proof. Write
T = X(loglog X)*~€ /(log X).

Similarly as in the proof of Proposition 8.1, we apply Lemma 6.1 to obtain

> F(m)

0<|m|<T
O <P D" |Aymm) By a(m)*+T 3 Cn s
0<|m|<T largny—argn2|<1/T
N(n1),N(n2)€[X/(1+n),X(1+n)] or
N(1),N(n2)€[2X,2X (147)]
with

I =[(1 —¢)log P1/log(1 + n) —1,1log P1/log(1 + 7)),
and where vy € I, n — 0 slowly in terms of X,

1
"N b

n=pip2p
Pl=¢<N(pi)<P;

and

3 A™(p1) 3 A™(n)
Av(),H(m) = ’ BU,H(m) = :
/H N(p1) L L N(n)
ev0 §N(p1)<e(“0+1)/H p2p
N(n)~Xe vo/H
Py <N(p2)< P>

As before, the second term in (9.1) is 0(1/(log X )?)) by Proposition 6.2. We again denote

A™(p1)
P{(m) = Ayy,m(m) = > NG
P <N(p1)<(141)P] !

where P| € [Pll_'s, P1], and so we wish to show

2

/ 2 _ 1’]
0<;5T | Py (m)Byg, 5 (m)|”~ = 0<(log X)2 (108 Pl)z)'

Let oy = ¢ and let
Ti={0<|m| =T :[P{(m)| = (P~}
and
T =(-T.TINZ)\ ({0} U T).
For bounding the contribution of 77, we use the improved mean value theorem from
Lemma 3.3 and Proposition 6.2, as in the proof of Proposition 8.1, to get
T n 1 )
(X/P{)(log X) = (log X)?

> 1P{0m) Bug ()2 < (P> ( < (log X)2(P)) ™,

meT

which is sufficient.
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For bounding the contribution of 7, we further factorize the polynomial By, . Again
via Lemma 6.1 and Proposition 6.2, we reduce to showing

4

Ui
9.2 P!/ )24 P 2 _ ’
( ) n;v | 1(m) Z(m) (m)l 0((10g X)Z(log P1)2(log PZ)Z)
where
AT i A
Pi/(m) = Z N((p_)) and P(m) = Z N((P))
P/<N(p)<(1+n) P/ Pi N(p)~X/(P|P}) p

for some P/ € [P!~%, P;]. We will in fact obtain an upper bound of < (log X)™2~¢
for (9.2).

Write
1

S VY
(0%} 2(C—l)+8

and let

={meT :|Py(m)| < (Py)~*},
T\ .

SR

Let £ = [log P,/ log P{] and note that for any m € 7, we have

|P5(m)|> < Py 2% (P{| Pr(m)))?",

SO
9.3) Z | P{(m) Py(m) P(m)|” < Z | Py (m) P(m)|?
meT; meT;
< (P72 (PP S|Py (m) P P (m)]?
med,
L P2 (PP Y |A(m)P,
med,
where 4
A(m) = nom
m= >, Syt
Nn)~Y
for some
9.4) (P)* <y <2t(P)Ht X
' Yoplpy T T " P[P}

Here the coefficients satisfy A,, are bounded by

|4nl = > 1.

n=p1pep
N(pi) e[P,(1+n) P{]
N(p)~X/(P{P;)

and, in particular, by unique factorization we then have |A4,| < (£ + 1)!.
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By the mean value theorem (with the remark (3.2)), we may bound (9.3) by

) 24 IAn|2 7(n)
(B (PPt ey 3T
Nn)~Y
Here
|4n (¢ + 12t |4n|
y — 1~
N(%;Y N(n)3r(n) < y2 N(%;Y O,
¢ni+o) 1 gnl+o)
LW 5 < o
Y o= N NpoN(p) — Ylog¥

N(pi)€[P{,(1+n) P{]
N(p)~X/(P{P;)

Thus, (9.3) is bounded by

_ T+Y
< (Pz/) 20 (Pl/)ZZOtl (E!)l-l-o(l) % logY

By (9.4), we have ¥ = X(log X )"(1), and in particular, T < Y. Hence, the previous
expression is

< (log X)fl(2a1—2(1—s)a2)+s*‘/(C—1)—1+0(1)'

By our choice of «; and «», we have

1
201 — 20 = —— — 2¢,
(03] (0%) C—1 &
and hence the above is bounded by (log X)~2~¢, which is sufficient.
For bounding the contribution of 73, note that by Remark 5.4 applied to P,(m) we
obtain
|73| < X2a2+2£+0(1) < Xl/(C—1)+0(s)'

Bounding trivially | P|(m)|, | P;(m)| < 1, it suffices to show that
> [Pm)|* <4 (log X)™4
meT;

for any fixed A > 0.
Denoting

Py (m)* :
Fm):= 20 F= (Pt k= Le

logT J
log P, 1

we see as in the proof of Proposition 8.1 that the coefficients b, of F(m) are supported in
F1-¢ < N(n) < F and satisfy

Y > <F

N(n)<F
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Moreover, since F = T¢T°W form e 73 we have

(Py) 2k

> Fo2—o(l) p—e—o(1) > F-l/@C-D)-2¢
e®/2) logk

|F(m)| >

In view of these properties of 73, we may apply Proposition 8.2 to deduce that (8.4)
holds since

1
m + 0(8) < 20/363

for C = 19.2 and ¢ > 0 small enough. This completes the proof. ]

A. Appendix: Exponent pairs

In this appendix, we prove Lemma 4.3, following closely Ivi¢’s argument from Chapter 2
of [11].

Proof of Lemma 4.3. (A) We claim that if (x, 1) is an exponent pair of degree R > 1, then
A(k, A) = (k1, A1) is an exponent pair of degree < R + 1. We clearly have 0 < x; <
1/2<A; <1.

We first note that (1/2, 1/2) is an exponent pair of degree < 2, since by applying
Lemma 2.4 in [11] (a truncated Poisson formula) and using Lemma 2.2 in [11] (the second
derivative test) to estimate the exponential integrals appearing in it, for f'e . %;(A, B, M,2)
we have

(A1) | Y e(s | <« M2 (aB) 2,

nel

Then let f € .Z;(A, B,M,R +1).If A < BY/2, we apply (A.1) to obtain

) Ze(f(n))‘ <« M32(AB)V2 = M3/ A1/2 g1/2+4/(@2k42) p=4/(2x+2)

nel

< M3/2A(1+K—ZA)/(2K+2)Bl/2+/\/(2lc+2) < M3/2AK1 B)Ll'

Suppose then that B'/2 < 4. By Lemma 2.5 in [11] (which is a Weyl-differencing
inequality), for any H > 0 we have

S| «BE v 1 BET Y | Y e

nel 1<j<H nelIn(I-j)

)

where
gi(@):=fa+j)—f@.

By the mean value theorem, for t € I we have

g0 =j V@ + o),



Gaussian almost primes in almost all narrow sectors 1347

where 6 € [0, j] depends on j, r and z. Hence, fort e I N (I — j)and 0 <r < R we
have
JMTABT <1g ()] < jMAB™.

Now, by applying the existing exponent pair (k, A), for B/(2AM) < j < H we have

(A2) ‘ 3 e(gj(n))‘ « M (jAB™YY B* « M3 (HAB™1)* B*
nelnN(I—j)

for some constant Cy .

To obtain an estimate that works in the remaining range j < B/(2AM), note that in
this range [g;(#)| < 1/2 and |g/(?)| > jM~YAB™2, so by Lemmas 1.2 and 2.2 in [11]
(partial summation and the second derivative test), we have

S| Y | <ottty S e
1=/=B/GAM) nelni=) 1<j<B/(2AM)

(A.3) < B?A'"H™' « B?H™!,

since B1/2 < A,
Combining (A.2) and (A.3), we obtain

2
‘ > e(f(”))‘ < B2H™' + H? + M+ B(HAB™") B*.
nel

Choosin
& H = B(1+K—)L)/(K+1) A—K/(K+l)

and performing some elementary manipulation (cf. Lemma 2.8 in [11]), we can see that
(x1, A1) is an exponent pair of degree < R + 1.

(B) We claim that if (x, A) is an exponent pair of degree R with ¥ + 24 > 3/2, then
B(k,A) is an exponent pair of degree < max{R + 1, 4}. Note first that (k2, A2) := B(k, 1)
satisfles 0 <k, < 1/2 <A, < 1.

Let f € #1(A, B, M, max{R + 1,4}). We may assume that M > 2, and by symmetry
we may assume that f”(a) < 0. It suffices to prove the claim for intervals of the form
I = [B, B + h] with h < B/(2M?), since any interval I C [B,2B] is a union of < M?>
such intervals. Now apply Lemma 2.7 in [11] (van der Corput’s B-transformation) with
a=B,b=B+h,my=|f"(a)|,ms = (myms)"’?> and my = M3AB~3. Note that this
is an admissible choice, since by the mean value theorem for y € [0, /], we have

1 1
|f"a+y) = '@ =y fPa+0) < EM_IAB_I =51/ @l
for some 6 € [a,a + y], and since

MAB™> < (|f"(@)|M?AB™*)"/? = m3.
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We obtain from Lemma 2.7 in [11] the estimate

Yo e(fn) = e(%) S )T (g () + O(M 247 2B12)
nel f’(b)<v§f’(a)

+ O(log((4 + 2)M))) + O(M(AB)'/?),

where

gv) = fxy) —vxy
and x,, is defined by f’(x,) = v. By using Leibniz’s rule for the rth derivative of a product
as in the proof of Lemma 2.9 in [11], we see that for ¢ € [ f/(b), f'(a)] we have

1§70 <« MOV AT
forall0 <r < R, and
18" @) > M~ @ Al

for0 <r <3.
By partial summation and the fact that («, A) is an exponent pair of degree R, we then
have

‘ Z |f//(xv)|71/2 e(g(])))‘ < MOK,A(I)(A/B)*I/ZBKAA’
fB)y<v=f'(a)

veZ

and therefore,

‘ Ze(f(n))‘ < MO"’A(l)(AKZBAZ + (AB)1/3)

nel

As in the proof of Lemma 2.9 in [11], elementary manipulation and the condition
Kk + 21 > 3/2 imply

(AB)1/3 S AKZBAZ,

so the claim follows. [
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