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Abstract

Person re-identification (Re-ID) on aerial-ground plat-
forms has emerged as an intriguing topic within computer
vision, presenting a plethora of unique challenges. High-
flying altitudes of aerial cameras make persons appear dif-
ferently in terms of viewpoints, poses, and resolution com-
pared to the images of the same person viewed from ground
cameras. Despite its potential, few algorithms have been
developed for person re-identification on aerial-ground
data, mainly due to the absence of comprehensive datasets.
In response, we have collected a large-scale dataset and or-
ganized the Aerial-Ground person Re-IDentification Chal-
lenge (AG-RelD2023) to foster advancements in the field.
The dataset comprises 100, 502 images with 1,615 unique
identities, including 51,530 training images featuring 807
identities. The test set is divided into two subsets: Aerial
to Ground (808 ids, 4,348 query images, 19,259 gallery
images) and Ground to Aerial (808 ids, 4,151 query im-
ages, 21,214 gallery images). In addition, we manually
annotate individuals with their matching IDs across cam-
eras and provide 15 soft attribute labels. The AG-RelD2023
Challenge in conjunction with the 7*" IEEE International
Joint Conference on Biometrics (IJCB) has garnered inter-
est from numerous institutes, resulting in the submission of
five distinct algorithms. We provide an in-depth examina-
tion of the evaluation outcomes and present our findings
from the contest. For additional details, kindly refer to the
official website'.

Keywords— AG-RelD2023, person re-identification, aerial
surveillance, IJCB challenge, benchmark

"https://agreid23.github.io.
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1. Introduction

Person Re-identification (RelD) is a computer vision technique
that matches and recognizes individuals in images or videos from
multiple non-overlapping cameras [43, 39, 48, 19, 18]. It is a pre-
ferred surveillance tool as it does not rely on precise biometric
attributes which usually require high-resolution visual data like
facial features. With applications across video surveillance, re-
tail, search and rescue, healthcare, and public safety, person RelD
contributes to improving safety and resource allocation in various
settings.

The rapid advancement of airborne platforms and imaging sen-
sors has enabled novel aerial person RelD applications, offering
advantages in scale, mobility, deployment, and observation capa-
bilities [24]. In particular, high-altitude aerial cameras can capture
wider areas with less occlusion compared to their ground-based
counterparts [17, 44]. Airborne platforms provide a further advan-
tage in operational flexibility, allowing for optimal target viewing
and covert or overt observation [10, 32, 33, 7, 23]. In addition,
their capability to carry multiple sensors from different modali-
ties, such as visual, thermal, and LiDAR data, can significantly
improve aerial person RelD accuracy and robustness.

Existing research on aerial person RelD has primarily focused
on matching aerial images with other aerial images [15, 17, 45].
Person RelD across aerial and ground imagery remains limited,
exhibiting unique challenges due to the differences in viewpoints,
poses, and resolution when comparing persons across aerial and
ground camera views. The lack of large, well-annotated public
datasets has hindered progress in this area. Schumann et al.’s work
[31] is the only recorded attempt, but their dataset is small, limited
and non-public.

To address this gap, we organize the Aerial-Ground person
RelD 2023 (AG-RelID 2023) challenge in conjunction with the
7t 1EEE International Joint Conference on Biometrics (IJCB
2023). We collected and released a new dataset for the challenge,
which contains 100, 502 frames and 1,615 identities, and cap-



tures real-world surveillance scenarios with varied imaging con-
ditions. The dataset was collected from three cameras: one UAV-
mounted camera, one ground-based CCTV camera, and one wear-
able camera on smart glasses. Additionally, we also annotate and
provide 15 soft-biometric attributes for each identity. The chal-
lenge is hosted on the public competition platform called Kag-
gle, where researchers can submit their person RelD algorithm re-
sults with a live leaderboard to track and compare the performance
of the submitted approaches https://www.kaggle.com/
competitions/ag-reid2023. This paper presents details
about the AG-RelD2023 challenge, the new AG-RelD dataset, the
results and the algorithms submitted by the participants.

2. Related Work

In this section, we compare and contrast prevailing person
RelD datasets and offer a concise summary of various person ReID
methodologies.

2.1. Person Re-ID Datasets

Ground-Ground Person RelD datasets, such as Market-1501
[46] and DukeMTMC-reID [9]?, represent the most common con-
figuration in the person RelD literature. Market-1501, introduced
in 2015, features 1,501 identities and 32, 668 images [46]. In
comparison, DukeMTMC-relD [9] has more pedestrian images
(36,411) but fewer identities (1,404), highlighting the trade-offs
between the datasets. Aerial-Aerial Person RelD datasets are in-
creasingly attracting more attention with two recent public datasets
PRAI-1581 [45] and UAV-Human [17]. PRAI-1581, introduced in
2019, comprises 1,581 subjects and 39,461 images [45]. The
more recent UAV-Human dataset [17], collected in 2021, contains
1,144 identities and 41,290 images. The UAV-Human dataset
was gathered over three months using a single UAV, flying at
heights of 2 ~ 8 meters in various locations and times (day and
night), demonstrating its versatility for multiple surveillance tasks,
including person RelD.

While the above-mentioned datasets focus exclusively on ei-
ther homogeneous aerial or homogeneous ground configurations,
our work expands the scope to Person RelD in the heteroge-
neous aerial-ground setting. Currently, there does not exist any
large-scale public dataset combining aerial and ground imagery
for person RelID. Addressing this gap, we introduce the novel AG-
RelD dataset. This comprehensive dataset features a diverse set
of 100, 502 images, covering 1,615 unique identities and 15 dis-
tinct attributes. These images were captured using a combination
of three platforms: CCTYV, UAV, and wearable devices, in both
fixed and mobile configurations. The dataset accommodates a
wide range of altitudes, from approximately 15 to 45 meters. Ta-
ble 1 showcases a statistical comparison between our AG-RelD
dataset and popular person RelD datasets, highlighting its unique
and extensive nature in the aerial-ground domain.

2.2. Person Re-ID Methods

Person Re-identification (RelD) in computer vision, which
identifies individuals across varying camera views, has seen the
advent of several effective models such as BoT [22], MGN [35],

2This dataset has been retracted since June 2019.
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Table 1. AG-RelD Dataset versus Popular Person RelD Datasets:
A Comprehensive Comparison. “CWU” refers to CCTV, Wear-
able, and UAV, while “FM” denotes fixed and mobile platforms.

Dataset Type IDs Images  Attributes Altitude Views
Market1501[47] CCTV 1,501 32,668 X < 10m Fixed
DukeMTMC-reID[9] | CCTV 1,404 36,411 X < 10m Fixed
PRAI-1581[45] UAV 1,581 39,461 X 20 ~ 60m  Mobile
UAV-Human([17] UAV 1,144 41,290 7 2 ~ 8m  Mobile
AG-RelD ‘ CWU 1,615 100,502 15 15 ~ 45m FM

and SBS [28], with backbones like ResNet [11], OSNet [4], and
ViT [8]. Our study builds upon these advances by integrating
recent high-performing models, HRNet-18 [36] and Swin Trans-
former [21] and SwinV2 Transformer [20], as comparative base-
lines. The emerging field of aerial-aerial person RelD, supported
by datasets such as PRAI-1581 [45] and UAV-Human [17], has
prompted unique aerial matching solutions. Notable ones include
compact feature representation through subspace pooling [45], and
DG-NET, a joint learning framework for ReID embeddings en-
hancement [49] [17]. Studies also reveal performance improve-
ments in person RelD using multi-stream architectures, which ad-
dress matching problem challenges through various data types or
features integration [5] [42] [14].

3. The AG-RelID2023 Challenge

The AG-RelD2023 competition presents an engaging plat-
form for participants to demonstrate their expertise in person re-
identification, specifically within the context of aerial-ground en-
vironments. This novel challenge necessitates the development
of efficient algorithms capable of re-identifying individuals across
aerial and ground imagery, pushing the boundaries of traditional
person RelD techniques. A key distinguishing factor of this com-
petition is the utilization of the new large-scale AG-RelD dataset,
which encompasses 100, 502 frames featuring 1,615 identities
collected using a UAV flying at varying altitudes from 15 to 45
meters, a ground-based CCTV camera, and a wearable camera on
smart glasses within a university campus setting. These diverse
data sources, coupled with challenges in camera resolutions, oc-
clusion, and lighting conditions, create a complex problem space
to be addressed. The disparities between the elevated perspectives
of aerial cameras and the horizontal views of ground cameras fur-
ther introduce a unique research area for the development of prac-
tical and robust person re-identification systems that can cater to
real-world scenarios.

3.1. Dataset

We collect our dataset with one UAV, one CCTV camera, and
one wearable camera in three non-overlapping areas. The DJI
UAV, equipped with a DJI XT2 camera, captures videos with a
4K resolution at a frame rate of 30 frames per second (FPS). The
Bosch’s CCTV camera records data with a resolution of 800 x 600
pixels at a frame rate of 30 FPS. Meanwhile, the Vuzix M4000
wearable camera operates at a 4K resolution and a 30 FPS frame
rate. With real pedestrians in uncontrolled environments and a
real-world CCTV camera under diverse lighting conditions, our
dataset provides a realistic and challenging context for training



(a) Aerial camera.

(b) CCTV camera.

(c) Wearable camera.

Figure 1. Viewpoint Challenge in our AG-RelD dataset: elevated view of the aerial camera, horizontal view of the CCTV camera, and

first-person view of the wearable camera.

machine learning models for person RelD as shown in Figure 1. In
total, the dataset includes 100, 502 images and 1, 615 unique iden-
tities. The use of multiple cameras and altitudes provides a wide
range of variations in viewpoint, lighting, and background, making
it an ideal dataset for evaluating the robustness and generalization
of person re-identification models. We have further enhanced our
AG-RelD dataset by manually annotating it with attributes, as de-
picted in Figure 2. This includes incorporating 15 soft-biometric
labels partially inspired by the work of [15], who also used UAVs
for data collection.

Gender: female

Height: short
Ethnicity: white
+ Hair colour: brown
- Hair style: Long
Beard: No
Moustache: No
Glasses: Unknown
Head: Hat
« Upper body clothing: T-shirt
« Lower body clothing: Jeans
« Feet: Sport shoes
Accessories: Backback

= ¢ Age: female

3

Figure 2. Our dataset provides 15 soft-biometric labels to aid at-
tribute recognition and complement person RelD.

The AG-RelD dataset is divided into a training and testing
set, maintaining a 1 : 1 ratio, with 807 unique identities and
51,530 images for training, and the remaining 808 identities and
48,972 images for testing. The testing set is further partitioned
into two distinct scenarios aerial-ground and ground-aerial to facil-
itate aerial-ground matching. Each scenario uses a varying number
of images (ranging from one to six) from each identity per cam-
era as the query set, while images from the alternate camera serve
as the gallery set. This test split design is adapted from the Mar-
ket1501 dataset, with minor adjustments to the number of images
per identity. Detailed information regarding the testing subsets can
be found in Table 2.

Our AG-RelD dataset poses interesting challenges in aerial-
ground person re-ID, outlined as follows:
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Figure 3. Six key challenges, which require robust person RelD
algorithms to address, in our AG-RelD dataset.

Table 2. Statistics of the testing set for our AG-RelD dataset.

Subset Cam IDs | Images
Query Aerial 808 4,348
Gallery | Ground | 808 | 19,259

Query Ground | 808 4,151
Gallery Aerial 808 | 21,214

Extensive Identities: The dataset comprises a large number
of images and identities from three different cameras (one
aerial, two ground-based), introducing variability and mak-
ing it highly challenging compared to traditional settings.

* Altitude Diversity: Our UAV fly at varying altitudes between
15 and 45 meters, contributing to a wide range of image
scales and elevated views of subjects.

Resolution Diversity: Due to different resolutions of the
cameras and varying subject-camera distances (between 1 to
60 meters), the sizes of human bodies significantly differ as
illustrated in Figure 4. The ranges of body sizes in pixels
from three cameras are as follows: from 43 to 739 pixels for
the UAV images, from as low as 25 up to 1080 pixels for the
wearable images, and from 23 to a maximum of 622 pixels
for the CCTV images.



Height distribution

Aerial
Wearable
ccTv

6000 4

5000 4

4000 1

Number of images
w
]
g
S

2000 4

1000 1 .
0- T

0 200 400 600 800 1000
Height (pixels)

Figure 4. Distributions of the body heights across three cameras
(aerial, wearable, CCTV) in the AG-RelD dataset.

* Challenges: Our dataset, as presented in Figure 3, exhibits
six factors - elevated view, low resolution, occlusions, in-
consistent illumination, motion blur, and varying poses - that
add complexity to person re-identification. For a clearer un-
derstanding of these factors, such as low resolution, occlu-
sion, and motion blur, we chose a more subjective, visually-
oriented classification method instead of rigid numerical
standards. For instance, we marked an image as “low res-
olution” if individual features were not distinctly visible. In-
stances of “occlusion” were categorized as those where an
object or another person significantly obscured the subject in
the frame. “Motion blur” was recognized when the subject or
the surroundings showed noticeable blur due to movement.

3.2. Ethics Approval

Our research team has obtained ethics committee approval for
acquiring and processing video footage from both fixed and mo-
bile cameras involving human subjects. This approval, associated
with the project “Multi-modal surveillance and video analytics”
(Category: Human), is effective until February 13, 2025. To main-
tain privacy, facial pixelation is applied on all videos, obscuring
identifiable features.

3.3. Submission

The AG-RelD2023 Challenge received an enthusiastic re-
sponse, with six outstanding submissions showcasing unique
methodologies for person re-identification tasks. Detailed descrip-
tions of these approaches can be found in Appendix A. The com-
mon thread among many of the submissions was the innovative
techniques used to enhance precision. Two notable entries, Cen-
troidNet (Appendix A.2) and BENTO (Appendix A.3), leveraged
centroid representations for their image retrieval tasks. Centroid-
Net proposed the use of average centroid representation through-
out both the training and retrieval processes, whereas BENTO uti-
lized a method of extracting all training features and computing
the mean feature vector for each identity. The latter strategy em-
ployed class-level and camera-level proxies. The MFE submis-
sion (Appendix A.4) brought to the fore a sophisticated multi-level
feature extraction methodology. This innovative approach fused
global feature encoding, spatial attention feature encoding, and a
feature encoder based on the Vision Transformer (ViT). These fea-
tures were then integrated to compute the overall similarity score.
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The SMTL submission (Appendix A.5), on the other hand, ad-
vocated for a multi-task learning strategy. This method consisted
of three losses: a discriminative loss, a metric learning loss, and
a unique discriminative loss for attribute prediction. The final
results were determined by combining the losses from all three
tasks. However, it was the LENS-AG-Net (Appendix A.1) sub-
mission that stood out, achieving the top Rank-1 accuracy in the
challenge. LENS-AG-Net utilized a combination of Re-ranking
and High-Resolution Net (HRNet-18), alongside data augmenta-
tion, pseudo-labeling, and Circle loss for training. The variety and
novelty of these strategies highlight the ever-expanding horizons
of current research in aerial-ground person re-identification.

3.4. Evaluation

The summarized results of the AG-RelD2023 Challenge are
compiled in Table 3, presenting the Rank-1 scores for each com-
peting method. Notably, four methods surpassed Rank-1 of 90.00,
indicating substantial advancements in the field of aerial-ground
person re-identification. In a triumph for the challenge, LENS-
AG-Net A.1 achieved the highest Rank-1 of 97.91 in the Aerial-
Ground scenario, 97.54 in the Ground-Aerial scenario, and an
overall score of 97.73. This result bears testament to the effective-
ness of their approach, which combines Re-ranking with High-
Resolution Net (HRNet-18) and other enhancement techniques.
CentroidNet A.2 secured a commendable Rank-1 of 94.76 in the
Aerial-Ground scenario, 93.78 in the Ground-Aerial scenario, and
an overall score of 94.28. This performance reflects the efficacy of
CentroidNet’s methodology in this domain. The BENTO method
A3, effectively used an ensemble technique that harnessed mul-
tiple proxies at the class and camera levels. BENTO achieved
a Rank-1 of 93.17 in the Aerial-Ground scenario, 92.72 in the
Ground-Aerial scenario, and an overall score of 92.95, demon-
strating its potential for person re-identification tasks. Ranking
fourth, MFE A.4 posted a Rank-1 of 92.94 in the Aerial-Ground
scenario, 92.63 in the Ground-Aerial scenario, and an overall
score of 92.80 by virtue of its unique multi-level feature extraction
methodology. This result speaks to the success of their strategy
in emphasizing relevant image features for identification. While
SMTL A.5 did not match the high Rank-1 of its competitors, its
novel approach to multi-task learning is still noteworthy. De-
spite Rank-1 of 82.06 in the Aerial-Ground scenario, 80.46 in the
Ground-Aerial scenario, and an overall score of 81.29, SMTL’s
unique strategy offers valuable insights for future research in this
field. The consistent improvements in Rank-1 demonstrated in
the AG-ReID2023 Challenge signify the remarkable strides being
made in the field of person re-identification within aerial-ground
contexts.

4. Discussion

From the AG-RelD2023 Challenge results, as shown in Table
3, it’s apparent that different methods as summarised in Table 4
handle the challenges of person re-identification to varying de-
grees of success. These challenges are notably due to elevated
view, low resolution, occlusions, inconsistent illumination, motion
blur, and varying poses, all of which are ubiquitous in real-world
applications, making the task of person re-identification signifi-
cantly complex.



Table 3. Person RelD results for AG-RelD2023 Challenge.

Method Aerial-Ground Ground-Aerial Overall

Rank-1 Rank-1 Rank-1

LENS-AG-Net (A.1) 97.91 97.54 97.73
CentroidNet (A.2)

BENTO (A.3) 93.17 92.72 92.95

MEFE (A.4) 92.94 92.63 92.80

SMTL (A.5) 82.06 80.46 81.29

SBS(R50)[12] 74.68 75.19 74.94

HRNet-18(224 x 224)[36] 79.66 77.09 78.38

BoT(R50)[22] 77.99 78.85 78.42

MGN(R50)[35] 79.26 79.28 79.28

SwinV2(256 x 256)[20] 81.65 78.84 80.25

Swin(224 x 224)[21] 85.58 81.31 83.45

Elevated view. LENS-AG-Net (Section A.1) showed the best
performance in terms of Rank-1, outperforming other methods in
both Aerial-Ground and Ground-Aerial categories as well as in the
Overall performance. This suggests that the LENS-AG-Net algo-
rithm effectively handles the challenges in the dataset, particularly
the issues of elevated view and resolution diversity.

Occlusions. On the other hand, CentroidNet (Section A.2) and
BENTO (Section A.3) also performed reasonably well, indicating
their robustness against the diverse challenges in the dataset. The
performance of MFE (Section A.4) and SMTL (Section A.5), how-
ever, was lower compared to the top-performing methods. This in-
dicates a potential room for improvement, perhaps in better man-
aging occlusions, inconsistency in illumination, and motion blur.

Post-processing and Parameter optimization. The compari-
son between the baseline implementation of HR-Net18 and Circle
loss, and the submission from LENS-AG-Net A.1 emphasizes the
vital role of post-processing and parameter optimization in per-
son re-identification tasks. LENS effectively used a re-ranking
technique and meticulously tuned parameters to refine initial iden-
tity rankings and enhance performance, despite dataset challenges.
They also leveraged data augmentation and pseudo labelling for
improved generalization and training set expansion. As outlined
in Table 4, these strategies elucidate the performance differences
between the baseline implementation and LENS’s, underscoring
the need for careful post-processing and parameter optimization
for optimal results.

Pseudo labels. In the AG-RelD2023 Challenge, the unique
strategy of pseudo labeling was employed by both LENS-AG-Net
A.1 and BENTO A.3, leading to notable enhancement in their per-
formance. This semi-supervised learning method, which leverages
learned model parameters to assign labels to unlabeled data, har-
nesses the substantial volume of untapped information present in
the unlabeled data to elevate the model’s performance. While these
pseudo labels are not flawless, they serve as an effective tool for
refining the model’s understanding of the underlying data distribu-
tion, thus amplifying its predictive capability. The standout perfor-
mance of LENS-AG-Net and BENTO in both Aerial-Ground and
Ground-Aerial categories as shown by the superior Rank-1 scores
implies a significant contribution from this pseudo labeling strat-
egy. The potential benefits of integrating this technique into other
methodologies warrant further exploration.
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5. Conclusions

We present the insightful findings and results of the AG-
RelD2023 Challenge. Serving as a key benchmarking event in
the realm of person re-identification across aerial and ground sce-
narios, this year’s challenge witnessed significant advancements
in the development and application of re-identification algorithms.
The submissions exhibited remarkable progress, thereby setting a
new benchmark for state-of-the-art techniques. The most impres-
sive performance was demonstrated by LENS-AG-Net A.1, which
stood out as the top contender with a striking overall Rank-1 score
of 97.73. This performance not only highlights the effectiveness
of LENS-AG-Net’s multi-faceted approach, which combines Re-
ranking with High-Resolution Net (HRNet-18), data augmenta-
tion, pseudo labelling, and Circle loss, but also marks a signif-
icant step forward in the field of person re-identification. Other
commendable submissions included CentroidNet A.2 and BENTO
A.3, which respectively achieved overall Rank-1 of 94.28 and
92.95, contributing to a diverse suite of high-performing solutions.
MEFE A .4 also made a significant contribution, attaining an overall
Rank-1 of 92.80. Despite these substantial advancements, the re-
sults of the challenge highlight the ongoing need for research and
development. Several challenges remain to be addressed, particu-
larly concerning six key factors: elevated view, low resolution, oc-
clusions, inconsistent illumination, motion blur, and varying poses
associated with aerial-ground platforms. Furthermore, areas such
as improving re-identification accuracy in complex scenarios call
for further exploration. Through platforms like the AG-RelD2023
Challenge, we aim to stimulate continuous progress, fostering the
development of more efficient, robust, and accurate person re-
identification methodologies.

A. Submitted Person Re-ID Algorithms

In the following appendix, we provide a concise yet compre-
hensive summary of each person re-ID algorithm that was rigor-
ously assessed during the AG-ReID2023 Challenge.

A.l. LENS’ Aerial-to-Ground Network (LENS-
AG-Net)

Debayan Deb, Mahak Kothari, Manisha Saini
debayan@lenscorp.ai, mahak.kothari@lenscorp.ai, man-
isha.saini@lenscorp.ai

Description of the algorithm The proposed approach is a
combination of Re-ranking along with High-Resolution Net
(HRNet-18) [36]. The HR-Net is a convolutional neural network
architecture that is designed effectively to address the challenges
associated while handling high-resolution images. The key
idea behind HRNet is high-resolution representations which
are maintained throughout the network by using the parallel
branches with different resolutions in the network and also it
gradually integrates high-resolution representations from multiple
scales which allows the network to capture even the finer-grained
details while preserving the spatial information. The HRNet-18
specifically refers to the 18-layer variant of the HRNet architec-
ture used in the proposed approach. The number 18 represents
the depth of the network, which associates with the number of



Table 4. Summary of Methodologies Used in AG-RelD2023 Challenge

Method Backbone Loss Rerank Ensemble Pseudo Label Aug. Cam. Aware Attr. Aware
LENS-AG-Net (A.1) HRNet-18 Cross-entropy based v v v
Circle Loss
. Binary cross-entropy
. CentroidNet, 5
CentroidNet (A.2) ResNet101-IBN Loss, Asymmetric v v
Loss
ResNet50-IBN, Batch-hard camera
BENTO (A.3) ResNet101-IBN, softmax-triplet Loss v v v v v
OSNet, TransRelD and Clustering
Cross-entropy Loss
MFE (A .4) Resnet50, ViT Centroid Triplet v
Loss
Cross-entropy and
Triplet Losses for
SMTL (A.5) Resnet50 IDs, Cross-entropy v
Loss for attributes
Cross-entropy Loss,
SBS[12] ResNet50 Triplet Loss
. Cross-entropy Loss,
BoT[22] ResNet50 Triplet Loss
. Cross-entropy Loss,
MGN([35] ResNet50 Triplet Loss
HRNet-18[36] HRNet-18 Circle Loss
Swin[21] Swin-T-Base Circle Loss
SwinV2[20] Swin-V2-Base Circle Loss

convolutional layers used in the model. HRNet-18 is a relatively
shallow variant present amongst the HRNet family which consists
of various models with different depths and considering the
fact that HRNet18 requires less computational resources in the
proposed approach further converts HR-Net-18 into a suitable
choice for AG-RelID challenge where we have to re-identify
specific individuals across the ground as well as aerial imagery.
The combination of various techniques resulted in improving the
overall performance of the model and helped to generalize more
efficiently. The data augmentation operations consisting of data
brightness, contrast, and sharpness have been used along with
random grayscale and random erasing. The Re-ranking [25] has
been applied by reassessing the initial rankings and adjusting the
similarity scores as it can effectively identify the most probable
matches and filter out false positives. Pseudo labelling [16]
was also used while training. It is a method where the model
is initially trained on the labelled data and then predictions are
made on the unlabeled data using the trained model. These
predictions are considered pseudo-labels for the unlabeled data
points. Combining the labelled and pseudo-labelled data created a
larger training set. In our case, we have the testing set as unlabeled
data. We first trained our model for a few epochs on our training
set, then predicted the labels for our testing set and used them as
pseudo labels, resulting in an increased training set. The Circle
loss [34] is the selected criteria for training the model to address
the challenge of learning discriminative embeddings for different
identities in a high-dimensional feature space. A cross-entropy
based circle loss improves the orientation of embeddings in the
higher dimensional space such that embeddings of the same class
are closer while dissimilar embeddings have a higher distance
separating them.

Experimental environment We have conducted all our ex-
periments using multi-core Intel Xeon processors accelerated
by NVIDIA GPUs using the Pytorch deep learning framework
[27]. While training the proposed deep network on the AG-
RelD dataset, we have used the circle loss. The different hyper-
parameters were selected in order to maximize the performance
of the proposed deep neural network such as the learning rate
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assigned as 0.01, The training batch size was set to 16 with 60
epochs. Other selected parameters used while training are drop
rate of 0.5, Random erasing [51] equivalent to 0.5, gamma set as
32, stride used as 2, the dimension of the output layer in the last
dense layer was set to 512, warm epoch set as 5 and weight decay
used was 0.0005. By adjusting the right hyper-parameters in the
proposed method we are able to obtain a competent and efficient
technique for the re-ID task.

A.2. On the Unreasonable Effectiveness of Cen-
troids in Image Retrieval (CentroidNet)

Dawei Du, Scott McCloskey
dawei.du@kitware.com, scott.mccloskey@kitware.com

Description of the algorithm As shown in Figure 5, we
employ the CentroidNet [41] to deal with the person RelD task
in the AG-ReID2023 Challenge. Specifically, we use the mean
centroid representation to describe each class in the gallery set.
Thus the aggregated embeddings are more robust to outliers and
reduce the search space. We employ a two-step training strategy
in our work. For step 1, the network is optimized by Asymmetric
Loss [1] for several epochs. For step 2, we add an extra auxiliary
branch to supervise the network with the attribution information
by using the binary cross-entropy loss. After calculating the
distance between query and centroid gallery features, we apply
the re-ranking operation [50] for better performance.
Experimental environment We only use AG-ReID2023 train
set and the provided attribute information to optimize our network,
which is pre-trained on ImageNet. No additional training data is
used. The algorithm is implemented in Pytorch, and trained with 2
Nvidia RTX 6000 GPUs. The operating system is Ubuntu 20.04.5
LTS. The training time is about 24 hours for 400 epochs. The batch
size is set as 64 and the maximal training epoch is 400. The input
size of images is resized as 384x384 in both training and testing
phases. We first train the network without the attribute informa-
tion for the first 200 epochs and then fine-tune the network with
the attribute information for the rest 200 epochs. The backbone
in this work is ResNet101-IBN [26] with domain/appearance in-
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Figure 5. The framework of CentroidNet.

variance. Specifically, it unifies instance normalization and batch
normalization in a single deep network.

A.3. Biometric Ensemble Networks Technique Op-
timization for Aerial-to-Ground Person Re-
Identification (BENTO)

Gabriel Bertocco , Terrance E. Boult , Fernanda Andald
Anderson Rocha

gabriel bertocco@ic.unicamp.br, thoult@uccs.edu, Sfean-
dalo@ic.unicamp.br, anderson.rocha@unicamp.br

Description of the algorithm Our approach (Figure 6) is inspired
by different strategies present in the literature [3, 37, 6]. During
training before each epoch, we extract all training features and
calculate the average feature vector per identity as a class-level
proxy (cross symbols in Figure 6), and average the feature
vector per camera per identity as the camera-level proxies (points
with darker borders). Let P = {p}°} denote the class-level
proxies, where N. is the number of training identities. Let
C= '{(cf17 et ; cicw)}f-vzcl denote the camera-level proxies, where
Cq» Cy and cp., are the average feature vector of the aerial,
wearable and CCTV cameras respectively for the i'" identity.
Given a batch B of images, the losses are calculated as:

|B]
1 exp (fy - pt/7)
Lcen = — 757 1
|B] ; S exp (f5 - p3/7)
exp (fs - ch/7)
——>1
|B] g % exp (f¢ - cb/7) + exp (f¢ - e /7)

and

(¢))

where £ is the feature of the b™ sample from aerial/ground cam-
era e, c’; is the camera-proxy from ground/aerial camera g from
the b*" sample class (e # g), and ¢ is the hardest negative proxy
from the same camera of the b sample but from another class.
The rationale of L., is to encourage the model to have camera-
invariant features by enforcing the sample from the aerial device to
be close to the ground camera proxies and vice-versa. The Leenter
regularizes the models for all same-identity features to be close
to a common center and apart from the others. Considering a
real-world application where we can have labeled and unlabeled
data, we leverage a state-of-the-art self-supervised fine-tuning on
query and gallery images without any ground-truth labels from
them after training with the labeled data. We leverage a clustering-
and-finetuning strategy similar to [2]°, where we extract features
from query and gallery, cluster them and use the pseudo-label

3The authors from [2] DID NOT trained on query and gallery data as
we did, they use the regular training data for their self-supervised model
and use query and gallery just for evaluation.
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Figure 6. Pipeline overview. We first perform a supervised training
and then a self-supervised training with query and gallery images
(no ground-truth labels are considered). The evaluation ensem-
bles all backbones to retrieve Top-1 matching.

to fine-tuning for one to three epochs. Our best/second best re-
sults are with/without this strategy. We also employed a batch-
hard camera softmax-triplet loss L., and the final loss function is
Lac = Leen + AepLep + Ach Len. On evaluation, we extract all
feature vectors from the gallery set and average the ones from the
same identity (similar to the training). We use them to perform the
matching to query features and Re-Ranking [50]. We do that with
four different backbones (ResNet50-IBN, ResNet101-IBN, OSNet
[53], and TransRelD [13]) and average them to get the Rank-1 pre-
diction.

Experimental environment The only training set employed
was the one provided by the organizers (AG-RelD dataset) and no
further data nor the provided attribute annotation was used. All
backbones have been initialized over ImageNet. We employed
Pytorch and Torchreid [52] to get the initialized backbones and
perform training and evaluation. We train our models in three
GeForce RTX3090 GPUs with 24GB of memory each. The pa-
rameters Acp and A., were both set to 0.5 and 7 = 0.05. The
batch size is formed by sampling P = 16 identities and KX = 8
images per identity per camera (batch size of 16 % 3 % 8 = 384 ).
The images are resized to 256 x 128, we set the learning rate to
3.5¢* dividing it by 0.1 in the 30™ and 40™ epochs with a total
of 50 epochs. Each epoch has 5 iterations over all batches, after
that we re-extract the features and centroids/proxies are updated.
The weight decay is set to 5e . In the ResNets, the last convo-
lution stride is set to 1, and in all the convolution-based models
we add spatial-channel attention inspired in [6]. We froze the first
eight attention blocks of TransRelD.

A.4. Multi-level Feature Extraction for Person Re-
Identification (MFE)

Haidong Zhu, Zhaoheng Zheng, Ram Nevatia
haidongz @usc.edu, zhaoheng.zheng @usc.edu, nevatia@usc.edu

Description of the algorithm Whole-frame feature encoder
uses a ResNet-50 network to extract features from each RGB
frame, as a typical method for re-identification. We follow the
approach used in [41] for this part. The spatial attention feature
encoder addresses the issue of extraneous background information



in the image by using the spatial attention module proposed in
PSTA [38] with a ResNet-50 backbone encoder. This allows
the network to focus on the most relevant parts of the image
for identification. ViT-based feature encoder uses a patch-based
ViT architecture with a stride size of [12,12] to extract features
for multi-level understanding, in addition to the convolutional
networks. To combine the different levels of features extracted
by these three components, we calculate their respective Cosine
Similarity scores and add them up as the final similarity score.

Experimental environment In this section, we discuss our ex-
periment details for the use of our network. For implementation
details and statistics, we built our pipeline using PyTorch. We only
used the images provided by AG-RelD2023 for training. We used
ResNet-50 pre-trained on ImageNet for model initialization. We
trained the three models separately on an Nvidia 3090Ti GPU for
16 hours. To design the network architecture, we combined three
feature extractors from [41, 38, 13] and used the concatenated fea-
tures as the final object representation. We used ResNet-50 [11]
for feature extraction in CNN-based methods and ViT [8] as the
backbone for the ViT-based encoder. After extracting the three
framewise features, during inference, we followed [41] and used
the averaging of the features belonging to the same ID to register
each identity in the gallery and reduce noisy false matching. To
train the model, for the whole-frame encoder, we used the origi-
nal architecture and trained it with a Triplet loss Luipier [30] with
a margin of 0.3, a Center Loss Lcn [40], a Cross Entropy Loss
Lce, and a Centroid Triplet Loss Lcrr [41] for 120 epochs.
For the spatial attention encoder and ViT-based encoder, we used
the Triplet Loss with Cross Entropy Loss following [38] for 500
epochs and Soft Triplet Loss following [13] for 120 epochs, re-
spectively, following their original implementations. We set the
learning rate to 0.00035, 0.0003, and 0.008 for these three mod-
els, respectively, and used Adam, Adam, and SGD optimizer, re-
spectively. For the decay schedule of the learning rate, we fol-
lowed each of the methods separately and used their corresponding
schedule to adjust the learning rate in our experiment.

A.S. Straight Multi-task Learning for Aerial-
Ground Person Re-identification (SMTL)

Zaigham Randhawa, Sinan Sabri, Gianfranco Doretto
zar00002 @ mix.wvu.edu, sisabri@uomisan.edu.iq, gi-
doretto @mix.wvu.edu

Description of the algorithm The results shown here are
based on [29]. The approach is to learn a holistic representation
based on multi-task learning. The three tasks are defined by
(a) a discriminative loss like softmax with the additive angular
margin, (b) a metric learning loss, like the triplet loss with
batch hard mining of triplets, and (c) a discriminative loss for
predicting attributes. Task (a) requires feature normalization, and
this limits the gradient flow supervising the feature embedding.
Adding task (b) allows leveraging the triplet loss as a proxy
for the missing gradients. Task (c) further improves invariance
to nuisance factors. Figure 7 shows the training method. The
backbone architecture is a ResNet-50. Differently than [29],
where attributes were nearly all binary, for the task (c) we used
the version of the 88 binary attributes that was compressed down
to M = 15 non-binary attributes. The losses of the three tasks
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" U
Figure 7. Multi-task training of SMTL Re-ID. Cj is an aerial cam-
era view, C is a wearable camera view, and C3 is a CCTV surveil-
lance camera view. Minibatches for training were formed by ran-
domly sampling from each view. See [29] for more details regard-
ing P, K and Q.

Table 5. Accuracy of SMTL

Configuration  Accuracy  Epoch
BH 0.64607 151
AM 0.78597 260
AMO 0.77362 261
AMBH 0.79538 251
AMOBH 0.80056 204
AMOBHattr 0.81291 1277

are combined as LAMBH 4, = ﬁffj)” + *yﬁg’g—&— )\LSJ)WAM,
where v = 0.54, A = 0.25. Table 5 summarizes the results. AMO
indicates that the angular margin in 5%4 issetto 0.

Experimental environment The authors of this algorithm
have confirmed that they adhered to the guidelines and rules spec-
ified in the AGReID2023 challenge during their evaluation. They
also stated that they did not make any changes to the obtained
results that would breach the regulations. The approach was im-
plemented in Python 3.7.16, with PyTorch 1.7.1 and CUDA 12.1.
The hardware was based on an Intel(R) Xeon(R) Gold 5320 CPU
@ 2.20GHz with an NVIDIA RTX A6000 GPU running Ubuntu
22.04.2. The ResNet-50 backbone was pre-trained with ImageNet,
and then the AG-ReID2023 training set was used with the same
learning schedule as in [29]. The input images are resized to
288 x 144 and then randomly cropped to 256 x 128. Different
loss configurations required different numbers of epochs to reach
convergence, as shown in Table 5.
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