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Abstract 
 
Mismatched complex oxide thin films and heterostructures have gained significant traction for use 

as electrolytes in intermediate temperature solid oxide fuel cells, wherein interfaces exhibit 

variation in ionic conductivity as compared to the bulk. Although misfit dislocations present at 

interfaces in these structures impact ionic conductivity, the fundamental mechanisms responsible 

for this effect are not well understood. To this end, a kinetic lattice Monte Carlo (KLMC) model 

was developed to trace oxygen vacancy diffusion at misfit dislocations in SrTiO3/BaZrO3 

heterostructures and elucidate the atomistic mechanisms governing ionic diffusion at oxide 

interfaces. The KLMC model utilized oxygen vacancy migration energy barriers computed using 

molecular statics. While some interfaces promote oxygen vacancy diffusion, others impede their 

transport. Fundamental factors such as interface layer chemistry, misfit dislocation structure, and 

starting and ending sites of migrating ions play a crucial role in oxygen diffusivity. Molecular 

dynamics (MD) simulations were further performed to support qualitative trends for oxygen 

vacancy diffusion. Overall, the agreement between KLMC and MD is quite good, though MD 

tends to predict slightly higher conductivities, perhaps a reflection of nuanced structural 

relaxations that are not captured by the KLMC. The current framework comprising of KLMC 

modeling integrated with molecular statics offers a powerful tool to perform mechanistic studies 

focused on ionic transport in thin film oxide electrolytes and facilitate their rational design.  
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1. Introduction  

Complex oxide heterostructures, a class of materials in which two different oxide crystals 

are bonded directly,1,2,3 often exhibit superior and emergent properties over their individual 

constituents.4,5,6 In mismatched oxide heterostructures, interfaces between the two oxides are 

critical as they are conducive for the formation of point and line defects, which significantly impact 

the material properties. For instance, in the case of semi-coherent oxide heterostructures, extended 

defects (misfit dislocations) are formed at the interface to mitigate the strain between the 

mismatched oxides. Fundamentally, misfit dislocations are the inevitable microstructural feature 

present at the interfaces of semi-coherent oxide heterostructures.7,8  Although misfit dislocations 

impact the material properties for applications in Solid Oxide Fuel Cells (SOFCs),9,10,11 batteries,12 

nuclear materials,13 catalysis,14 solar cells,15 and information storage,6,16 little is known about their 

fundamental role at oxide interfaces.  

Due to the ever-growing miniaturization of nanotechnologies such as SOFCs and the 

resulting high interface-to-volume ratio, the role of interfaces has never been more critical. In 

SOFCs, the solid ceramic oxide electrolyte is one of the most important components as it facilitates 

the passage of oxide ions from the cathode to the anode. Because high ionic conductivity is 

imperative for the development of next-generation SOFCs, significant research efforts have been 

dedicated toward the design of electrolytes that facilitate faster ionic diffusion.17,18,19,20, 

21,22,23,24,25,26,27 Since high operating temperatures result in issues related to stability and durability, 

widespread deployment of SOFC technology necessitates lowering their operating temperatures 

to the intermediate-temperature (IT-SOFC) range of 773–973 K.28,29,30,31,32,33  One promising route 

toward achieving this goal is via implementation of IT-SOFC electrolytes based on semi-coherent 

oxide thin films and heterostructures,9,10,11,17,18,19,20,21,22,23,24,25 which exhibit superior performance 

in the IT range.28,30 Nonetheless, the atomistic mechanisms responsible for the observed 

enhancement or the impediment of ionic conduction across oxide interfaces, specifically at misfit 

dislocations, are not well understood. The observed ambiguity exists due to contrasting results in 

the literature, wherein several experiments report fast ionic transport across misfit dislocations. 

10,11,17,18,19,20,21,22,23 Contrarily, this enrichment is not observed in other experiments.24,25,34,35 

Furthermore, computational studies report slower oxygen diffusion at homophase dislocations 36,37 

and misfit dislocations.26 Largely, in thin film SOFC electrolytes, the basic role of misfit 

dislocations and their influence on oxide ion conductivity is not well understood.  
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The lack of knowledge pertaining to ionic transport mechanisms at misfit dislocations in 

oxides can be attributed to the challenges in studying their atomic and electronic structure from 

both theory and experiments.38 In experiments, these challenges are associated with visualizing 

dopants, characterizing oxygen vacancies, and resolving the nanoscale structure and chemistry of 

misfit dislocations. On the other hand, challenges in theory and simulations are related to system 

size, limiting density functional theory (DFT) based studies to coherent interfaces in order to 

reduce the supercell size.8,38 As a result, studying ionic transport mechanisms at misfit dislocations 

is beyond the realm of DFT. A realistic alternative to DFT is the effective use of atomistic 

simulations based on empirical interatomic potentials, which can tackle the large system sizes 

often needed to simulate misfit dislocations in semi-coherent oxide heterostructures, though 

admittedly at the cost of loss of accuracy.38  

Perovskite oxide heterostructures have garnered recent interest owing to their versatility in 

diverse technologies. For applications as SOFC electrolytes, perovskites are often doped to tune 

their functionality, wherein acceptor doping (p-type) is a common practice to improve their ionic 

properties.39 Since multifunctional oxides SrTiO3 (STO)40 and BaZrO3 (BZO) have applications 

as SOFC electrolytes, 9,10,41 oxide heterostructures synthesized using either of them have gained 

prominence.26,42,43 They also serve as suitable model systems for understanding ionic transport 

across oxide interfaces. Essentially, since the lattice mismatch between these perovskites falls 

within the range of semi-coherent interfaces,9 we have used the STO/BZO heterostructure44,45 as 

a model thin film electrolyte to study the role of misfit dislocations and their impact on ionic 

transport. Although perovskites (ABO3) exhibit compositional flexibility wherein dopants can 

replace either A-site, B-site, or O-site ions, we employed acceptor doping on B-site46 since our 

work is primarily focused on ionic transport. In acceptor doping on the B-site, either Ti4+ in STO 

or Zr4+ in BZO could be replaced with trivalent dopants, which results in the formation of oxygen 

vacancies so as to maintain the defect equilibria and charge neutrality. The main benefit of acceptor 

doping is that the diffusion of these added carriers (vacancies) increases the overall ionic 

conductivity. Although acceptor doping has been extensively used to improve the properties of 

bulk STO47 and bulk BZO,48 in perovskite oxide heterostructures, especially near misfit 

dislocations, how dopants influence the diffusion of oxygen vacancies is not clear. This is also true 

for semi-coherent oxide heterostructures in general as the atomic scale interaction of oxygen 
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vacancies with dopants and misfit dislocations is unexplored, which could lead to the contradictory 

results reported for ionic transport at misfit dislocations.  

Due to their predictive power, lattice kinetic Monte Carlo models have been used to 

investigate a wide array of fundamental material processes such as surface catalysis,49 surface 

diffusion,50 atomic diffusion in alloys,51 thin film growth,52 ionic diffusion in fuel cell 

electrolytes,53 ion implantation,54 impurity diffusion,55 etc. In light of the knowledge gap in the 

research field of thin film ionic conductors and the predictive capabilities of kinetic Monte Carlo, 

we have developed a Kinetic Lattice Monte Carlo (KLMC) model to investigate the fundamental 

mechanisms responsible for oxygen vacancy diffusion at oxide interfaces. Recently, we developed 

a high-throughput framework to compute thousands of activation energy barriers for nearest 

neighbor migration of oxygen vacancies near the interface and at misfit dislocations in STO/BZO 

heterostructures.56 The KLMC model developed in this work leverages the rates of each of these 

nearest neighbor migration events to study the diffusion kinetics of oxygen vacancies at STO/BZO 

interfaces.56 At these interfaces, there are multiple options for how the two materials are 

terminated, leading to four chemically distinct interfacial structures. To study the mechanisms for 

vacancy diffusion and predict the trends in ionic conductivity, KLMC simulations were performed 

for SrO–BaO, SrO–ZrO2, TiO2–BaO, and TiO2–ZrO2 interfaces. Basic trends in ionic diffusion 

are qualitatively supported by molecular dynamics (MD) simulations which, while unable to reach 

the same timescales of transport as the KLMC simulations, also relax some of the assumptions of 

that model. The present approach offers fundamental insights into the role of termination chemistry 

and misfit dislocation structure on ionic conductivity and assists in understanding the complex 

interplay between trivalent dopants, oxygen vacancies, and misfit dislocations. The KLMC model 

further allows for comparison between interface conductivity and bulk conductivity, which has 

been a fundamental issue in the research field focused on ionic transport in thin film SOFC 

electrolytes.9 To the best of our knowledge, the integrated approach of combining KLMC 

modeling with molecular statics developed in this work has not been reported in literature, 

particularly in the study of ionic diffusion in thin film oxide electrolytes.  

 

2. Methodology 
2.1 Material system 
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 Herein, we used an STO/BZO heterostructure with the supercell comprising of 21,900 

atoms.45,56 Atomic models of STO/BZO heterostructure were assembled for the cube-on-cube 

orientation relationship, wherein (001)STO||(001)BZO||interface and [010]STO||[010]BZO.57 With 

lattice parameters of aSTO = 3.905 Å and aBZO = 4.197 Å, the interface is semi-coherent, and the 

lattice mismatch resulting from this epitaxial relationship is accommodated via the formation of 

misfit dislocations. Basic details of these atomic models and resulting misfit dislocation structures 

are given in our recent work. 45,56 Depending on which layers meet at the interface—since STO can 

be terminated at charge neutral SrO or TiO2 layers and BZO can be terminated at BaO or ZrO2 

layers—the four possible combinations of interfaces considered in this work are SrO–BaO, SrO–

ZrO2, TiO2–BaO, and TiO2–ZrO2. Figure 1a and 1b illustrates the interface layer atomic 

arrangements and resulting misfit dislocation structures for SrO–BaO and TiO2–ZrO2 interfaces, 

respectively. Misfit dislocation structures for SrO–ZrO2 and TiO2–BaO interfaces are more or less 

similar to those observed in the SrO–BaO interface.45,56 

 

Figure 1. The interface layers in STO/BZO heterostructures for (a) SrO–BaO interface and (b) 
TiO2–ZrO2 interface. The view is normal to the interface plane with STO layer shown on top. 
Coherent stackings are shown, which are separated by misfit dislocations (black lines). Atomic 
colors are given below the figure panel, where oxygen ions in STO and BZO are colored differently 
for clarity.  
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2.2 Kinetic lattice Monte Carlo (KLMC) 

 KLMC algorithms focus on using random numbers to simulate the motion of particles. 

KLMC simulations based on atomic-scale microscopic processes can describe the evolution of the 

system over time. Whereas MD simulations explicitly track the position and momentum of all 

particles over time, KLMC algorithms reduce the problem to a set of coarser-grained distinct 

states, not concerning themselves with the finer details of how those transitions occur.58 By 

dodging the finer details, KLMC algorithms are capable of simulating large structures over much 

larger timescales than MD. However, since KLMC does not discover how transitions occur, it is 

up to the developer to impose an algorithm for cataloging and choosing the said transitions.58 

Herein, the Metropolis algorithm was implemented (Figure 2), which is a simple yet well-

established method employed in a wide variety of fields due to its ability to sample the statistical 

distributions observed in nature.59 Another commonly used algorithm for kinetic Monte Carlo 

simulations is the Bortz-Kalos-Lebowitz (BKL) algorithm.60 However, for studying ionic 

conductivity in oxides, the Metropolis algorithm has been shown to offer very good agreement 

with experimental observations.61,62  

 

Figure 2. Basic overview of the Metropolis algorithm. At each step, a random state change is 
chosen, which has a random probability of being accepted or rejected. 
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2.3 Activation energies for vacancy migration 

 KLMC simulations require some way of computing the probability for a state change to 

occur. In the KLMC model, the atomic structure of the lattice is still explicitly described and all 

atoms in the lattice are assumed to occupy local potential minima. The only meaningful events in 

these models are when an atom attempts to hop from one lattice position to another. In the current 

model, such hops are mediated by oxygen vacancies and the transition probabilities correspond to 

the so-called activation energy barriers for oxygen vacancy migration. A potential barrier !!" then 

describes the barrier for a vacancy to move between separated adjacent lattice sites x and y. In our 

case, we only consider the transfer of oxygen vacancies as the primary type of defect responsible 

for ionic diffusion. Using the Boltzmann probability ",61,62 we can convert these energy barriers 

into transition probabilities: 

 

" = $#%$
%!"
&#' 																			(1) 

 

where !!" is the energy barrier between sites * and +, $# is the attempt frequency or the 

preexponential factor often ranging between 10() − 10(*./,58,61,62 0+ is the Boltzmann constant, 

and 1 is the temperature. Generally, the activation energy of a defect includes two contributions – 

the migration energy (!,-.) and the vacancy formation energy (!/). However, in the present case, 

oxygen vacancies are extrinsic and form to maintain charge balance due to addition of aliovalent 

dopants, which means that vacancy concentration is directly related to the dopant fraction. Since 

the dopants and vacancies are associated, the number of mobile vacancies is determined by defect 

association energy !011. As a result, in aliovalent doped electrolytes, !!" can be expressed as a 

sum of  !,-. and !011, where !,-. would be the migration energy of the isolated vacancy far from 

the dopant. At higher temperatures, since these vacancies are essentially dissociated, the term !!" 

in Equation 1 consists primarily of vacancy migration energy (!,-.). 
 For a material system as complex as oxide heterostructures, these barriers are too expensive 

to calculate on-the-fly and must be tabulated beforehand. Fortunately, this work builds off of our 

recent work in mapping out the nearest neighbor vacancy migration energy barriers in Gd-doped 

STO/BZO.56 Via molecular statics, these barriers were computed using nudged-elastic band (NEB) 
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calculations as implemented in LAMMPS.63 With it, we developed a framework to map out 

hundreds of thousands of barriers across several interface scenarios.56 This framework essentially 

captures the variation of migration barriers as a function of proximity to the microstructure.56 

Complete data sets map out the entire supercell (∼130,000 barriers per supercell), which includes 

the interface layers as well as the bulk region. In total, 4 different configurations were studied, 

wherein owing to charge neutrality, 10 Gd3+ dopants and the consequent 5 oxygen vacancies were 

included. In the STO/BZO supercell (21,900 atoms), 10 dopants indicate a rather dilute doping 

limit. However, to examine the influence of interfaces, barriers were computed by deliberately 

placing the dopants at the interface layer resulting in an interface dopant fraction of ~ 1.7 – 1.9%, 

which offers a rational comparison with realistic scenarios.56 This data offers us precisely the 

tabulated barriers needed for performing the KLMC simulations. 

 

2.4 KLMC implementation 

 The KLMC simulator was developed and implemented as part of a Python package owing 

to its convenience for rapid scripting.  The package contains methods for running simulations, 

tools for analyzing the results thereof, and even a command-line parser. However, for now we will 

consider only the simulator module and its implementation. The core simulator, as shown in 

Figure 3, consists of several stages.  First, the vacancies are randomly assigned a position in the 

structure. Additionally, the number of vacancies assigned should match that of the original 

simulated structure that the barriers came from to preserve the charge neutrality due to presence 

of trivalent dopants and resulting vacancies. 

 With the initial setup done, the simulator then runs its main loop for the specified number 

of KLMC timesteps, which in our case is one million. At each timestep, all vacancies are offered 

the chance to migrate. So, for each vacancy, we retrieve all possible transitions from the tabulated 

data set. Additionally, any transition overlapping with an existing vacancy is discarded, as those 

would lead to the unphysical creation and destruction of oxygen atoms. Next, a possible transition 

is chosen at random, and is either accepted or rejected as described previously using Equation 1. 

Then, we repeat this process for the remaining vacancies, thus completing a single full timestep. 

This approach, previously used to predict the ionic conductivity in bulk oxide electrolytes, has 

yielded good agreement with experimental observations.62,64 A key innovation in this work is the 

development of a KLMC model that can be applied to study diffusion at diverse mismatched oxide 
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interfaces and in the vicinity of misfit dislocations, which necessitates mapping of hundreds of 

thousands of migration pathways. That is, within the assumptions stated, every barrier was 

explicitly calculated as a function of the local microstructure, which has not been studied in the 

literature, especially near misfit dislocations at oxide interfaces.56 

 
Figure 3. The complete algorithm used by the KLMC simulator. 
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2.5 Ionic conductivity 

 Ionic conductivity serves as a measure of how well charge migrates within a material. To 

compute this, one would typically start with the mean-squared displacement (MSD). MSD is given 

by the average total squared displacement: 

345(6) = 1
789-,() + 9-,)) +⋯+ 9-,3)

4

-5(
																				(2) 

 

where 7 is the number of vacancies, 6 is the time, and 9-,3 is the jump distance of the =36 vacancy 

at time 6. Using MSD, we can compute the next essential piece needed for computing ionic 

conductivity, which is diffusion coefficients. The diffusion coefficient, 57, given in Equation 3 

measures the ability of a vacancy to migrate over time.  It is proportional to the limiting slope of 

the MSD. 62 

57 = lim
3→9

345(6)
66 																	(3) 

 

Using 57, we can finally compute the ionic conductivity by means of Nernst-Einstein relation:62 

 

C- =
57D-(E%))
0+1

																(4) 
 

where D- is the number of ionic carriers (vacancies, in this case) per unit volume, E% is the carrier 

charge, 0+ is the Boltzmann constant, and 1 is temperature. 

 

2.6 Rolling window analysis 

 It is not unreasonable to suggest that diffusivity within the heterostructure may vary locally.  

For example, one interface might be more conducive to diffusion than another. Essentially, over 

the course of the simulation, one would expect some degree of fluctuation in the diffusion 

coefficient and therefore ionic conductivity. For this, we introduced a rolling window, across 

which we first computed the MSD. Additionally, the MSD was computed on a per-vacancy basis 

at this stage, rather than being treated as an ensemble average. Then, when calculating the diffusion 

coefficient, the maximum time, t, was simply the size of the window. Finally, the diffusion 
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coefficients are fed into Equation 4 to obtain a time-varying conductivity. An example of this 

analysis is shown in Figure 4. 

 When paired with each rolling window’s average position, this method allows us to track 

the ionic conductivity of a vacancy as it migrates throughout the structure. Additionally, we can 

obtain an ensemble average of a particular area of the structure by first filtering out all data outside 

the region of interest. Then, we average across the vacancy’s conductivity history within the said 

region, while using the standard deviation to gauge the corresponding uncertainty. After 

performing this for each individual vacancy, we take a simple uncertainty-weighted average to 

obtain a singular number and uncertainty for the region. As compared to KLMC models developed 

for tracing ionic diffusion in the bulk,53,61,62,64 an innovative aspect of the current KLMC model is 

the rolling window analysis. This analysis facilitates disentangling the complexity associated with 

tracing oxygen ion diffusion in local regions, which allows us to study the dependence of ionic 

conductivity on a particular interface layer chemistry and identify the differences or commonalities 

in the behavior of oxide interfaces in thin film electrolytes. 

 

Figure 4. Time-varying ionic conductivity for a single vacancy. Data was taken from a simulation 
run for the TiO2–BaO/SrO–ZrO2 heterostructure at 3500 K. Window size was chosen to be 10000 
timesteps. 
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2.7 Molecular dynamics simulations 

To provide a comparison of the metrics extracted from KLMC simulations, Molecular 

Dynamics (MD) simulations were conducted in analogous bulk and interfacial systems. These 

simulations used the atomic simulation code LAMMPS63 with interactions modelled using the 

same potential 65,66 as used in the NEB calculations previously described.56 The simulation box 

size is chosen to be approximately 5.4 × 5.4 × 5.4	JK* containing ~ 11,000 atoms depending on 

the exact interface. 20 oxygen vacancies were initialized in random positions throughout the 

system or just at the interface, depending on the simulation setup. The introduction of oxygen 

vacancies induces a positive charge on the system which is countered by adjusting the charge on 

all other atoms by a small percentage relative to their concentration to negate this effect; this 

strategy has previously been used successfully in ionic systems when measuring 

diffusivity.67,68,69,70 It is contrast to what was done in the KLMC simulations, in which charge 

compensating dopants were introduced, but we do not expect that will significantly influence the 

comparisons between the two. Simulations were run until an MD time of 10 ns and throughout 

each run the simulation box is held at the 0 K volume, this decision is made to allow for a closer 

comparison to the KLMC simulation where the barriers are effectively calculated at 0 K. 

There are a few notable differences between the simulation setup used for the MD 

compared to the KLMC. Firstly, to aid in computational efficiency the MD simulation box is 

smaller, though importantly it retains the same dislocation patterns as in the KLMC systems. 

Secondly, the MD simulation boxes have the same interface on either side of the atomic system, 

this allows for the targeted assessment of the oxygen diffusivity at each interface but breaks the 

stoichiometry of the simulation cell. Finally, no dopants have been added to the MD systems, this 

is due to the strong trapping of oxygen vacancies in the vicinity of the Gd dopants (discovered 

during KLMC) which would impede the transport of the oxygen vacancies, not allowing for 

reliable transport measurements to be extracted. Regardless of these differences we believe that 

the MD can serve as a reliable comparison to the observable quantities measured by the KLMC. 

Similarly to KLMC simulations, the MSD of oxygen vacancies is measured, and the ionic 

conductivity inferred through the combination of Equations 2, 3, and 4. Further, while KLMC 

has an explicit description of the location of oxygen vacancies at any timestep, in MD the detection 
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of the oxygen vacancy must be done implicitly. This is achieved through Ovito's implementation 

of the Wigner-Seitz defect identification tool.71 
 

3. Results 
3.1 Bulk ionic conductivity 

 To begin, we tested our KLMC simulations on simple bulk STO and bulk BZO. Our goal 

with these tests was to ensure that the simulation and analysis tools were working correctly. The 

supercells consisted of 11,760 atoms and 10,140 atoms respectively, with both having dimensions 

of about 5.0 × 5.0 × 5.0	JK*. To map out a reasonably broad range, we ran at temperatures 

ranging from 1 K to 5000 K.  Additionally, ten simulations were run at each temperature to dampen 

the noise in any single simulation. It must be noted that the table of migration barriers used to run 

these simulations had somewhat higher barriers than those observed in experiments.72 As a result, 

conductivity at lower temperatures (< 1000	K) would be unrealistically low, which can be 

circumvented by choosing higher temperatures to compensate for the lack of diffusion at lower 

temperatures. Though this prevents us from achieving quantitatively accurate results in the 

intermediate temperature (IT) range, the qualitative behavior should still be preserved. Evident 

from Figure 5 is the regular increase in ionic conductivity as a function of temperature for both 

the bulk materials. Such a trend is expected, as higher temperatures provide more energy for 

vacancies to overcome migration barriers. Not only that, but the higher symmetry and greater self-

similarity of vacancy sites in the bulk materials (as compared to at interfaces) allow for the 

relatively noise-free, regular increase in conductivity depicted in Figure 5. 

Given in Table 1 are ionic conductivities for bulk STO and BZO from the current work 

and experimental literature. To demonstrate that the trends predicted using KLMC simulations 

performed at high temperatures offer accurate qualitative understanding, we have included values 

for ionic conductivities in bulk STO obtained using KLMC-E model, which uses migration energy 

barriers in bulk STO taken from experiments and DFT calculations as input. Evidently, data shown 

in Table 1 demonstrates that the KLMC model offers reasonable comparison with experimental 

values of ionic conductivity given that the energy barriers incorporated to trace oxygen vacancy 

diffusion are closer to experimental values. That the KLMC-E model agrees well with experiment 

provides confidence that the model itself reproduces experimental behavior. In this work, the goal 

of the KLMC model is to study the mechanisms for ionic transport and distinguish bulk vs 
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interfacial transport, so, while the absolute values differ from experiment, we expect that the 

relative values of bulk vs interface will still be meaningful. 

 

Figure 5. Averages of ten simulations at ten temperatures are shown for ionic conductivity in bulk 
STO and BZO.  
 
 

 
 
 
Table 1. Ionic conductivities (S/cm) for bulk STO and bulk BZO predicted in the current work and 
reported measurements in the literature. Approximate values from the literature are included only 
at a single temperature (K), which in most cases is the highest temperature among the reported 
values. For additional data points, the reader is referred to the actual reference. In the KLMC-E 
model, the oxygen vacancy migration barrier of 0.60 eV in bulk STO was utilized, which was taken 
from experiments73 and DFT calculations.74 In the KLMC model, oxygen vacancy migration 
barrier of 1.20 eV was utilized, which was obtained from molecular statics.56 
 
 

Material Ionic conductivity 
(S/cm) 

Temperature 
(K) Reference 

STO bulk 0.50 ± 0.02 × 10$: 2000 This work, KLMC 
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STO bulk 0.10 × 10$: 2000 This work, MD 

STO bulk 2.40 ± 0.5 × 10$; 700 This work, KLMC-E 

STO bulk 7.0 ± 0.8 × 10$; 800 This work, KLMC-E 

STO bulk 1.70 ± 0.1 × 10$< 900 This work, KLMC-E 

STO bulk 5.0 × 10$) 1173 Li et al.75 

STO bulk 6.74 × 10$: 813 Gregori et al.76 

STO bulk 8.0 × 10$; 973 Siebenhofer et al.72 

STO bulk 1.36 × 10$; 673 Maier et al.39 

BZO bulk 0.29 ± 0.02 × 10$: 2000 This work, KLMC 

BZO bulk 0.30 × 10$: 2000 This work, MD 

BZO bulk 2.0 × 10$< 800 Gilardi et al. 77 

 
 

3.2 Interface ionic conductivity  

 So far, results for bulk conductivity indicate that KLMC simulations are providing 

reasonable agreement with experimental results.72 With that in hand we now move on to the 

heterostructures. Here, we focus on the region within a few angstroms of the interfaces, allowing 

us to compare their varying effect. Looking at Figure 6, we see a somewhat noisier, but otherwise 

consistent increase in ionic conductivity with temperature. It is worth noting that the conductivities 

are somewhat lower for the heterointerfaces than the bulk, indicating that more thermal energy is 

required for vacancies to traverse the landscape. One of the fundamental reasons for this behavior 

is that heterointerfaces introduce nonhomogeneity and asymmetry in the migration pathways of 

vacancies. Not only does this introduce noise into the simulation results, but the regions of 

significant atomic relaxation can serve to trap vacancies should they not have sufficient thermal 

energy to escape. This effect will be discussed later in the manuscript. 
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  As for comparing the different interfaces, the SrO–BaO interface ranks significantly higher 

than the other three interfaces in conductivity. This is then followed by SrO–ZrO2, TiO2–BaO, and 

lastly TiO2–ZrO2. This ordering is likely due to the degree of induced atomic relaxation and 

reconstruction at each interface, with greater relaxation creating more opportunities for formation 

of vacancy-impeding traps.45,56 For example, the SrO–BaO interface exhibited the least amount of 

atomic relaxation from its reconstruction, resulting in relatively fewer traps. In contrast, the TiO2–

ZrO2 interface possessed the greatest amount of atomic relaxation, which results in numerous traps 

that ultimately bring down the conductivity.56 These traps can be interpreted from the migration 

barriers as well since certain locations near the interface were conducive for jump in one direction, 

but the reverse jump required significantly higher energies, ensuring the vacancies would likely 

get trapped after reaching those locations.56 

 

Figure 6. Averages of ten simulations at fourteen temperatures ranging between 1000–5000 K. 
Error bars were calculated using the standard deviation between simulations. 
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Table 2. Ionic conductivities (S/cm) for STO/BZO heterostructure predicted in the current work 
and reported measurements on thin film oxide electrolytes based on either BZO or STO. 
Approximate values from the literature are included only at a single temperature (K), which in 
most cases is the highest temperature among the reported values. For additional data points, the 
reader is referred to the actual references as well as review articles.9,30 YSZ and SDC correspond 
to Yttria Stabilized Zirconia and Sm-doped Ceria, respectively. 
 
 

Material Ionic conductivity 
(S/cm) 

Temperature 
(K) Reference 

STO/BZO 0.35 ± 0.39 × 10$: 2000 This work, KLMC 

STO/BZO 0.35 × 10$: 2000 This work, MD 

BZO/Quartz 7.94 × 10$* 1000 Park et al.78 

STO/YSZ 5.15 × 10$; 773 Ruiz-Trejo et al.79 

STO/YSZ 3.25 × 10$* 773 Sillassen et al.11 

STO/YSZ 1.40 × 10$) 357 Garcia-Barriocanal et al.10 

STO/CeO2 2.40 × 10$( 823 Shi et al.80 

SDC/STO 3.0 × 10$) 673 Yang et al.41 

 
 
 Given in Table 2 are ionic conductivities at 2000 K for STO/BZO computed using KLMC 

and MD. Although there are no reports in literature for ionic conductivity measurements on 

STO/BZO, few experimental measurements for thin film electrolytes, wherein either one of the 

components is STO or BZO, are included in Table 2. It is imperative to note that since the 

experimental conductivities were measured at lower temperatures (< 1000	K), the main goal here 

is not to offer any quantitative comparison but discuss the qualitative behavior. Similar to the 

explanation for ionic conductivity in bulk STO, since the migration energy barriers in the KLMC 

simulations are higher than experimental values, the conductivity values at the same temperatures 

are expected to be lower than experimental values. In addition, fundamental factors such as 

experimental processing conditions, higher carrier concentration resulting from higher dopant 
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fraction, and having one component as an intrinsic ionic conductor (e.g., SDC and YSZ) are further 

responsible for the difference in ionic conductivities predicted from simulations and reported 

experiments. Analogous to the bulk STO behavior, we expect that the KLMC conductivities in 

STO/BZO will scale appropriately in accordance with lower migration barriers and fall within the 

range of the experimental measurements. That is, the KLMC model has adequate fidelity to offer 

qualitative understanding of the fundamental mechanisms dictating the trends in ionic conductivity 

at oxide interfaces, which will be discussed in subsequent sections.  

 

3.3 Mapping ionic conductivity 

 Recall that the rolling window method grants us the ability to track local changes in 

conductivity experienced by a vacancy as it traverses the structure. Using this, we can generate a 

map of local ionic conductivity and its variation as a function of location, which in this case was 

generated for the sample at 3500 K. Starting with the TiO2–BaO/SrO–ZrO2 heterostructure, Figure 
7a suggests that vacancies experience lower conductivity along the dislocation lines. This holds 

true for both the SrO–ZrO2 interface across the periodic boundary and though partially obscured, 

the TiO2–BaO interface in the middle. Interestingly, the coherent terraces of TiO2–BaO 

demonstrate slightly higher conductivity than the dislocation lines. It should also be noted that 

most of the bulk is sorely undersampled, with relatively few trajectories passing through it. This 

reveals that vacancies spend most of their time near the interfaces, an observation that will be 

further discussed in the next section. The SrO–BaO/TiO2–ZrO2 heterostructure, as seen in Figure 
7b, demonstrates a very different story. Specifically, the TiO2–ZrO2 interface offers consistently 

meager conductivities in both its coherent terrace and dislocation lines, not just one or the other. 

Interestingly, the SrO–BaO interface in the center exhibits an extremely regular pattern as well as 

higher conductivities. 

 
 
Figure 7. 3D plot of windowed ionic conductivity and position for every vacancy. Data was taken 
from aggregating all the simulations run at 3500 K. (a) TiO2–BaO (central)/SrO–ZrO2 (periodic). 
In this case, the color scale was capped to 1.3x10 – 4 S/cm (b) SrO–BaO (central)/TiO2–ZrO2 
(periodic). The red lines indicate the location of misfit dislocations, wherein only one side of the 
periodic boundary is shown as the other is hidden in the back of the figure but has the same 
structure. 
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To further investigate the influence of misfit dislocations on conductivity, we took cross-

sections (Figure 8) of the two interfaces in the SrO–BaO/TiO2–ZrO2 heterostructure at 2500 K. 

For the SrO–BaO interface (Figure 8a), we observe an almost hour-glass shaped region of higher 

conductivity. Observed regularity indicates that this interface exhibits relatively low atomic 

relaxation, as far as conductivity is concerned. Additionally, this region coincides with the misfit 

dislocation lines indicating that misfit dislocations generally improve conductivity, at least in their 

immediate vicinity, at this interface. On the contrary, at the TiO2–ZrO2 interface (Figure 8b), 

lower conductivities are encountered, with misfit dislocations having minimal impact on 

increasing conductivities. The horizontal streaks in Figure 8b are due to alternating pattern of 

favorable and unfavorable sites for oxygen vacancy migration in the ZrO2 layer. As a result, the 

migration pathway out of the favorable sites takes the oxygen vacancy one layer inward from the 

interface. However, due to the atomic arrangement of the interface, this is not possible in the 

vertical direction for nearest-neighbor jumps as barium atoms are in the way resulting in the 

observed pattern. This variation in conductivities between SrO–BaO and TiO2–ZrO2 interfaces 

reveals that not all misfit dislocations are conducive for faster ionic transport. In addition to the 

interfaces, it is likely that the vacancies could spend more time in the bulk if more trajectories are 

sampled in that area due to e.g. entropic considerations (i.e., there simply being more bulk than 

interfacial sites for the vacancy). However, it must be noted that these conductivity plots cannot 

offer a complete understanding of where vacancies spend the most of their time. Since trajectories 

tend to obscure one another, it can only indicate that vacancies spent some of their time in a given 

(a) (b)
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place. In fact, as we will explore in the next section, vacancies actually spent rather little time in 

the bulk compared to the interface. 

 

Figure 8. 2D cross section of windowed ionic conductivity and position for every vacancy at the 
(a) SrO–BaO and (b) TiO2–ZrO2 interfaces. Shown here is the subset of all data that traveled 
within 5 Å of the SrO–BaO and TiO2–ZrO2 interfaces, projected onto the YZ (the interfacial) plane. 
Data taken from aggregating all simulations for this heterostructure run at 2500 K. 
 

 
 
 

3.4 Mechanisms for ionic diffusion 

 To investigate the atomistic mechanisms for ionic diffusion, we begin looking at how the 

vacancies are diffusing and where they spend most of their time. Firstly, in all cases where the 

temperature was high enough to allow vacancy movement, the vacancies spent the vast majority 

of their time near the interfaces. To illustrate this, Figure 9 shows a histogram of the total number 

of timesteps that vacancies spent at a particular position. Evident from Figure 9a for TiO2–

BaO/SrO–ZrO2 heterostructure, vacancies appear to spend a similar amount of time at the TiO2–

BaO interface as they do at the SrO–ZrO2 interface. However, not all interfaces exhibit such a tight 

grip over vacancies.  As shown in Figure 9b for SrO–BaO/TiO2–ZrO2 heterostructures, vacancies 

did not spend a significant amount of time near the SrO–BaO interface compared to the TiO2–

ZrO2 interface. This outcome is primarily due to the SrO–BaO interface exhibiting the least amount 

(a) (b)
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atomic relaxation of the four interfaces. As a result, the odds of any traps forming at the SrO–BaO 

interface would have been greatly reduced, and vacancies would escape to the TiO2–ZrO2 interface 

where they are likely to be trapped. 

 
Figure 9. Histogram showing the total number of timesteps all vacancies spent within a range of 
48 x-bins, one for each atomic layer in the crystal in (a) TiO2–BaO/SrO–ZrO2 and (b) SrO–
BaO/TiO2–ZrO2 heterostructures. This data was aggregated from all simulations run at 3500 K.  
The system is periodic, so the left-end of the plot wraps around to the right-end. 
  

 
 
  

Rather importantly, the disproportionate amount of time spent at the interface demonstrates 

that the vacancies are, indeed, getting trapped.  From here, we can easily determine where in the 

interface they are being trapped.  To this end, Figure 10a displays the total number of timesteps 

all vacancies spent at various sites in the SrO–BaO/TiO2–ZrO2 heterostructure. Immediately, we 

can observe that vacancies spend the majority of their time on or near the misfit dislocation lines.  

Conversely, relatively little time is spent in the bulk and coherent terrace alike. Meanwhile, as 

shown in Figure 10b, the TiO2–BaO/SrO–ZrO2 heterostructure exhibits radically different 

behavior. Here, the situation appears to be reversed as vacancies tend to spend the majority of their 

time on the coherent terrace, with slightly less time spent on the dislocations. Such an affect 

appears to be strongly driven by the interfacial chemistry, which was also a key driving factor in 

influencing the oxygen vacancy migration barriers.56 Via further analysis, we found that these sites 

where the vacancies spend the majority of their time in the coherent terraces perfectly lined up 

with locations next to the zirconium or titanium atoms on the opposite side of the interface. Since 

(a) (b)
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these cations are part of a electrostatically favorable interface region, oxygen vacancies avoid 

hopping to the site opposite to these cations, and prefer spending time at sites where there are no 

cations or anions across the interface.56 The observed trend in ionic diffusion reveal a fundamental 

influence of the atomic layer chemistry across both sides of the interface and its ultimate impact 

on ionic conductivity. 

 

Figure 10. The total number of timesteps for which various sites were visited by all vacancies in 
(a) SrO–BaO/TiO2–ZrO2 and (b) TiO2–BaO/SrO–ZrO2 heterostructures. This data was 
aggregated from all simulations run at 3500 K. In (a), the TiO₂–ZrO₂ interface is across the 
periodic boundary, while the SrO–BaO interface is in the center. In (b), the SrO–ZrO₂ interface is 
across the periodic boundary, while the TiO₂–BaO interface is in the center. The opposite 
(periodic) sides in (a) shows a similar pattern. The pattern visible in (b) shows up on both the 
opposite (periodic) side, and the center. 
 
 

 
 
 

 

3.5 Oxygen vacancy traps 

 As mentioned sporadically, a major impediment to vacancy migration is when vacancies 

become trapped at a particular site. Trapping occurs when a vacancy falls into a deep local energy 

minimum, where higher thermal energy is required to escape. In our simulations, we found 

vacancy trapping to be a common occurrence.  Figure S1 shows the proportion of time spent by 

all vacancies in the top one thousand most frequently visited sites. Here, we see only a handful of 

atoms account for the vast majority of time spent by vacancies. Indeed, in the case of TiO2–

(a) (b)
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BaO/SrO–ZrO2 at 3500 K (Figure S1a), we found that a mere five sites out of 13,140 account for 

a quarter of time spent by the vacancies. A similar story unfolds in the SrO–BaO/TiO2–ZrO2 

heterostructure (Figure S1b), wherein only four atoms accounted for a quarter of the time spent 

by vacancies. Furthermore, three of those four sites lay on the TiO2–ZrO2 interface, demonstrating 

its ability to trap vacancies. This behavior is consistent with the landscape for migration energy 

barriers,56 since lower activation energies are uncovered when oxygen vacancies migrate toward 

certain locations, but higher energies when they hop away, revealing that vacancies would 

eventually get trapped and impact the ionic transport. 

 

3.6 Comparison to molecular dynamics simulations 

As with KLMC, MD simulations were first conducted in bulk STO and BZO. Figure 11 

shows the diffusivity of oxygen vacancies at a range of temperatures using Equations 2 & 3, as 

well as the ionic conductivity using Equation 4. The MD simulations agree well with the KLMC 

model showing 0 S/cm ionic conductivity at temperatures < 1500 K and an exponentially 

increasing conductivity with temperatures > 1500 K. Further, at the highest temperature shown in 

both methodologies, MD predicts ~ 5e-4 S/cm for BZO and ~3e-4 S/cm for STO, remarkably 

similar to the values from KLMC of ~ 4e-4 S/cm and ~3e-4 S/cm. Some small discrepancies 

between the methodologies do exist at temperatures between these extremes which is likely due to 

the larger amount of sampling done during the KLMC procedure compared to the single trajectory 

generated through MD. Overall though this indicates that the KLMC procedure is capturing the 

necessary features of the MD and recovering comparable trajectories.  

 

 
 
 
 
 
 
 
 
Figure 11. (a) Diffusivity and (b) ionic conductivity of oxygen vacancies against inverse 
temperature in bulk STO and BZO averaged over 10 ns of MD. The dashed line in (b) is generated 
from the exponential fit in (a). 
 



 25 

 
 

Diffusivity and ionic conductivity results at the interfaces of interest are shown in Figure 
12. Overall, they show a strong agreement with KLMC results particularly at SrO–BaO, SrO–ZrO2 

and TiO2–BaO interfaces though, generally, MD finds slightly higher conductivities. This is likely 

due to atomic rearrangements at the interface caused by the high temperature, which are captured 

in the oxygen MSD, rather than actual motion of the oxygen vacancies. This effect would not be 
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captured in the KLMC model as it explicitly only tracks the motion of the pre-determined 

vacancies. Further, the TiO2–ZrO2 interface shows significantly higher ionic conductivity than 

suggested by KLMC, specifically at higher temperatures. However, no MD data is generated at > 

2800 K so this may be a result of an unreliable extrapolated fit due to the high effective energy 

barrier for migration of oxygen vacancies at this interface of ~1.5 eV (extracted from the diffusivity 

plot) and the resulting lack of MD sampling at the lower temperature range. In MD simulations, 

the operational temperature range is limited at low temperature by lack of transport during the 

timescale of our simulations while, at high temperature, the structure of the interfaces begins to 

change, an effect we are not interested in this work. This problem is not present in KLMC, as can 

be seen in Figure 9b, which shows high sampling at this interface and presumably a more reliable 

result highlighting the need for these discrete-time based methods which are, in some sense, 

indifferent to the height of the energy barrier. 

During MD, the location of oxygen vacancies was captured and are presented in Figure 
13. Interestingly, in the atomic system containing SrO–BaO interfaces (Figure 13 (a)) there are 

significant signals of oxygen vacancies in the bulk-like regions, away from the interface. This 

indicates that the vacancies are not strongly bound to the interface and perhaps can migrate 

between interfaces which will contribute to the high diffusivity seen in Figure 12. Additionally, 

the vacancies seem to favor the STO-side of the interface, indicating a lower formation energy at 

this side of the interface. Directly counter to this, oxygen vacancies appear strongly bound to the 

TiO2–ZrO2 interfaces (Figure 13 (d)) where no oxygen vacancies were detected in the bulk-like 

regions. In systems containing SrO–ZrO2 (Figure 13 (b)) and TiO2–BaO (Figure 13 (c)), there is 

some low trace of oxygen vacancies in the bulk-like regions which seem to favor the STO bulk 

over the BZO bulk indicating some transport through these bulk regions. Additionally, the 

vacancies are concentrated within varying widths of the interfacial plane from tight profiles such 

as in SrO–ZrO2 (Figure 13 (b)) or more distributed profiles as in TiO2–BaO (Figure 13 (b)), 
highlighting the complex influence that that the chemistry/structure of the interface has on the 

defect dynamics. 

 

Figure 12. (a) Diffusivity and (b) ionic conductivity of oxygen vacancy against inverse 
temperature at interfaces of interest averaged over 10 ns of MD. The dashed line in (b) is generated 
from the exponential fit in (a). 
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Figure 13. Normalized histogram of the location of oxygen vacancies averaged over the 10 ns MD 
runs at 2600 K. The dashed lines indicate the approximate positions of the interfaces. 
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As we have seen, both methodologies find that ionic conductivity at SrO–BaO is predicted 

to be significantly higher than all other interfaces over the full range of temperatures investigated. 

Interestingly, analyzing the MD trajectories at this interface as shown in Figure 14(a), we see no 

detectable influence of the dislocation patterns on the migration pathways of oxygen vacancies, 

the vacancies seemingly exhibit a random walk at the interface and into the bulk. This is seemingly 

in stark contrast to the analogous image from KLMC (Figure 8(a)). However, analysis of the 

KLMC trajectories only reveal motion along the dislocations as a consequence of the ability to 

quantify the local ionic conductivity. This is only possible due to the explicit treatment of the 

location of the vacancies measuring, which is not possible in MD. This presents yet another 

advantage of the KLMC algorithm as it enhances the ability of in-depth analysis of this type. 

 



 29 

Figure 14. Trajectory of oxygen atoms in the MD simulation at 2600 K colored by time of the 
trajectory. Orange lines represent the approximate position of the interfacial dislocations and pink 
regions indicate the approximate position of the coherent terraces between the dislocations. 
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Counter to this, we recover sharp outlines of the dislocation pattern and coherent terraces 

in SrO-ZrO2, shown in Figure 14 (b). Firstly, we see that the dislocations provide pathways for 

oxygen migration within the interface. Presumably, oxygen vacancies are attracted to these 

dislocation lines and use them as fast pathways along the interface. Additionally, we can see that 

the coherent terraces provide pathways for oxygen vacancy migration through the STO bulk-like 

region between interfaces. Since the oxygen vacancy behavior in Figure 13 (b) shows similar 

activity on either side of the STO region, we infer that there is not necessarily a net translation of 

atoms to either interface, rather a churning mechanism where oxygen continuously cycles between 

interfaces. We also see much fewer trajectories through the BZO bulk-like region, consistent with 

Figure 13 (b). This effect is seen to a lesser degree in TiO2-BaO (Figure 13 (c)) where dislocation 

lines can be recovered less clearly, implying a lower binding energy of the oxygen vacancy to the 

dislocation lines and migration into the bulk-like STO is also seen within coherent terraces.  

Finally, in TiO2–ZrO2, we can partially recover the dislocation lines, though there is 

significant oxygen vacancy activity extending around the intersection point of the dislocation lines 

rather than along them, this could indicate that these regions are traps for oxygen vacancies which 

may be the reason for the low diffusivity at this interface. Further, we can see that in this case, 

coherent terraces do not provide pathways for migration into bulk-like STO/BZO, indeed, the 

vacancies are strongly bound to the interface which is likely a result of the strong binding to the 

dislocation intersections which would contribute to the lower diffusivity at this interface and is 

consistent with Figure 13 (d). 
 

4. Discussion 

 Diffusion mechanisms in bulk oxides are essentially governed by the diffusion of point 

defects, namely interstitials and vacancies.81 In bulk perovskites,82 and SOFC electrolytes in 

general,83 oxygen vacancy diffusion is the primary mechanism for ionic transport. While 

mechanisms for oxygen vacancy diffusion in bulk oxides are widely accepted,30,82,83 the same 

cannot be argued for vacancy diffusion at oxide interfaces.9 The complexity associated with 

studying vacancy diffusion mechanisms at oxide interfaces is obvious from the results herein as 

careful consideration of several basic factors is necessitated. Foremost is the inclusion of misfit 

dislocations in mismatched semi-coherent oxide interfaces. Next is the interface layer chemistry, 
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which also dictates the misfit dislocation structure. As revealed here, these fundamental factors 

not only influence the thermodynamics of oxygen vacancy formation and migration56 and the 

formation of dopant-defect clusters,45 but also impact the kinetics of oxide ion diffusion.  

Figure 6 clearly shows the variation in ionic conductivities as a function of interface layer 

chemistry, an effect that is unlikely to be observed in bulk oxides as, again, sites are much more 

alike in the bulk than at the interface, wherein the chemical environment surrounding the starting 

and ending location of the oxygen vacancy is more or less homogeneous, barring in the vicinity of 

dopants. The influence of interface layer chemistry and resulting misfit dislocation structure on 

ionic conductivity could be some of the basic factors accountable for reported polarizing results in 

ionic conductivity measurements.10,11,17,18,19,20,21,22,23, 24,25,34,35  and computational studies.26,36,37 In 

general, these experiments do not report the precise termination layer chemistry or the prevailing 

misfit dislocation structure at oxide interfaces. In addition, it is probable that there are mixed 

terminations at oxide interfaces.84 As a result, it is conceivable that for a given thin film oxide 

electrolyte, measurements performed in different experiments or perhaps even in the same 

experiment are characteristic of different interface layer chemistries and resulting misfit 

dislocation structures, which could potentially lead to discrepancies in reported values of ionic 

conductivities. 

Despite the fact that interfaces offer favorable locations for oxygen vacancy formation in 

STO/BZO heterostructures,45,56 certain interfaces generate traps for oxygen vacancies in coherent 

terraces as well as at misfit dislocations, which decreases the ionic conductivity. These results 

convey that neighborhoods encouraging vacancy formation might not necessarily lead to favorable 

migration pathways. That is, depending on the precise defect location and chemistry across the 

interface, some of these vacancies could sit in a deep potential minimum that require very high 

thermal energies to escape, which will ultimately influence conductivity. Nonetheless, trapping of 

oxygen vacancies owing to structural and chemical environment as observed at oxide interfaces is 

not plausible in the bulk, which is one of the reasons for the disparities in ionic conductivities at 

the interfaces versus the bulk. In bulk oxide electrolytes, vacancy-dopant association, vacancy-

vacancy repulsion, and vacancy clustering are potential mechanisms impeding ionic 

conductivity,62,81 and leading to a observed maxima in ionic conductivity as a function of dopant 

concentration.82,85 Because KLMC simulations were performed at high temperatures and low 

dopant fractions, vacancy-dopant association, an effect dominant at low temperatures was not 
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witnessed. Analogous to the bulk, it is likely that an average interface dopant fraction yields a 

maximum in conductivity in thin film oxide electrolytes. That said, to exclusively focus on the 

role of interfaces, we only considered few distinct dopant arrangements with low dopant 

concentrations at the interface layer. Consequently, results herein cannot predict the ideal dopant 

concentration at oxide interfaces that lead to peak in conductivity. It is worth noting that scanning 

every possible dopant arrangement and concentration enters the realm of the impossible in large 

oxide heterostructures and is beyond the scope of the current work.  

In general, the results reveal that ionic conductivity at STO/BZO interfaces (Figure 6) is 

somewhat lower than the bulk conductivity in STO and BZO (Figure 5). While these trends reveal 

that misfit dislocations at oxide interfaces strongly influence ionic diffusion, appraisals pertaining 

to bulk versus interface conductivity should be avoided for now as further work is necessitated to 

offer a comprehensive picture. For instance, KLMC simulations were performed for low dopant 

concentrations. At higher dopant fractions and ensuing higher vacancy fractions, mechanisms such 

as vacancy ordering,86 vacancy-vacancy repulsion,62 and vacancy-dopant association87,88 could 

come into play. In thin film nano oxides,89 owing to the high interface to volume ratio, several 

interfaces, including a mixture of different termination layers could contribute toward total ionic 

conductivity. The formation of interface space charge regions89,90 and its impact on ionic diffusion 

in the vicinity of misfit dislocations demands attention.9,30 How these various effects or a 

combination of them would play out will be addressed in future work via targeted KLMC models 

and additional migration barrier calculations for higher dopant and vacancy concentrations.  

Finally, we have demonstrated the significance of scrutinizing the basic role of misfit 

dislocations in influencing ionic diffusion in thin film electrolytes. Similar to STO/BZO, interfaces 

in semi-coherent oxide heterostructures are likely to exhibit chemically frustrated neighborhoods 

at misfit dislocations separated by electrostatically stable coherent terraces,42,44,45 which would 

impact ionic transport. As a result, fundamental insights pertinent to the impact of atomic scale 

structure of misfit dislocations and interface chemical composition on ionic conductivity are 

germane to a broader class of semi-coherent oxide heterostructures.38,8 As shown here for the SrO–

BaO interface in STO/BZO, certain interfaces in oxide heterostructures are likely to yield better 

conductivities. Since advanced synthesis and atomic layer deposition techniques allow for better 

control of interface layer chemistry, designing next-generation thin film oxide electrolytes with 
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desired interfaces and resulting misfit dislocation structure might offer a rational approach to 

improve the performance of IT-SOFCs. 

 

5. Conclusions 

 We developed a KLMC model to study ionic diffusion in oxide heterostructures. The 

model was initially tested for bulk samples, which demonstrated the anticipated increase in ionic 

conductivity with rising temperature. Mismatched oxide interfaces in STO/BZO heterostructures 

yielded a similar trend in increasing conductivity as a function of temperature. As opposed to the 

bulk, asymmetry at the interface, atomic scale structure of misfit dislocations, and interfacial 

chemical composition occupies a crucial role in vacancy diffusion as varying conductivities were 

uncovered amongst the four possible interfaces. The SrO–BaO interface yielded the highest 

conductivity due to the least amount of atomic relaxation, whereas the TiO2–ZrO2 interface was 

the least conducive towards ionic transport owing to the significant atomic relaxation. In between 

are the SrO–ZrO2 and TiO2–BaO interfaces, which are less conducive towards ionic conductivity, 

and in some cases tended to impede conductivity with their misfit dislocation lines frequently 

trapping vacancies. In several instances, oxygen vacancies were caught within traps, wherein the 

interface structure, especially the presence of misfit dislocations, plays a critical role. Even in cases 

where the thermal energy was sufficient to overcome the traps, oxygen vacancies nevertheless 

spent the majority of their time in the vicinity of the interfaces, often but not always near the misfit 

dislocations. These results shed light on the fundamental factors responsible for variation in ionic 

conductivity at oxide interfaces as compared to the grain interior. Crucially, it demonstrates that 

even within a given oxide heterostructure, disparate interfaces are likely to exhibit different 

conductivities owing to the interface structure, particularly that of misfit dislocations. This 

behavior could potentially elucidate the reported inconsistencies in ionic conductivities from 

experimental results for thin film oxide electrolytes.    
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