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Abstract: We discuss the (1+1)-dimensional wave maps equation with values in a com-
pact Riemannian manifold .#. Motivated by the Gibbs measure problem, we consider
Brownian paths on the manifold . as initial data. Our main theorem is the probabilistic
local well-posedness of the associated initial value problem. The analysis in this setting
combines analytic, geometric, and probabilistic methods.
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1. Introduction

1.1. Motivation. The wave maps equation is a geometric generalization of the linear
wave equation for scalar-valued fields to fields that take values in a Riemannian manifold.
Formally, a wave map ¢ : R'*! —  from (1 + 1)-dimensional Minkowski space R!*!
into a Riemannian manifold (., g) is a critical point of the Lagrangian action functional

Z@) i = f/ﬂ; (=19l + 19xl) dx dt.

Throughout this paper we work with the extrinsic formulation of the wave maps equa-
tion and we consider smooth, compact Riemannian target manifolds (., g) without
boundary. By Nash’s embedding theorem, we may regard . as an isometrically embed-
ded submanifold of some Euclidean space RP. We write ¢ = (¢, ..., ¢"): R*l —
M — RP for the corresponding extrinsic representation of the wave map and we denote
byll: T x T M — N . the second fundamental form of the embedding .# < RP.
Then the wave maps equation from (1 + 1)-dimensional Minkowski space to .# takes
the form

0, 0" " = —If;($)0,9' 9"/, 1<i,j k<D, 0<pu<L (WM)



The Wave Maps Equation and Brownian Paths Page 3 of 115 60

% 7 / 77 / %
08 ﬁ 6] i T H
4 EEEE| / mmmm
[waua] [Smwa]
I lJ |
04+ mE| 04~ |
[EisEsiE) ] 1
1) i || 18] )] 1
. +H . -
0.2+ | 0.2+
- JIE) 5]
o [T 0 I I
| ]
B e
04 02 g 106 04 02 — 06
0 02 —— — o8 0 02 T ——= 08
04 1 04 1
y x y X
-3 -5
(A) e=10 (B) e=10

Fig. 1. We display the approximations B¢ of the Brownian path B on S? for two different values of &. For

e =103, the path still looks relatively smooth. For ¢ = 1073, the path already exhibits heavy oscillations
on small scales. In spite of these oscillations, the behavior of the two approximation agrees on large scales

We use the standard conventions of raising or lowering indices with respect to the
Minkowski metric with signature (—+) on R!*!, and of summing over repeated upper
and lower indices.

The equation (WM) is invariant under the scaling

¢, x) = p(At, Ax), 1 >0, (1.1)

and solutions formally conserve the Hamiltonian

1 2 2
Hig. ¢ == | (101 + 129l dx. (12)
Our interest lies in the Cauchy problem for (WM) for initial data

(@, % P)i=0 = (¢0, 1)

given by maps
$0:R—> M, ¢1:R— 5T M, ¢1(x) € Tpye) M. (1.3)

Motivated by the problem of constructing and proving the invariance of the Gibbs
measure for the wave maps equation, we choose the initial data ¢9 as a Brownian path on
the manifold and the initial velocity ¢; as white noise on the pullback bundle ¢;T.Z. A
Brownian path B: R — ./ is the natural generalization of Euclidean Brownian motion
W: R — RP from the vector-valued to the manifold-valued case. As we will describe
below (Sect. 1.3 and Sect.2.6), the Brownian path B: R — . can be approximated
by smooth paths (B®).: R — .#, which are illustrated in Fig.1. In the literature,
Brownian paths are more commonly referred to as Brownian motion on a manifold,
but our terminology better distinguishes the argument of B = B(x) from the time-
coordinate in the wave maps equation (WM). Brownian paths are natural geometric
objects and have important applications to heat kernel estimates and index theorems.
For a detailed introduction, we refer the reader to the textbook [Hsu02]. The initial
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velocity V € B*T /, which is described in more detail below, is chosen as the natural
generalization of vector-valued white noise.
The Gibbs measure of the wave maps equation is formally given by

wepe—1 1 2 2 ”
st o0 =7 exp (= 3 [ ool +londx) dooder”, (19

where Z is a normalization constant. While the Gibbs measure in (1.4) has not yet been
constructed rigorously, we believe that the pair (B, V') accurately describes its samples.
This belief is based on the Wiener measure, which is the analogue of the Gibbs measure
in the parabolic setting (cf. [Hail6,BGHZ21]). The Wiener measure is formally given
by

1
avigo) =7V exp (= 5 [ 060l ar) don”

and has been constructed' rigorously by Andersson and Driver in [AD99]. Furthermore,
[AD99] proves that the Wiener measure is absolutely continuous with respect to the law
of Brownian paths, where the Radon-Nikodym derivative only depends on the scalar
curvature of the manifold.

We now state an informal version of our main result.

Theorem 1.1 (Informal version). The wave maps equation (WM) with initial data
(¢o, 1) = (B, V) is almost surely locally well-posed.

The statement and proof of Theorem 1.1 involve analytic, geometric, and probabilistic
aspects, which is our motivation for proving this theorem. As mentioned above and
further detailed below (see Sect. 1.4), Theorem 1.1 can also be seen as partial progress
towards proving the invariance of the Gibbs measure for the wave maps equation.

1.2. Related works. The study of the (1 + 1)-dimensional wave maps evolution of Brow-
nian paths on Riemannian manifolds features intriguing connections to several research
areas in partial differential equations. In this section we describe some of these con-
nections and we highlight related results on the study of the initial value problem for
dispersive and hyperbolic equations with random initial data, on the deterministic well-
posedness of (semi-linear) geometric wave equations, and on singular parabolic stochas-
tic PDEs. In view of the rich and vast literature on these subjects, we do not attempt to
be exhaustive.

1.2.1. Random dispersive equations Inrecent years, there has been tremendous interest
in random dispersive equations. In this introduction, we only discuss selected works
in this field and refer the reader to the surveys [BOP19,NS19], the introduction of
[Bri20], and the original works [BOP15,Bou94,Bou96,Bril8,Bri20,BDNY22,BT08a,
BT08b,CG19,DH19,DH21,DLM20,DNY19,DNY20,DNY21,GKO18,KLS20,KM19,
KMV20,LM14,NORBS12,00T20,00T21,0S8T21,ST21,Tzv15].

The main motivation of this work is the Gibbs measure problem for Hamiltonian
PDEs. At a formal level, we consider a symplectic manifold (//, w) of dimension

1 To be precise, [AD99] constructed the Wiener measure on the compact domain [0, 1] instead of R.
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dim(A") = 2n, where n € NU {o0o}, and a Hamiltonian H : .# — R. Then, the Hamil-
tonian equation and Gibbs measure are formally given by

¢ = VoH (@) (1.5)
and
w=Z exp(—H) 0", (1.6)
where Z is a normalization constant and " is the n-fold wedge product of w.

Gibbs measure problem. Prove the existence of the Gibbs measure and its invariance
under the Hamiltonian flow.

In the following, we only discuss proofs of invariance, and refer to aspects regarding
the existence of the Gibbs measure to [ADC21,GJ87,GH21]. To fix ideas, we further
restrict our discussion to the (renormalized) periodic defocusing nonlinear Schrodinger
equation (NLS). In dimension d = 2, it is given by”

i+ AP =0|"""p:  (t,x) e R x T2 (1.7)

Here, : |¢|”~!¢ : denotes the Wick-ordering of |¢|”~!¢. Inspired by Lebowitz-Rose-
Speer [LRS88], the seminal work of Bourgain [Bou94] solved the Gibbs measure prob-
lem for the (NLS) in dimension d = 1. In later work [Bou96], Bourgain also solved this
problem for (NLS) with (d, p) = (2, 3), i.e., the cubic nonlinear Schrodinger equation
in two dimensions. The main difficulties in [Bou96] stem from the low regularity of
the initial data. Let ¢ be a random sample from the corresponding Gibbs measure. In
particular, it holds almost surely that ¢g € H} (Tz)\Lﬁ (T2) for all s < 0. Since the de-
terministic critical regularity of (NLS) with (d, p) = (2, 3) is given by s = 0, the initial
value problem with ¢ (0) = ¢ cannot be solved using only deterministic arguments. In
order to utilize probabilistic cancellations, Bourgain wrote the solution as

¢ = "o+, (1.8)

where the nonlinear remainder i solves the forced nonlinear Schrodinger equation

iy + Ay =l + Y (ePpo+¥):  (t.x) e R x T2, (L.9)
V=0 = 0.

In the dispersive PDE community, the decomposition (1.8) is known as Bourgain’s trick.
In the parabolic SPDE community, a similar decomposition is often called Da Prato-
Debussche trick [DPD02]. Using a combination of dispersive and probabilistic estimates,
Bourgain proved probabilistic nonlinear smoothing for (1.9), which yields control over
¥ at the higher® regularity s = 1/2—.

The Gibbs measure problem for the two-dimensional (NLS) with higher-order non-
linearities, i.e., p > 5, was solved only recently by Deng-Nahmod-Yue [DNY19]. In
this case, the deterministic threshold for local well-posedness is s = 1 —2/(p — 1),

2 In dimension d = 1, the renormalization in (1.7) is not necessary.

3 In [Bou96], the contraction argument is actually performed at a regularity strictly between 0 and 1/2, but
a minor variant yields the optimal regularity 1/2— for ¥ (cf. [CLS21,DNY19]).
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which is higher than the regularity of the nonlinear remainder in Bourgain’s trick. The
main contribution of [DNY 19] is a more detailed random expansion, which is written as

¢ =g+ N (@) (" Pygo) +:z. (1.10)
N

Here, (h" (t))y is a sequence of random averaging operators, (Py)y is the sequence of
Littlewood-Paley projections, and z is a nonlinear remainder. The term h™ () (' Py ¢bo)
incorporates certain lowx . .. xlow xhigh-interactions between the solution ¢ and the
linear evolution of Py¢g, which are the worst interactions in (1.7). An essential fea-
ture of the argument in [DNY19], which was first observed in a different context by
the first author [Bri21], is that the random averaging operator 4" (¢) can be chosen as
probabilistically independent from the high-frequency data Py ¢p. In comparison with
Bourgain’s trick (1.8), the advantage of the random expansion (1.10) is that the nonlin-
ear remainder z lives at regularity 1—, which is above the deterministic threshold for
local well-posedness. More recently, the random averaging operators were generalized
to random tensors in [DNY20].

In dimension d = 3, the Gibbs measure problem for the (NLS) is still open. However,
the Gibbs measure problem has been solved for other three-dimensional dispersive equa-
tions in [Bri20,BDNY22,DNY?21,00T20,00T21]. Since a more detailed discussion of
this open problem is beyond the scope of this introduction, we refer the interested reader
to [DNY21, Section 1.2.1].

1.2.2. The wave maps equation The wave maps equation is a prime example of a semi-
linear geometric wave equation. Itis the natural generalization of the linear wave equation
on (1 + d)-dimensional Minkowski space for scalar-valued fields to fields that map into
a Riemannian manifold. Its nonlinearity arises from the geometric constraints imposed
by the target manifold and it contains the null form 8M¢" 3" ¢/ . The latter has a favorable
algebraic structure, which can be thought of as a cancellation property for the worst
interactions of parallel waves.

For sufficiently regular initial data the local well-posedness of the wave maps equation
in any space dimension d > 1 can be established using just energy estimates. At lower
regularities the null structure of the wave maps nonlinearity plays a key role for the local
existence theory. The optimal sub-critical local well-posedness in (H} x H} “HRY),

s > %, for d > 2 was obtained by Klainerman-Machedon [KM93,KM95,KM97] and
by Klainerman-Selberg [KS97,KS02]. In one space dimension d = 1 the analogous op-
timal sub-critical local well-posedness in (H x H (R, s > %, was established by
Machihara-Nakanishi-Tsugawa [MNT10]. The initial value problem for the wave maps
equation is expected to be ill-posed in (H} X Hg_l)(Rd) for s < %, see Tao [Tao00]
and references therein.

In one space dimension the global existence of finite energy solutions to the wave
maps equation just follows from the local well-posedness in (H! x L%)(R) and from
energy conservation. In contrast, the global regularity question, i.e., the global existence
of smooth solutions, becomes much more subtle in higher space dimensions d > 2, even
for small data. A key difficulty is that the wave maps nonlinearity is no longer perturbative

d d
at the critical regularity (Hy x Hf_l)(Rd ), more precisely this difficulty stems from
certain low-high interactions. An influential idea of Tao [Tao0Ola,Tao0O1b] to overcome
this issue is to exploit the gauge freedom of the wave maps problem, specifically the

freedom in the choice of coordinates on the target manifold or rather the freedom in
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the choice of frames on the tangent space of the target manifold, to define a physical
space gauge transform that recasts the wave maps nonlinearity into a perturbative form.
Using this insight, Tao established global regularity for wave maps into the unit sphere for
smooth initial data that is small in the critical Sobolev space, first in dimensions d > 5 in
[TaoOla] and then for all dimensions d > 2 in [TaoO1b]. These works also incorporated
a functional framework introduced in earlier global regularity results of Tataru [Tat98,
TatO1] for smooth initial data that are small in the critical homogeneous Besov space.
Other target manifolds were considered in [KR01,NSUO03,SS02,Kri03, Kri04, Tat05].

In the energy-critical case of d = 2 space dimensions, the dynamics of wave maps
with large energies is quite well-understood by now, while in the energy super-critical
case d > 3 little is known about the long-time behavior for large initial data. It turns
out that the geometry of the target manifold is decisive for the long-time dynamics of
wave maps with large energies in d = 2 dimensions. Indeed, the blowup analysis of
Struwe [Str03] in the equivariant case uncovered that singularity formation must be tied
to the existence of a non-trivial harmonic map into the target manifold. Krieger—Schlag—
Tataru [KSTO8], Rodnianski—Sterbenz [RS10], and Raphaél-Rodnianski [RR12] later
constructed examples of (equivariant) wave maps into the unit sphere that blow up in
finite time by concentration of a non-trivial harmonic map. Finally, the threshold con-
jecture for energy-critical wave maps asserts that global regularity is expected for initial
data with energy below the energy of any non-trivial finite energy harmonic map into the
target manifold. This conjecture was proved independently by Krieger—Schlag [KS12]
for the hyperbolic plane as the target, by Tao [Tao08] for all hyperbolic spaces, and
by Sterbenz—Tataru [ST10a,ST10b] for all target manifolds that can be isometrically
embedded into Euclidean space.

1.2.3. Singular parabolic SPDEs While the subject of this paper is the wave maps
equation (WM), which is hyperbolic, our methods are influenced by recent advances
on singular parabolic SPDEs. Since a complete discussion of the literature is beyond
the scope of this introduction, we only provide a broad overview and start with the
scalar-valued setting. While the methods are more general, the reader may think of the
parabolic @g—model, which is given by

Qo —Ap=—:¢p>+00-¢p+E (1,x) e RxT°. (1.11)

Here, the term “oo - ¢” denotes a further renormalization, which goes beyond the Wick-
ordering :¢>:, and & denotes space-time white noise. The local well-posedness of (1.11)
was first proven by Hairer in his seminal work on the theory of regularity structures
[Hail4]. Alternative approaches to singular parabolic SPDEs, such as the parabolic @g-
model, are given by the para-controlled calculus of Gubinelli, Imkeller, and Perkowski
[GIP15], the renormalization group approach of Kupiainen [Kup16], and an approach
of Otto and Weber [OW19]. Out of these four different approaches, the para-controlled
calculus of [GIP15] is closest to both the methods in this paper and the dispersive PDE
literature. In fact, it served as an inspiration for the random averaging operators in
[DNY19], which were previously discussed in Sect. 1.2.1.
‘We now leave the scalar-valued setting and consider geometric equations. In[BGHZ21,

Hail6], Bruned, Gabriel, Hairer, and Zambotti studied the geometric stochastic heat
equation, which is given by

gt = 07E + TV (he)0xpLor ] +h* (pe) + 0 (¢e)EL + VS (@) (t.x) € (0,00) x T.
(1.12)
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Here, (Ffj) are the Christoffel symbols, /4 is a given vector field, and (o;) are vector
fields which are chosen depending on the Riemannian metric g. The stochastic forcing
ES" is a smooth approximation of a space-time white noise &’ obtained through convolu-
tion with pg(f, x) : = 8’3,o(t/82, x/¢). Finally, Vé"g is a vector field which serves as a
renormalization and can depend on the vector fields o; and the convolution kernel p. The
main theorem [BGHZ21, Theorem 1.6] proves that the limit ¢ : = lim,_, ¢ ¢ exists on
a small time-interval. Furthermore, it proves that there exists a choice V, , = V777"
such that the limit ¢ does not depend on the choice of o or p. It is natural to call the
corresponding limit the solution of

3¢~ —8¢ +F (¢)8¢8¢1+hk(¢)+6 ()& (t,x) € (0,00) x T. (1.13)

The invariance of Brownian loops under the dynamics of (1.13) is still open and we refer
the reader to [BGHZ21, Section 4.3] for a detailed discussion.

In related works, Shen [She21] and Chandra, Chevyrev, Hairer, Shen [CCHS20,
CCHS22] obtained similar results for the stochastic Yang mills equation. The main result
of this paper (Theorem 1.4), which will be discussed momentarily, is a first step towards
extending the results of [BGHZ21,CCHS20,CCHS22,She21] to hyperbolic equations.

1.3. Main result and proof ideas. In most earlier results on wave maps, the initial data
is placed in the L2-based Sobolev spaces H} x Hg’]. For our purposes, it is more
convenient to work in the L>-based Holder spaces C5 x C3~! (see Definition 2.2).
There are two reasons for this: First, the Brownian path B and the white noise velocity
V have the same regularity in both Sobolev and Holder spaces. Second, the (1 + 1)-
dimensional linear wave equation is bounded on Hélder spaces, which is not the case
for the (1 + d)-dimensional linear wave equation in higher dimensions.

While the main focus of this paper concerns the wave maps equation with random
initial data, our estimates also lead to the following theorem on deterministic well-
posedness.

Theorem 1.2 (Deterministic well-posedness and mild ill-posedness). Let (A, g) be a
compact Riemannian manifold and let r € R.

(i) (Well-posedness) If r > 1/2, the wave maps equation (WM) is locally well-posed in
Cr x cr 1,

(ii) (Mild ill-posedness) If r < 1/2, M = SP-1 C RP, and D > 2, then the first Picard
iterate of the wave maps equation is unbounded on C}, x C ;’1.

Since the scaling-critical regularity of (WM) in Holder spaces is given by r = 0,
the mild ill-posedness for r < 1/2 does not stem from the scaling symmetry. Instead,
it is a result of bad high xhigh— low-interactions in the nonlinearity. Due to the mild
ill-posedness for r < 1/2, we cannot treat the wave maps equation with our random
initial data (B, V) using a deterministic contraction-mapping argument.

Remark 1.3. Theorem 1.2 only yields a rather mild form of ill-posedness. It would there-
fore be interesting to also prove stronger forms of ill-posedness such as the failure of
continuous dependence on the initial data or even norm inflation. Norm inflation may
however be difficult to establish in C7 x C7~! for 0 < r < 1/2 since the geometric
constraints ¢ (¢, x) € ./ prevent arbitrary growth in the L$°-norm. Since the main focus
of this article is on geometric and probabilistic aspects of the well-posedness theory, we
leave the proof of stronger forms of ill-posedness as an open problem (and refer the reader
to [Kis19,For20,FO20,0h17,ST20] for more detailed discussions of ill-posedness).
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Before we state the rigorous version of our main result (Theorem 1.4), we give a
precise definition of the random data. To this end, we first let W: R — RP be a Eu-
clidean Brownian motion in the ambient space and we fix a reference point By € .. For
each p € M, welet P(p): RP — Ty, # be the orthogonal projection onto the tangent
space of ./ at p. Then, the Brownian path B: R — . is defined as the solution to the
Stratonovich SDE

dB(x) = P(B(x)) odW(x), B(0) = By € /. (1.14)

In addition to the Brownian path B itself, we also define smooth approximations
(B%)s: R — . We implicitly restrict the parameter ¢ to dyadic numbers, but do
not further reflect this in our notation. We then first define the smooth approximations
(W), : R — RP of the Euclidean Brownian motion W by

We = P, W,

where P,-1 is the Littlewood-Paley projection from Definition 2.1 below. Then, we
define the smooth path B¢: R — . as the solution to the classical ODE

0y B®(x) = P(B®(x))dx W®(x), B*(0) =By e M. (1.15)

In Corollary 2.34 below, it is shown that the smooth paths (B¢), converge to the Brow-
nian path B in Cj, for s < 1/2. It remains to define the white noise velocity V and

its smooth approximations (V®),. To this end, we let W:R — RP be an independent
copy of W and define W* := P,1 W. Then, we explicitly define

VE(x) := P(Bf(x))d, W (x). (1.16)

Due to the projection P (B?®(x)), it holds that V® € (B*)*T/, i.e., V¥ (x) € Tpe) M
for all x € R. In Corollary 2.34 below, it is shown that (V). converges in Cfozl for
s < 1/2. Therefore, we can define the white noise velocity V as

V:=1lim V. (1.17)

e—0

Equipped with the Brownian path B, the white noise velocity V, and their smooth ap-
proximations, we can now state our main result.

Theorem 1.4 (Probabilistic local well-posedness). Let B: R — # be the Brownian
path, let V. € B*T M be the white noise velocity, and let (B®)¢=o and (V¥)¢=( be their
smooth approximations. Then, for all t > 0 and R > 1, there exists an event &(t, R)
such that the following two properties hold:

(i) (“High”-probability) We have that
P(&(t,R)) > 1—CRexp(—ct™°),

where C = C(M) > 1 and ¢ > 0 are constants.
(ii) (LWP) On the event &(t, R), the smooth global solutions ¢° of (WM) with initial
data ¢¢[0] = (B*, V¥) converge in (C?C; N C}C;_l)([—r, 7] X [—R, R] — ).
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We note that the local well-posedness statement in Theorem 1.4 is slightly non-
standard since, in order for P(%(r, R )) to be close to one, T needs to be small depending
on R. Put differently, Theorem 1.4 does not yield local well-posedness in time, but rather
yields local well-posedness in space-time. Since the random data (B, V') does not decay
in space and the wave maps equation exhibits finite speed of propagation, this version
of local well-posedness is natural.

We now describe the main ideas in the proof of Theorem 1.4. Throughout this infor-
mal discussion, we denote the regularity parameter for the Brownian path by s < 1/2.
Furthermore, we formally set ¢ = 0 and omit smooth cut-off functions from our nota-
tion. The first step, which was already used in [KT98, MNT10,Tao00], is to switch from
Cartesian to null-coordinates. We define

u:=x—t and v:=x+1.

Due to d’ Alembert’s formula, the linear evolution of the initial data (B, V') is given by*

P, v) = ¢* () + 97 (v), (1.18)
where
1 X
¢ (x) = z(B(x):F/O dy V(). (1.19)

We refer to ¢* and ¢~ as the right and left-moving linear waves, respectively. The wave
maps equation in null coordinates is given by

Glu=y = B, (0y — 0,)Plu=y = V. (1.20)

iauamk = I, ()09 Dy

The most difficult aspects of our argument are linked to the absence of nonlinear

smoothing for (1.20). In particular, we cannot rely on Bourgain’s trick. Instead, we

require a more delicate Ansatz, which is related to but different from the random aver-

aging operators in (1.10). To motivate this Ansatz, we heuristically discuss low xhigh
and high xhigh— low-interactions.

1.3.1. Lowx high-interactions Our treatment of the low x high-interactions is motivated
by the gauge transform of Tao [TaoOla,TaoOlb], which was already mentioned in
Sect. 1.2. While we will also be multiplying the (linear) evolution with a low-frequency
modulation, our construction of the modulation differs significantly from [TaoOla,
Tao01Db].

We first recall from (1.18) that the linear evolution is given by ¢]iin(u, v) = ¢+’i (u)+
¢! (v). We now focus on the right-moving component ¢*(u) and restrict to fre-
quencies of size ~ M. The corresponding portion of the linear evolution is given by

qb;[,,’i (u) : = (Py¢™")(u). More generally, let us replace ¢>1+V[’i (1) by the modulated right-
moving wave AX,; A v)¢;,im (u). For the moment, we assume that the modulation
4 For technical reasons, we will later write the linear evolution as lin = 0(pT (1) + ¢~ (v)), where § > 0

is a small parameter. Due to this, we will need to adjust the definitions of ¢* and ¢, see e.g. (3.2). In the
introduction, we ignore this technicality.
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AX,’Iim is supported on frequencies of size ~ 1 in both variables. Inserting this compo-
nent into the nonlinearity yields

—I (@ (. )3 (A}, (0, V)@Y ()) Dup? (at, v).

Since we are currently discussing low x high-interactions, we turn to the sub-term
= PL (5 (9)0007) (. v) 80 (A3, (e, )" (). (1.21)

where the product IIf.‘j (¢)d,¢ enters at low frequencies in both variables. Eventually, we
will solve the wave maps equation (1.20) using its Duhamel integral formulation. Using
explicit calculations (see Proposition 2.23), the Duhamel integral of (1.21) is of the form

Duh [ — PLY (I @)0,87) (w03, (A7, (0, 0B (u))]
v _ _ (1.22)
= _( / dv’PQf(lIf.‘j(@avqsf)(u, VAN, v/))¢;}m(u)+{error terms}.

The leading term in (1.22) has the same regularity as ¢}, (u), which witnesses the ab-
sence of nonlinear smoothing. In particular, (1.22) cannot be absorbed into a smoother
nonlinear remainder. However, the leading term in (1.22) is exactly of the same form

as our starting point A;’Iim(u, v)rﬁ,}m (u). Therefore, we can hope to absorb it into the

k-th component A;Ikm (u, v)qb;,l’m (u). By pursuing this idea, one is quickly lead to the
ordinary differential equation (ODE) given by

Bu Ay (. v) = —PL (I (@)3u¢) (. ) AV, (v, A, (ww) = 8, (123)

The initial value AX,Ikm (u,u) = 8,’; in (1.23) is due to the linear evolution, which has

to be contained in A;,;’fm (u, v)¢y;" (). Provided that the pre-factor Hfj ()0, is well-
defined, the ODE (1.23) can easily be solved using the Picard-Lindelof theorem. Unfor-
tunately, (1.21) is an oversimplification of all low x high-interactions. As a result, (1.23)
does not present itself as a suitable model for the modulation equations (see Sect. 8).
This is due to a further culprit hidden in IIf.‘/. (¢)d,¢/, which is given by

PLY (5 (9)) (. v) dury” (v). (1.24)

Here, ¢~ is the left-moving component of the initial data and we take | < N < M S
Restricting our attention only to the contribution of (1.24), we are led to the ODE

aUA;/fm (u,v) = —Pgl" (I () (u, ) A}, (1, v) By (). (1.25)
It is evident from (1.25) that we should no longer view the modulation A;’/fm as being
supported on frequencies of size ~ 1 in the v-variable. Unfortunately, (1.25) cannot be
solved using classical theory for ODEs. The reason is that ¢~ only has regularity s, which
suggests that v — A}, (u, v) also only has regularity s. Since s < 1/2, the regularity
information is insufficient to even define the right-hand side in (1.25). Instead of classi-
cal ODE methods, we utilize the para-controlled approach to rough ODEs by Gubinelli,

5 When N > M, the roles of ¢* and ¢~ should be reversed.
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Imkeller, and Perkowski [GIP15]. Due to certain high x high— low-interactions, which
will be described in Sect. 1.3.2, it is convenient to separate the cases | < N < M 1-3
and M=% < N < M. After reversing the roles of the u and v-variables, we are lead to
the following four terms in our Ansatz:

(1) The modulated right-moving wave AL’ o, v)¢;}’” ().
(2) The modulated left-moving wave A;ln (u, V)" (V).
(3) The bilinear term By, y .. (u, v)$y;" w)py" (v), which contains left and right-

moving components and only occurs when min(M, N) > max(M, N y1=8,
(4) The nonlinear remainder ¥* (1, v), which lives at a higher regularity.

1.3.2. Highxhigh— low-interactions As stated in Theorem 1.2, the one-dimensional
wave maps equation is (deterministically) ill-posed in C” for all r < 1/2, which is a
result of high x high— low-interactions. This is in sharp contrast to the deterministic the-
ory for wave maps in high dimensions [NSU03,SS02, Tao0O1a], where high x high— low-
interactions are relatively harmless. In order to go beyond the deterministic theory, we
need to rely on probabilistic cancellations for the Brownian path B and the white noise
velocity V. The main ingredient is the high xhigh— low-estimate

E| max max sup M*®
1,452 1<0,j<D yoN

Pug1 ()0, Py <X>HCH} sbo (120

where +1, 4> € {+, —}. We emphasize that since s + (s — 1) < 0, the left-hand side in
(1.26) cannot be bounded using only that ¢ € C*. In our analysis, we then encounter
two different forms of frequency-resonances.

Frequency-resonances involving only the linear waves ¢=: These terms cannot even
be defined using only deterministic estimates, but are relatively harmless once the prob-
abilistic ingredient (1.26) is taken into account. To illustrate this, let K ~ M ~ N be
comparable frequency scales and consider the cubic term

PL ($" 0,8} )03 (v). (1.27)

The term (1.27) naturally occurs after a para-linearization of the second fundamental
form I(¢) in (1.20). It has u-frequency ~ 1, v-frequency ~ N, and, due to (1.26), the
amplitude

| P2, (0% dudy" )by )| o SMTN'T ~ NIT2L - (128)

As our analysis will show (see Lemma 4.4 and Proposition 5.3), (1.28) is sufficient to
treat the cubic term (1.27) as a smooth remainder.

Frequency-resonances involving the linear ¢ and the remainder : These terms can
be defined using only deterministic ingredients. Despite being well-defined, however,
the resulting estimates of the resonant term are worse than (1.28).

Let r € (1/2,1) denote the regularity of the smooth remainder € C]CJ (see
Definition 2.2 below). Similar as in (1.27), we let K ~ M ~ N be frequency scales and
consider the resonant term

3 (PEV*(u, v) 3uy™ )y (V). (1.29)
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In comparison with (1.27), we only replaced ¢I+<’k (u) by P¢ 1//" (u, v). We make no restric-
tions on the v-frequencies of ¥*(u, v), and the worst case corresponds to v-frequencies

of size ~ 1. Since € C, C, is arbitrary, we can only use direct (deterministic) estimates
of (1.29), which yield

P2, (PEW ., v) ugy;" ) 0upy" ()] oo S K" M'TIN'TS ~ NI (1.30)
Since r < 1, the estimate is worse than (1.28). More importantly, it only holds that

| P2, (Pt . v) ug” @) 30y )| o1 ey
S VTN PL (PRYH (. v) dug” (u))am;,’”(v)u% (1.31)
< N1—2S.

Since s < 1/2, the right-hand side of (1.31) is unbounded in N. As aresult, (1.29) cannot
be absorbed back into the nonlinear remainder . Instead, (1.29) forms an additional
contribution to the modulated left-moving wave A;,’n (u, v)d)X,’"(v). Unfortunately, the
high x high— low-interactions between ¢* and ¥ do not only occur in (1.29), but are
part of many different terms in Hfj (¢)0,0' 0,0/ .

We remark that (1.30) can be improved if the condition N ~ M is replaced by
N < M=% This is the reason for introducing the bilinear term ij’ N (10> V)P (1)

¢;,’" (v), which isolates the problematic case N > M -4,

1.3.3. Further remarks We now make further remarks and a few comparisons of this
article with related works.

(1) While the (1 + 1)-dimensional wave maps equation is completely integrable (see
e.g. [KT98,Poh76,TU04]), our argument does not rely on complete integrability.
In fact, our well-posedness theory also applies to the more general system

00"t = —I; (93,9 0" ¢/ + FX ().

where F is (the extension to RP of) a vector field on ..

(i1) The approximations (B€)¢=q and (V¢)¢so from (1.15) and (1.16) and the corre-
sponding wave maps (¢€).~ o depend on the convolution kernel p, which is used in
the definition of our Littlewood-Paley operators (see Definition 2.1). However, we
expect that their limits B, V, and ¢ do not depend on the precise choice of p. Thatis,
we expect that any convolution kernel p satisfying the conditions in Definition 2.1
leads to the same limit. This should follow from variants of Lemma 2.30.(ii),
Proposition 2.32.(vi), and Proposition 2.33.(vi), whose proof should allow us to
control the differences between stochastic objects based on p and p.

(iii) In this article, we view the compact Riemannian manifold .# as an isometrically
embedded submanifold of a Euclidean space R”. But neither the isometric em-
bedding nor the Euclidean space R are unique, and it is an interesting problem
to show that the (law of the) limit ¢ does not depend on them.

(iv) The modulated linear wave A ,, Non (u V)Py " (v) shares similarities with the adapted
linear evolutions in [Bri21] and the random averaging operators in [DNY19], see
Sect. 1.2.1. However, the modulation A, and linear wave ¢, are probabilistically
dependent. There are two reasons for this: First, the geometric constraints on the
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v)

(vi)

(vii)

(viii)

Brownian path B and white noise velocity V create probabilistic dependencies
between low and high frequencies. Second, the high xhigh— low-interaction in
(1.30), which enters into the modulation A, depends on high frequency terms in
the initial data. To compensate for the lack of probabilistic independence, how-
ever, the linear map ¢, — A;,ﬁ (u, v)d);,’" (u) consists of a simple multiplication,
which is easier to handle than the random averaging operators in (1.10).

In [KLS20], two of the authors in joint work with J. Krieger obtained a probabilistic
small data global existence result for the energy-critical Maxwell-Klein-Gordon
equation relative to the Coulomb gauge. It is the first global existence result for a
geometric wave equation for random initial data at super-critical regularity. Simi-
larly to [Bri21], the proof is based upon an induction on frequency procedure and
an adapted linear-nonlinear decomposition. The latter relies on a delicate global
parametrix construction. It is worth noting that already in the deterministic study of
the global well-posedness of the energy-critical Maxwell-Klein-Gordon equation,
certain low-high interactions are non-perturbative at critical regularity and have to
be incorporated into the linear operator. In comparison to [KL.S20], a novel feature
of this work is that the random data arises naturally from geometric considerations.
In [BR20], Brzezniak and Rana consider a stochastic wave maps equation. In
null-coordinates on Minkowski space R!*! and intrinsic coordinates on the Rie-
mannian manifold ./, it is given by

0udvg' = —T1 (@)’ Do’ + %oﬁ(qs)auav ci (1.32)

Here, Ff‘/. : M — R are the Christoffel symbols, crl.k . M — R are smooth func-

tions, and the stochastic terms &' : Rl*} — R are given by fractional Brownian
sheets with Hurst indices 3/4 < Hj, H» < 1. The main result [BR20, Theorem
4.3], which builds on [MNT10], yields the local well-posedness of the stochastic
wave maps equation (1.32). It would be interesting to see if the methods in this
paper could be used to extend their result to Hurst indices s < Hj, H» < 1, where
s=1/2—.

In [BJ22], which appeared after the preprint of this manuscript, BrzeZniak and
Jendrej studied lattice approximations of wave maps into spheres with Brownian
initial data. The main result of [BJ22] shows that, as the lattice spacing tends to
zero, a subsequence of the discretized solutions converges in law and that the law
of the limit is invariant under time-like translations. The main differences between
[BJ22, Theorem 1] and Theorem 1.4 are that [BJ22, Theorem 1] is global (rather
than local) in time, but Theorem 1.4 concerns strong (rather than weak) solutions.
As briefly mentioned in Sect. 1.2.3, Theorem 1.4 is a first step towards extend-
ing the results in [BGHZ21] from the parabolic to the hyperbolic setting. The
most intriguing difference between [BGHZ21] and our work is the use of renor-
malization techniques, which are not needed in the proof of Theorem 1.4. Such
techniques, however, may be very relevant in the open problem described below,
which requires a more detailed understanding of finite-dimensional approxima-
tions of (WM).

1.4. Open problem: invariant Gibbs measure. Our original motivation to study the
(1 + 1)-dimensional wave maps equation was the following problem, which remains
unsolved.
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Geometric Gibbs measure problem. Prove the existence and invariance of the Gibbs
measure for the wave maps equation (WM).

As discussed in Sect. 1.1, the Gibbs measure for the wave maps equation has not yet
been constructed. Aside from the construction of the measure, we encountered another
(substantial) difficulty in our attempt to solve this problem. Previous proofs of invari-
ance (see e.g. [Bou94,Bou96]) all rely on finite-dimensional approximations of the full
system. In the derivation of the finite-dimensional approximation, however, one has to
carefully preserve the important properties of the full system. In the case of the wave
maps equation, the finite-dimensional approximation should still exhibit the following
two structures:

(i) The null structure.
(ii) The Hamiltonian structure.

It is easy to derive finite-dimensional approximations which preserve either of these two
structures, but this seems to be insufficient to solve the geometric Gibbs measure prob-
lem. So far, we were unable to derive a finite-dimensional truncation which preserves
both structures simultaneously. For related discussions of finite-dimensional approxima-
tions of random dispersive equations and singular stochastic PDEs, we refer the reader
to [DTV15,NORBS12] and [CM18,EH19,FH17,HM12,HM18], respectively.

2. Preparations

2.1. Notation and parameters. Letd > 1 and let f € S(R?) be a Schwartz function.
We define the Fourier and inverse Fourier transform of f by

F&) =@m™” / Jdve ™ f (o) and f(0) = 2m)~ / JdETE (@),
R R

In the following, we often use dyadic decompositions of frequency space and we refer to
the corresponding dyadic scales simply as frequency scales. The frequency scales will
be denoted exclusively by capital letters such as K, L, M, and N. For two frequency
scales M and N, we define

M&N = M<270N,
M<SN = M<20N, 2.1)
M~N = 270N <M <20N.

With a slight abuse of notation, we also use “<” and “<” for quantities other than
frequency scales, but where the exact definition differs slightly from (2.1). Let C and ¢
be sufficiently large and small absolute constants, respectively. For any A, B > 0, we
write A < Bif A < cBand A < Bif A < CB. In the following, the precise meaning
of “«” and “<” will always be clear from the context.

We now turn to the parameters used in our analysis. The main parameters are given
by r, s, 8 € R, which satisfy

1 3
0<s-s<s< -r<L 2.2)
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The parameter s represents the (low) regularity of the initial data and the parameter r rep-
resents the (high) regularity of the smoother remainder. The parameter § is used in our def-
inition of a modified low-high para-product. For notational convenience, we also choose

o = 1008. 2.3)

In addition, we choose a (less significant) parameter n satisfying

1
0<§—s<<n<<8. 2.4
The parameter n will mostly be used to ensure the summability over dyadic scales. For
notational convenience, we also define

r=r—n. (2.5)

During the first reading of the paper, we encourage the reader to mentally replace
s—>1/2,7—> 0,8 > 0,and ¥, r — 3/4.

Finally, we let & > 0 be a small parameter which is allowed to depend on s, 1, §, and
r. It will be used as an upper bound on the size of the re-scaled initial data and therefore
plays a different role than the other parameters, which are linked to frequency-scale
restrictions and/or regularities.

Finally, we define modifications of (2.1), which involve the parameter 6 > 0. For all
frequency scales M and N, we define

NY/A=), (2.6)
M~s N & N3 <pm<NVI=D,

In the extrinsic formulation of the wave maps equation, we previously encountered the
second fundamental formI: T.# x T # — N . .Our assumption that .Z is a smooth,
compact Riemannian manifold without boundary guarantees the uniform boundedness of
the second fundamental form Il and of all of its derivatives in the embedding .# — RP.
In order to work in the ambient space R?, we require an extension Il of II. The extension
I is determined by its components ﬁfl : RP — R, which can be chosen to satisfy the
following properties:

(1) Forall ¢ € 4 and V, W € Ty, it holds that T¥(¢)(V, W) = ﬁf.‘j (O)Viwi.

(2) Forall 1 <i, j,k < D, itholds that T}, € C*(R” — R) and T}, = T},.
Such an extension I of the second fundamental form can be realized as the Hessian of a
smooth and compactly supported extension of the nearest point projection map, which
under our assumptions is well-defined in a tubular neighborhood of ., see for instance
[Sim96, Section 2.12.3]. With a slight abuse of notation, we now identify II with I and

simply write II for both the original second fundamental form and its extension.
Throughout this article, we fix abump function x € C°(R — [0, 1]) which satisfies

x(x)=1forallx € [-2,2] and x(x) =O0forallx ¢ [-21/10,21/10]. (2.7)

Furthermore, we define two functions x*, x ™ : R};‘UI — [0, 1] by

xTw,v):=xw and  x (u,v) = x ). (2.8)
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2.2. Function spaces, para-products and product estimates. In this section, we define
the Bourgain-type space C,'C}?. Despite its simplicity, the space C)'CY? is essential
for making use of the null-structure in the wave maps equation After this definition, we
turn to para-products and their estimates in the C' C}?-spaces.
We let C.°(R) be the space of bounded smooth functions f: R — R with bounded
derivatives, i.e., satisfying
195 £ () [l Lo @) < Clk, f) < 00

for all k > 0. Furthermore, we let C2°(R) be the subspace of Cgo (R) consisting of com-
pactly supported smooth functions. We now recall the definition of Littlewood-Paley
operators.

Definition 2.1 (Littlewood-Paley operators). Let p: R — R be a smooth even cut-
off function satisfying p(§) = 1 for all & € [-7/8,7/8] and p(§) = O for all
& €[-9/8,9/8]. We then define

p1) :=p@E) and  pn(E) :=p(§/N)—p2§/N) forallN >2. (2.9)

For any function f € C;°(R), the Littlewood-Paley projections { Py f}y>1 are defined
as

Py f(x) :=(pn * ) (X), (2.10)

where gy is the inverse Fourier transform of py. In addition, we define the fattened
Littlewood-Paley operators Py by
Z Py .11)

M: M~N

Furthermore, if f € C;° (R“l) the Littlewood-Paley projections in the # and v-variables
are defined as

Py f(u,v) = (PN *u ), v)  and Py fu,v) = (PN % ), v), (2.12)

where %, and %, denote the convolution in the u and v-variable, respectlvely The fattened
Littlewood-Paley projections P” and P“ are defined similarly as in (2.11).

Equipped with Definition 2.1, we can now define the Bourgain-type spaces C),' C}>.

Definition 2.2 (Holder and Bourgain-type spaces). For any regularity parameter y € R
and any function f: R — R, we define the C¥-norm of f by

I fllcy =1 fllcray = = sup N || Py f (X)L (r)- (2.13)
N1

The corresponding Holder space C7 is defined as the completion of C°(R).
For any two regularity parameters y1, y2 € R and any function f: R;"v] — R, we
define the C}' C}*-norm of f by

I e =1 lepcp ey = sup NN Py, PRy ()l oo ity (2.14)
u,v l N2>1 5 5

Similar as above, we define the corresponding Bourgain-type space C}' C}?* as the com-
pletion of C;° (R1+1) under the C}' C}*-norm.
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Remark 2.3. We refer to C}' C}* as a Bourgain-type space since it is the natural L>°-
based analogue of the L>-based Bourgain space X*-? (see e.g. [Bou93,Tao06]). Even if
Y1 = y» = ¥ € R, the Bourgain-type space C}' C}* does not coincide with the usual
Holder spaces C” (R}:J ). While (2.14) contains the pre-factor N|" N3?, the usual Holder
norm would contain max(Ny, N,)Y. This difference is essential for making use of the
null structure in the wave maps equation.

We now turn to the para-product operators. First, we recall the definition of standard
low xhigh, high xhigh, and highxlow para-products (in a single variable). For our pur-
poses, it is convenient to give ourselves more room in the frequency-scales, which leads
to the modified para-products below. Finally, we extend the para-products in a single
variable to para-products acting on either the u or v-coordinate.

Definition 2.4 (Para-product operators). In this definition, we define three different
kinds of para-product operators.

(1) Standard para-products: For any f, g € C;°(R), we define the para-products

f@g:= Y Puf-Pys. (2.15)
MKN

fOg:= Y Puf-Pyg, (2.16)
M~N

f®g:= Y Puf-Pyg. 2.17)
M>N

In other words, (%), (), and ® correspond to the low x high, high x high, and high x low
para-product, respectively. Similarly, we define

fOg:= > Puf-Png. (2.18)
MSN

f@g:= Y Puf-Png. (2.19)
MZN

f@g =Y Puf-Png. (2.20)
M#AN

In other words, f g contains low x high and high x high-interactions, f @ g contains
high xlow and high x high-interactions, and f#) contains low x high and high x low-
interactions.

(2) Modified para-products: Let o € (0, 1) be as in (2.2) and (2.3). For any f, g €
C;°(R), we also define modified para-products by

[@sg:= ), Puf-Png .21)
Mglea

f@,8:= Y Puf-Pyg. (2.22)
M>N1-°o

f@og=Y > Px(Puf-Png). (2.23)

M~N K<min(M,N)°
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As aresult, ), contains less frequency-interactions than ) and ), contains more
frequency-interactions than ). The operator (1), contains only highxhigh—low-

interactions and is therefore a modification of (.
(3) Para-products in u and v: Finally, if f, g € C;° (R;fvl), we define para-product op-
erators in individual variables by adding superscripts to our previous para-product

operators. For example, the analogues of (2.15), (2.16), and (2.17) are given by

(@', v):= Y P f(u,v)- Pygu,v), (2.24)
MLN

(fO @), v):= Y Py fu,v)- Pygu,v), (2.25)
M~N

(& 9w, v) = Y Py fu,v)- Pyg,v). (2.26)
M>N

All other para-product operators used in this paper, such as @", s, and O, are
defined similarly.

We now present the basic bilinear estimate in our product spaces. The results and
proofs are similar to the standard para-product estimates in Besov or Holder spaces, see
e.g. [GIP15, Lemma 2.1] or [BCD11, Section 2.6]. However, the product structure of
the C}' C}?-norm offers greater flexibility in regularity parameters.

Proposition 2.5 (Bilinear estimates). Let aj, 8; € R\{0} and y; € R be regularities,
where j = 1,2, and let f, g: Rﬁ’v — R. Then, the following estimates hold:

(i) (General case): If
yj <min(e;, Bj) and aj+B; >0 for j=1,2, (2.27)

then we have that
Ifgllcycr S M lleacealigl oo oo (2.28)

(ii) (Lowx high-improvement): If a1 < 0 < By,

vi <o+ —o0)pi, ap+p1 >0,
y2 < min(az, B2), ar+ B >0,
then
1f©sglencr S Ifllce e I8l cr oo (2.29)

(iii) (Non-resonant improvement): If

y1 < min(ay, B1, o1 + B1),
y2 < min(az, B2), ay+ B >0,

then

1@ gllepcrr S 1 e con gl o - (2.30)
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(iv) (Resonant improvement): If

vy <oy + B, ap+p1 >0,
v2 < min(az, B2), az+ B >0,
then
u
I fO 8llener S Ifllcon e ||g||C51 chr (2.31)

Remark 2.6. Therestriction o j, B; 7 01is only imposed to avoid logarithmic corrections
to our estimates. In (ii), the improvement lies in the upper bound on yj, which is weaker
than an upper bound by min(«, 81). In (iii), the improvement lies in the absence of the
condition o1 + B1 > 0. In (iv), the improvement again lies in the upper bound on y1,
which is similar to (ii).

Proof of Proposition 2.5: We start with the general case (i). Using a Littlewood-Paley
decomposition, we obtain that

Hfg”q‘:lcgz
= sup ([T &&) 1P, P ()N,
K1.K3 a=1,2

< swp > ([T KEVIPE PR, (Pl Pity £+ Pl Py,
Ki K2 p10 My, a=1,2
Ni,Ny

< 1_[ |:SUP Z (I{KaNMa>>Na}+l{KaNNa>>Ma}+]{M NazKa})

a=1,2"- Koy, N,

x KJ* M, % Ngﬁ“] Ifllcarcealigll o et -
Thus, it suffices to prove the estimate

sup (1{K~M>>N}+1{1<~N>>M}+1{M~N5K})KVM—O’N—/S <1 (232)
K MmN

for all «, B € R\{0} and y € R satisfying y < min(e, ) and o + 8 > 0. In the
following, we write x_ : = min(x, 0). We separate the proof into three sub-cases.

(a): The highxlow-interaction K ~ M > N. We first note that y < min(«, 8) and
o+ B > 0imply that y < o + S_. Using only that y < o + S—, we obtain

sup Y H{K~M>N}K"M*N~F =supK?™* > I{N < K}NF
K m.N K N
<sup KV F- =1,
K

(b): The lowx high-interaction K ~ N >> M. The argument is similar as in case (a)
and only requires that y < a_ + .

(c): The highxhigh-interaction M ~ N 2, K. Using only the condition « + 8 > 0,
we obtain

sup Y H{M~NZK}KY M *N~F <supKVZI{M>K}M_°‘ p <sup1<V a=p,
M,N
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From o + 8 > 0, it follows that « + 8 = max(«, 8) + min(w, 8) > min(«, ). Thus, the
bound by one follows from the assumption y < min(e, 8). This completes the proof
of (i).

The arguments for (ii), (iii), and (iv) only require minor modifications. In (ii), the
frequency-restriction in case (a) is replaced by K ~ M > N > M'~?. Instead of
y < o = o + B_, we therefore only need the weaker condition y < o + (1 —o)B. In
(iii), the high-high interaction has been removed, which means that case (c) no longer
appears. As a result, the condition « + 8 > 0 is not needed. The new restriction on y is
a result of the identity

min(e + f—, a— + B) = min(e, B, o + B).

Finally, in (iv), we only encounter case (c), which requires that y; < o1 + 81 and
o + ﬂl > 0. O

‘We now present a corollary of the proof of Proposition 2.5, which addresses families
of functions.

Corollary 2.7. (Bilinear estimate for families of functions) Let «j, 8; € R\{0} and
vj € R be regularities, where j =1, 2, and assume that

yj <min(aj, Bj) and aj+B; >0 for j=1,2.

Let (fu)m S CHC and (gp)m S CP'CP* be two families of functions and assume
that gy is supported on frequencies ~ M in the u-variable. Then, it holds that

H ZfMgM‘
M

The most important aspect of (2.33) is that the right-hand side contains a supremum
and not a sum over M.

clien S S/lll/lp | fua “cglcgz S}ul}) |gm ”c{fl chr (2.33)

Proof. We only sketch the necessary modifications in the proof of Proposition 2.5. We
first decompose

Y fugm =) @ em+Y O em+Y fu@"em.  (2.34)
M M M M
For the low x high-term in (2.34), we have from frequency-support considerations that

H % fM@ugM)

The right-hand side of (2.35) can then be estimated as before. Arguing as in the proof
of Proposition 2.5, the highxhigh and low xhigh-terms in (2.34) can be estimated by

(2.35)

< sup H fM@ugM‘ :
C,fl CIJ'/Z M Cl}:l 11]/2

- < Mmax 0,y —ar—=pi ” fu
u v

H > gm

+ HfM@ugM‘

o | ga]l o oo
(2.36)

Y1 V2
Cy Cy

Since a1 + B1 > 0 and
Y1 —ap — B1 = y1 — min(aq, B1) — max(aq, B1) < —max(og, B1) <0,

the exponent of M in (2.36) is negative, and the contributions are therefore summable
in M. O
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The following estimate is a special case of the bilinear estimate (2.28). Due to our
frequent use of this estimate, however, we isolate it in the following corollary.

Corollary 2.8 (Multiplication estimate). Let s, r’, and r be as in (2.2) and (2.5) and let
f.g: R — R. Then, it holds that

1fellg1gt S 1Ny err lglem1cm S I fleseslglgimr 2.37)

The inequality (2.37) is called a multiplication estimate since the map g > f - g is
regarded as the multiplication of g with the “smooth” function f.

Proof. This follows from the bilinear estimate (2.28), s,r’,r € (0,1), ¥’ < r, and
1—r <s. |
In Proposition 2.5 and its variants, we have obtained estimates for bilinear products.
However, the full nonlinearity is given by II;‘J. (¢)0,¢' 3,¢’ and therefore contains the
composition of ¢ with a nonlinear function. To treat this composition, we require the
following version of Bony’s para-linearization in the C}' C}*-spaces.
Lemma 2.9 (Bony’s para-linearization). Let F € C° (RP - R), let0 < y < 1, and
letgp € C Y CY. Then, there exists a constant

Cy.r=C, IFlLe, ..., IV'OF| L)
such that the following two properties hold:
(i) (Composition estimate): It holds that

IF@llcrer < Cpr(+Illeren)’ldllcrer- (2.38)

(ii) (Para-linearization in one variable): For all N > 1, it holds that

| P4 (F(@) — (VE@). Phd)llcrer < Cpr N7+l cren)’Illerer
(2.39)

IPN(F () —(VF (@), Pyd)lcrcy < Cpr N7V(1+ ||¢||cgcg)gll¢llcgcg-
(2.40)

The exponents in (2.38), (2.39), and (2.40) are generously large and the exact value is
irrelevant for the rest of the paper. We emphasize that (ii) only contains estimates for Py
and Py, but not the combined operator PKH P;\’,z. The reason is that the size of the error
term would only be bounded by inverse powers of min(Np, N;) instead of max(Ny, Np),
which is not sufficient for our purposes.

Proof sketch:. We only sketch the argument, which is a minor modification of the Taylor
expansion around low-frequencies used in the standard Besov-space version (see e.g.
[BCD11, Theorem 2.89 and 2.92]). To prove (2.38) and (2.39), the simplest approach
is to perform the same steps as in the proof of [BCD11, Theorem 2.89 and 2.92] in the
u-variable and then apply the known results [BCD11, Theorem 2.89 and 2.92] in the
remaining v-variable. To convince the reader that this reduction to the single-variable
case is possible, we note that

IWlcyey = sup NYNJIPy Py, vlicg,

1,N221

¥
= sup Ny sup [Py, ¥, v)llcr.
N1>1 uelR

The para-linearization (2.40) in the v-variable follows by reversing the roles of u and v. O
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2.3. Commutator estimates. In this section, we present several commutator estimates.
Similar commutator estimates were already heavily used in the para-controlled approach
to rough ODEs and singular parabolic SPDEs in [GIP15]. Our setting requires commuta-
tor estimates in the Bourgain-type spaces C)' CJ? instead of the standard Besov spaces,
which only requires minor modifications.

Lemma 2.10. (Frequency-localized commutator estimates) Let o, 8; € R\{0} and
vj € R, where j = 1,2, be regularity parameters which satisfy 0 < a1, 1, y1 < 1 and
(2.27). Furthermore, let K > 1 and let f, g: R*! 5 R. Then, we have that

u,v

” [P}é, f]g”C];l cr S KT ”f”Cff‘Cffz ”g”C{f‘sz’
(2.41)

I[Pk, F1PL sl e S KPPl oo gl o oo
(2.42)

| PR (f&) = Py P8 = PR fPEkg|cner S KM Pl cenllgl o oo
(2.43)

| P& (fe) = fPgg— P fgllcnen S KNP fl o o gl o1 oo
(2.44)

Since all estimates only involve Littlewood-Paley operators in the u-variable, the
proof is exactly as in the standard Besov spaces. We only present the argument for the
sake of completeness.

Proof. We start by proving the estimate
I[PE. £1PEgl e S KL fllcon o llgl o oo (2.45)

for all frequency-scales K and L. The estimates (2.41) and (2.42) then follow by sum-
ming over L > 1 and L 2, K, respectively. To prove (2.45), we distinguish the cases
L#KandL ~ K.

If L # K, we decompose

[Pk, f1P{g = PR(fPLg) = PE(PL, f PLg).
Then, we have the estimate
I P%(P%Kf PLg) “c{' S K7 “ngf PZg”LgOCZ2

yi—ary —Bi (2.46)
S KL fll o o 1 o o

If L ~ K, we decompose

[Pg. f1P[g = [Pg, P2 f1P/ g+ [Pk, Pk f1P[8
u ; u u u pu (247)
:[PK7PSKf]PLg_P>>KfPKPLg'

Using standard commutator estimates (see e.g. [BCD11, Lemma 2.97]), the first term in
(2.47) can be estimated by

[Pk P2 F1PL8 ] cpicp S K7 |UPK- PEk 1PES | Lo
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S KN ouPL gl pocer | PLEN oot
~ u SK LICA’OCU L LSOCUZ
< pvi—a g —pi
SKTILTN fll g cenllgl o oo

For the second term in (2.47), we estimate

| PSx f PR PLS|

| Pk Plg|

chiel? S ||Pf>1(f| chcl?

SKNTLTPY fll g g I8l o oo
u

LeC)?

This completes the proof of (2.45). It remains to prove (2.43) and (2.44). To prove (2.43),
we decompose

Pg(f8) — Pex fPig — PR fPexs
= PR(Per S PLgs + Py S Paxs + PLg FPL ) = P S Pis = PR Plcycs
= [Pl Plg fIPL s + (PR PexgIPLycf + Pi(PL fPEgs). (249

The first two summands in (2.48) can be bounded using (2.42). The third summand
in (2.48) can be bounded using (2.46). In order to obtain the last estimate (2.44) from
(2.43), it remains to prove

Hpgl(fpllég

cpep HIPRIPE el ener S KNPl cen gl o e
(2.49)

By symmetry, it suffices to treat the first summand in (2.49). Using frequency-support
considerations, we have that

|2k rPrglcper =1 D2 PLfPRsl
L>K

Y1 u u
crer 5 g L 1L P

(2.50)

Using y1 < o, the right-hand side of (2.50) can be bounded as before. O

In the following, we state additional commutator estimates directly in terms of the
para-product operators, which essentially follow from Lemma 2.10. The first corollary
will be used in the PDE-analysis (Sect.4-7) and the second corollary will be used in the
ODE-analysis (Sect. 8).

In the following corollary, we prove a commutator estimate for the para-product

operator &), .

Corollary 2.11 (Commutators for PDE-analysis). Let s, r’, and r be as in (2.2) and
(2.5). Then, we have forall f, g, h € C}‘f"(R“l) that

|7 (e@5h) — (fg)@phl|

Proof. We first rewrite the argument on the left-hand side of (2.51) as

<
clet S ||f||C;C$—r/ ”g”C},”/C{f‘ ||h||C371+aCu17r/- (2.51)

f(e@5h) = (f)@ph =" (f P%p1-08 Pyth — Py (fg)PﬁQh)

M
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= Z f.PLyn-a](g) Pigh

Z e F1(8) Pigh.
Using the bilinear estimate (Proposition 2.5) and (2.41), we have that
| Z [P yn=o- £1(8) Pigh]
S Z [P e £1(&) | 1 ot | Pai ]

A P ] e S MU0 | pl |
M

citept

_ -
cr el

— 7/-
c el

Since
A=)l =1 —=s)+r—1=s5s—1+1-2s+n+0(' +s—1) <s—1+o0,
this yields the desired estimate. O

We now define three different commutator terms, which will be used in the ODE-
analysis.

Definition 2.12. (Commutator terms for ODE-analysis) For all f, g, h € CEO(RIH)
we define

Comio (f g h) + = f(g®@"h) — (fe)@'h — g(fOh), (2.52)
Compy o (frg.h) : = (f@'9O'h — f(gD'h), (2.53)
Com/y(f, g h) : = (fe)O'h — f(gO"h) — g(fOh). (2.54)

Equipped with Definition 2.12, we can now state the commutator estimates for the
ODE-analysis.

Lemma 2.13. (Commutators for ODE-analysis) For all f, g, h € C°(RL)), we have
that

I Com”@(f,g,h)l csert S I lesesliglicses IRl gy crtmsean, (2.55)
| COH%@ o8 | csert S W fllegesliglicses 1l oy oeans (2.56)
[ Comb(f,g,h)’ csert S W fllesesliglicses 1l oo oean- (2.57)

Proof. The three estimates can be derived from Lemma 2.10 and we omit the standard de-
tails. Similar estimates can be found in [GIP15, Lemma 2.4] and [GIP15, Lemma 2.8]. O

We end this section with an estimate for para-products of frequency-localized func-
tions. Strictly speaking, it is not a commutator estimate, but it has a similar flavor. This
lemma will be used heavily in the analysis below, since it allows us to freely switch back
and forth between para-products and Littlewood-Paley decompositions.
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Lemma 2.14. (Para-products of frequency-localized functions) Let «.j, B; € R\{0} and
Yj € R be regularities, where j = 1,2, and let f, g € Cp° (R}:vl). Furthermore, let M
and N be frequency scales.

(i): If y» < min(op, B2) and oy + B > O, then it holds that

| @By = Ppgra f Byl  Mn=0-011 | )

|g ” Cfl sz :
(2.58)

A ~%2
Cy Gy

(ii): If y1 < min(ay, B1) and a1 + By > O, then it holds that
| FO Pyg — Py f Phglcpen S NP2 /]

Proof. We start by proving (2.58). To this end, we decompose
F@Plg — Pl [Py =) PRIPIPyg— 3 PRfP{Pyg

K,L: K,L:
Kngftr KSM]*G

=> (HK <L} — UK < M'"°})P{ f P} Pg.
K,L

e gl open- 259)

The dyadic sum is supported on frequency-scales K ~ M '~ and L ~ M. For all such
dyadic scales, it holds that

I1PEf P Pygllen e S MPIPE S PEPYg e

,S Myl”P[léf”Lgocs‘Z||PZP1114/Ig”LooC5‘2
u

< MYVIK—a =B ”f“csq c® |g||cl/fl ch

< ygn—U=o)a1—pi Hf’

ve [ s

This completes the proof of (2.58) and we now turn to (2.59). Using linearity, we can
replace f in (2.59) by P,‘é f, where 2720 < K /N < 220 That is, f lives at frequencies
comparable to N, but with a larger constant than implicitin K ~ N. A similar argument
as for (2.58) shows that

[Pk s @ Pug — P PET PRl epep S N f e gl e e 2.60)

Furthermore, it is easy to see that

| Py f&" Pyg]

eI PN PR S Pugllcnep SN2 | £l g o g o o
(2.61)
Together with the decomposition
Py fO"Phg — Py Py f Phg = (Pi f Pyg — PRf@'Pyg — Py fO'Pysg)
— (PgfPyg — PLyPg f Pyg — Pyy P f Pyg)
= PLnPR[Pyg — Py f@ Pyg+ PLyPyf Pyg — Py f@"Pyg,
the estimates (2.60) and (2.61) yield (2.59). |
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2.4. Integrals and traces. In this section, our main goal is to understand the Duhamel in-
tegral of the linear wave equation in null-coordinates. As we will see in Proposition 2.23
below, the Duhamel integral consists of both integral and trace operators. Before ad-
dressing combinations of integral and trace operators, we start by considering them
separately.

As is clear from the wave equation (1.20), the Duhamel integral acts on both u and
v-variables. Nevertheless, we start by analyzing integral operators in a single variable.

Definition 2.15 (Single-variable integral operator). For all functions f € C°(R), we
define the integral

() : = /0 dy F). (2.62)

The following lemma proves that the integral / gains one derivative in Holder spaces.

Lemma 2.16 (Single-variable integral estimate). Forall f € C;°(R), x € C2°(R), and
y € (0, 00), it holds that

X U or Sip 1 et (2.63)

Remark 2.17. The cut-off function ), which will later be chosen as a fattened version
of x from (2.7), should be seen as a technical crutch. Since the wave maps equation
exhibits finite speed of propagation, it is always possible to reduce to a compact set.

Of course, the gain of derivatives through integration is standard. For a proof of
Lemma 2.16 in the Holder-spaces from Definition 2.2, we refer to [GIP15, Lemma A.10].

We now define the integral operators I, and [,, which act on the u and v-variables,
respectively.

Definition 2.18 (Partial integral operators). For all functions f € C° (]R,iful), we define

the partial integral operators by
u
Lt = [ aralo, (2.64)
0

I f(u,v): = /liiv’f(u, V). (2.65)
0

The single-variable integral estimate (Lemma 2.16) directly yields estimates for the
partial integral operators in our Bourgain-type space C;; C 5 .

Lemma 2.19 (Partial integral estimate). For all f € C®RlIH ¥ € CSO(R“I),

a € (0, 00), and B € R, it holds that
|07yt Sanpz 1SN ot (2.66)
Ifinstead & € R and B € (0, 00), then
| [X ] cact Sepit 1N o cpt- (2.67)

Proof. By symmetry in u and v, it suffices to prove (2.66). This estimate directly follows
from the single-variable integral estimate from Lemma 2.16 and the commutativity of
I, and the Littlewood-Paley operators Py . O
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This completes the analysis of integral operators and we now turn to trace operators.
As mentioned above, the trace operators are examined due to their appearance in the
Duhamel integral (see Proposition 2.23).

Definition 2.20 (Trace operators). Forany f € C* (]Rbfvl ), we define the trace operator
Tr by

Tr f(x) : = f(x,x).
Furthermore, we define the trace operators Tr, and Tr, by
Tr, f(u,v): = f(u,u) and Try f(u,v): = f(v,v). (2.68)
We now analyze the mapping properties of Tr: C;; C 5} — C7.

Lemma 2.21. (Trace estimate) Let o, 8 € R\{0}, y € R, and f € C,‘j‘C{,S . Then, the
estimate

1T flley S 1l egep-

is satisfied under either of the following two conditions:

(i) (General) It holds that y < min(ea, B) and o + 8 > 0.
(ii) (Non-resonant) It holds that y < min(e, B, a+p) and Py Py, f = 0forallM ~ N.

Proof. Using a Littlewood-Paley decomposition, we have that

e f Ol ey
= sup K | (Pg Tr £)(x) |l Lge
K

<k’ X ()0,
K M,N '

Ssup Y [(1{K~M>>N} + {K~N>M} + 1{M~N5K})KV||P;;,P,W(M, u)||L3oLgo]
K unN

Ssup Y [(1{K~M>>N} + H{K~N>M) + I{MNNZK})KVM’“N”B]||f||cucﬂ.

K un "

This sum has been previously estimated in (2.32), and hence this completes the proof in
case (i). In case (ii), which no longer requires « + 8 > 0, the estimate follows from the
argument leading to Proposition 2.5.(iii). O

Using the trace estimate, we now prove that the CY C 53 -norms control the usual C ,0 c’
and C} €7~ '-norms in Cartesian coordinates.

Corollary 2.22. (From null to Cartesian coordinates) Let f € C,;X’(R}jcl) and f €
CPRIY) satisfy

Ft,x)= f(x —t,x+1). (2.69)
Furthermore, let o, B € R\{0} and let y € R. Then, the estimate
I ey + 1 g er=1 S 1 g (2.70)

is satisfied under either of the following two conditions:
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(i) (General) It holds that y < min(a, ) anda + 8 > 1. -
(ii) (Non-resonant) It holds that y < min(«, B, o« + 8) and P/"‘,,P;{,f =O0forallM ~ N.

Proof. In order to utilize our trace estimate (Lemma 2.21), we define the shift operator
A; by

(AP, v) = flu—t,v+1). 2.71)

Due to the translation invariance of the Littlewood-Paley operators, A; preserves the
Ccy Cf -norm. From (2.69) and (2.71), it follows that

fe, )= (TrAf)x)  and 8 f(t,x) = (TrduAf) ) — (TrduA, f) ().

Using Lemma 2.21, we obtain under either of the two conditions (i) or (ii) that

1Flcocy + 1Nl -1 < sup (|| Tr A fller + 1 Trdu Ay fll oyt + | Tr a,,A,fncyfl)
X IGR X X

Ssup (”Alf”Clo:Cg’ + ”auAlf”Cg—'lej + ||81)Alf||cgc5*1)
teR

S Il eges-
This completes the proof of (2.70). O

Equipped with both integral and trace estimates, we now turn to the Duhamel integral.
Proposition 2.23. (Duhamel integral) Let F € C;O(R“l) and let ¢ € C° (R}:Ul) be a

u,v
solution of the inhomogeneous linear wave equation

du0vp =F  (u,v) € R,
¢|,_, =0, (0 —d)¢|,_, =0.

Then, the solution ¢ can be written as

(2.72)

v v’ v v
¢(u,v) =Duh[F]: = — / dv’/ du' F(u',v') = — / du’/dv’F(u’, v).(2.73)
u u u u
Equivalently, the solution ¢ is also given by
¢ = (I, — Try 1,) (Ly — Try L) (F) = (L, — Try L) (Iy — Try L) (F).  (2.74)
In addition, for x*, x~ defined in (2.8), we have the estimate
”X+X_¢”Cffl c Syl,yz ”F”CZF]CZZA (2.75)

forall y1, y» € (0, 1) satisfying y1 + y» > 1.
Proof. The identities (2.73) and (2.74) follow directly from the fundamental theorem of
calculus. In order to prove the estimate (2.75), we let ¥ € C°(R) be a fattened version
of x and define
X', v):=xX@w) and ¥, v):=X(v).

Due to the explicit representation (2.73), it holds that

x"x"¢ = x"x" Duh[F] = x*x~ Duh[x*X~ F].
Using this observation, the estimate (2.75) follows from the integral estimates (Lemma

2.19) and the trace estimate (Lemma 2.21). The condition y; +y» > 1 is needed in order
to use the trace estimate for I,, (X F). |
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We finish this section on integrals with a commutator estimate. To this end, we first
make the following definition.

Definition 2.24. (Integral commutator) For all f, g € Cp°(RL*]), we define

Com’ @8 i= x+x’(1v[f@”avg](u, v) = LIf©" gl (u, u) f@vg)'
XS
(2.76)

Lemma 2.25. (Integrals of low x high-terms) Let ¢y, : R+ — RP be a family of func-

u,v

tions, let ¢~ : R, — RP, and let oy 1= P;\’,qb*. Then, it holds that

H > Com” o (N by
N

<SL1 s CS - s,
s S 5P (IEn ez 167y

A similar estimate is contained in [GIP15, Lemma B.2].

Proof. We first rewrite the expression on the right-hand side of (2.76). Using the product
formula for d,, we obtain that

I [;N,n @vavd);/’n](u’ v) =1 [{N,n @Uav‘ﬁ;’n](ua u) — (;N,n@uqs;/’n)(uy v)
= 1[eva @ By | = (v @ oy v)

= L[, (ena@ 9y, )| = L[3uina @ oy, v)

— (N @Dy ") (u, v).
2.77)

v v
v'=u v'=u

Due to the definition of the integral operator [, the combined contribution of the first
and third summand in (2.77) equals

(N @by )W, v) — (EN @ dy") (u, 1) — (En @ By ) (u, v)
= _(ZN,n @v¢]:/"n)(uv u) =—"Tr, (;N,n @v‘]ﬁ;/’n)(u)
Using the definition of Corn';( Q.0 we therefore obtain that
Com:,@,l (CN,n ) ¢];’n)(uv U)

, . (2.78)
== XX Tru (Ena @ ") () — X+x_(lv[3v§zv,n@ on" |, v

v )
v'=u

We start by estimating the first summand in (2.78). Using Lemma 2.21 and Corollary 2.7,
we obtain that

| 2T (ena @0y @ )| = | 2 T (v @ ey ") )|
N uy N

s
CLI

cscs

<[ X ova@ey”
N

< sup (lewlicyeg) 16 -

We now turn to the second summand in (2.78). Using Proposition 2.5.(iii), we have that

” avé‘N,n @v(ﬁ;,n |

cscy! S H P%NBUCN‘ cscl Hd’;/’ cy!
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< N1=s+n yr—1=s “;N ”C;C,ﬁ llp~ ”Cf,

Since r — 2s &~ —1/4, this contribution is summable in N. The desired bound then
follows from Lemma 2.19. O

2.5. Proof of Theorem 1.2.(i). Before we can proceed with the proof of Theorem 1.2.(i),
we require the following time-localization lemma. This lemma will only be used in the
deterministic theory, since in the random theory a scaling argument is more convenient.

Lemma 2.26. (Time-localization) Let y{, y1, y» € (—1/2,0) satisfy y{ < y1, let X €
CX(R), and let t > 0. Then, it holds that

[7(2)F] 1 e ST NPl 2.79)
Proof of Lemma 2.26. Throughout this proof only, we define
|Gl := Y KI'KPIPK PR,Glliyes- (2.80)

K1,K>

By duality,’ it suffices to prove for all y;, y1, y» € (0, 1/2) satisfying y < y; that

||>7(?)G||WZ;W? ST G - 2.81)
We now write x;(-) : =x(-/t) and decompose xr = ), PuX:. For the dyadic

components, we have the pointwise estimate
1Puel(0) S UM S o YMeiMy) ™0+ 1{M > <y Oty 710
for all y € R. As a result, it follows that
IPuRellps S TIMYNTand [Py Rl S T TIMYTYL (2.82)

Furthermore, we decompose G = ) _ ¢ K> P}él P}é2 G. By inserting both decompositions
into the left-hand side of (2.81), we obtain that

”i(%)G”Wp’Wgz
< PyuX:(u—v) Pg P G|
M)KZLKZ || M A K1 K> ”W)u’] Wgz (283)
< Z max(M, Kl)VI, max(M, K,)"? || Py X (u —v) Pllél PllézGHLlLl'
M’Klsz u—v
Using Holder’s inequality and (2.82), we have the estimate
| PrXe(u —v) PE PR,G i1 S IPM el | PR, PR, G i
o ) o (2.84)

! ) u v
ST H Pg, Pg,G

’L},L,'J'

6 While the dual space of L is not L, one can still characterize the L°-norm as a supremum over

integrals against L}C -normalized functions. This statement generalizes to our functions spaces and is sufficient
for the duality argument used here.
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Using Holder’s inequality, (2.82), and Bernstein’s estimate, we also have that

”PMZT(” —v) Pllél PllézG||Ll{L}, S ”PM%”L}, min(HP}é] PIUQGHL},Lgo’ HPI,él PIL<'2GHL},L30)

< MM min(Ky, Ko)|| Py, PGl (2.85)
After combining (2.83), (2.84), and (2.85), it remains to prove that

sup X:M”l_”ll_1 max(M, K1)Y1 max(M, K»)" min(M, K|, K)K, 'K, < L.
K1,K> M

This dyadic sum estimate easily follows by distinguishing the four cases M < K|, K>,
Ki<SM<SKy)y, KhSM<Kp,and M 2 Ky, K». |

Equipped with the time-localization lemma, we now turn to the proof of deterministic
well-posedness at regularities r > 1/2. To be more precise, let us elaborate on the notion
of well-posedness. Let ® > 0 and let 0 < 7 <, ©®~/~=1/2 Then, we prove for all
initial data (¢g, ¢1): R — T . satisfying

I¢ollcr, Igillcr-1 < © (2.86)
that there exists a (conditionally) unique solution ¢ of (WM) in
(clcr x e (-7, 1l x R — T).
In addition, we prove the continuous dependence of ¢ on the initial datum (¢, ¢1).

Proof of Theorem 1.2.(i). We startthe argument with a few standard reductions. Through-
out the proof, we can neglect the geometric constraint ¢ (¢, x) € .. It can be recovered
a-posteriori from the well-posedness theory for smooth initial data and the continuous
dependence on the initial data. Due to translation invariance and finite speed of prop-
agation, it is possible to insert space-time truncations to |¢| < t and |x| < 1 into the
equation. Finally, Corollary 2.22 and the condition » > 1/2 allow us to argue entirely
in null coordinates. In total, these reductions lead to the fixed-point problem

o*,v) = e @+ (TeTH W) — xTwx ()
Duh [ (v = /7)1 @)2,9 0,7 @, v, @87)

where ¢* and ¢~ are the right and left-moving linear waves, respectively. We now solve
(2.87) using a contraction argument. In order to later gain a power of 7, we introduce the
parameter r’ : = (1/2 + r)/2, which is between 1/2 and r. Using this new parameter,
we define the norm

I#¢lls = l¢llcrcr + 1Dl ey

We recall from (2.86) that ® > 0 denotes the size of the initial data. For a constant
C = C(r), which remains to be chosen, we define the ball of radius C® by

Sco :={¢: lIglls < CO}.

Finally, we define a map I", which encodes the right-hand side of (2.87), by
e @, v) == ¢" W+ "¢~ W) — x X~
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Duh [ ((v = w)/T) I @000 |0, 0).  (2.88)

In order to complete the proof, it remains to prove that I' is a contraction on Scg and
that the resulting fixed-point depends continuously on (¢g, ¢1). Since the contraction
property and continuous dependence follow from similar arguments, we only prove that
I maps Sce back into itself. To this end, we let ¢ € Sce be arbitrary and prove that
ITolls < CO. By symmetry, it suffices to prove that

ITollcyer < COJ2. (2.89)
For the linear waves in (2.88), it follows directly from the definitions that
||X+(M)¢+(M)||C£’C5 +lx~ @~ ey er S llgolicr +llgiller-1 SO (2.90)

For the nonlinear term, it follows from Proposition 2.23 and Lemma 2.26 that

%™ Duh [ (v = /o) ()00 00 |

cr'er
2.91)

< (@ = wmn @)oo
SR | AN

Using the multiplication estimate (Corollary 2.8), the bilinear estimate (Proposition 2.5),
and the composition estimate (Lemma 2.9), we obtain that

||H§i(¢)au¢i3v¢j|c{,"c,ﬁ—l S ||]I§i(¢)|c;’cg’ 3M¢i|c;;"cg’ av¢j|cg’cg—‘
< (1+C0)0 o). (2.92)

/_ —
cr'~lep !

C,:_]Cz_l .

By combining (2.90), (2.91), and (2.92), it follows that

x4

crep Srr @+ T (1+CO)'0Co).

The desired estimate (2.89) now follows by first choosing C = C(r) > 1 sufficiently
large and then choosing 0 < 7 <, @~/ =1/2) gufficiently small. O

Before the end of this section, we state a lemma which essentially follows from the
previous proof.
Lemma 2.27. (Finite speed of propagation and uniqueness in C;,C}) Let x € C*°(R)
satisfy (2.7) and let ¥ € C2°(R) satisfy X (x) = 1 for all x € [—4, 4]. Furthermore, let
¢*. 07 Ry — RP and ¢, ¢: RI*1 — RP satisfy the following conditions:

U,

(i) The linear waves satisfy ¢*, ¢~ € CL.
(ii) The maps ¢ and ¢ locally belong to CL,C, i.e., X*X ¢ € CICland X X~ ¢ € C,CI.
(iii) The map ¢ solves the Duhamel integral problem

@, v) = ™) + 9~ (1) — Du [1F;(6)00 0,0 |.
(iv) The map $ solves the localized Duhamel integral problem

P, v) = 6" @)+ ¢~ () = 1"~ Dun [ @05 0.8 |-
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Then, it holds that ¢ (u, v) = dj(u, v) forallu,v € [-2,2].

Proof. The lemma follows from the same estimates as in the proof of Theorem 1.2.(i)
and a continuity argument. In the continuity argument, it is best to work with the usual
localization of our norms, i.e.,

IVllcrerq—rop) :=f{l¢llcrcr: §(u, v) =¥ (u,v) forallu, v € [—T, ).

We leave the standard details to the reader. O

2.6. Brownian paths. In this section we introduce smooth approximations of the Brow-
nian paths B: R — ./ and the white noise velocities V € B*T ./, and we establish
quantitative approximation properties that will be needed for the proof of Theorem 1.4.

As explained in the introduction, we take an extrinsic approach to construct Brownian
paths B: R — . on our submanifold .# — RP embedded into the ambient Euclidean
space R?. To this end we denote by W: R — . a D-dimensional Euclidean Brown-
ian motion defined on a probability space (2, &, IP). Moreover, we introduce for each
p € A the orthogonal projection P(p): RP — Ty from RP to the tangent space
T, , and we fix a reference point By € .. Following [Hsu02, Chapter 3.2] we then
obtain a Brownian path B: R — . by solving the following Stratonovich stochastic
differential equation on .#

dB(x) = P(B(x)) 0odW(x), B(0)= By € /, (2.93)

which is driven by the D-dimensional Euclidean Brownian motion W (x).”

Remark 2.28. Intrinsically, Brownian motion on a Riemannian manifold can be defined
as adiffusion process generated by half of the Laplace-Beltrami operator on the manifold.
We refer to [Hsu02, Chapter 3] for more background. For the extrinsic approach to obtain
Brownian motion as a solution to a stochastic differential equation driven by an ambient
Euclidean Brownian motion the Stratonovich formulation (2.93) is key. Indeed, only the
Stratonovich formulation preserves the classical chain rule, which is essential for proving
that B(x) € .. In contrast, the solution to the Itd stochastic differential equation

dX(x)=PXx)dW(x), X0)=Xoe L,
does not map into the manifold .Z.

In order to define suitable smooth approximations of the Brownian path B: R — ./,
we introduce a countable family of smooth functions W¢: R — RP, ¢ > 0, that ap-
proximate the D-dimensional ambient Brownian motion W. Specifically, we set

W =P i W=KxW, e:=2"% keN,

where K, (x) : =& '5(¢~'x). While we consider the variable ¢ to be restricted to
dyadic numbers, we do not make this more explicit in our notation. We obtain a corre-
sponding family of smooth functions Bé: R — .#, ¢ > 0, as solutions to the classical
ordinary differential equations

3B = P(B%)3,W®, B°(0)= By e /. (2.94)

7 While it is customary to write By or Wy for Brownian motions indexed by the variable x, we use the
notation B(x), respectively W (x), which we consider to be more in line with the notation in the rest of the

paper.
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In view of the definition of the Brownian path B: R — .4 as a solution to the
Stratonovich differential equation (2.93), the family of smooth functions (B?),- ¢ should
provide good approximations of B as ¢ — 0. To quantify this we work with smooth
local approximations.

For any 7 > 0 and xo € R, we first define the re-scaled and translated smooth
approximation

x) :=B%(tx + xo) (2.95)

rxo(

and the associated re-scaled and translated approximation of the Euclidean Brownian
motion

WE () 1 =172 (WF (tx +x0) — WE(xp)).

From (2.94) it follows that Bf , : R — ./ satisfies the classical ordinary differential
equation

dx BY rzP(38 )W

T,X0 T,X0 T,X0° r ,X0 (0) 0)

rxo(

Next, we introduce localized versions of the smooth approximations B; , . To this end,
we let x € C2°(R) be as in (2.7). Then we define B? : R — . as the solution to

7,x0,loc
the classical ordinary differential equation

8 Br ,Xxo,loc — 12 P( 7,X0, loc) (X (x) T xo) i,xo,loc(o) = D¢ xo(o) (2'96)

As a technical tool we will make use of the following moment bounds for weighted
L estimates of the real-valued Brownian motions Wy, 1 < j < D.

Lemma 2.29. Let T > 0 and x¢ € R be arbitrary. For any o > % there exists a constant
C(0) > 0 such that for all p > 2 and for all 1 < j < D we have

11¢x) Py < COVp. (2.97)

Proof. By scaling and translation invariance of Brownian motion, the laws of er,xo and
W/ are the same under PP. Correspondingly, it suffices to prove (2.97) for W/. Using a
dyadic decomposition of the line we obtain

2PV I

|11¢x)

, < H sup (x)~
@ [x|<1

K<|x|<2K
Z K™%\ sup
1x|<1 K>1 0 |x[<2K

By Doob’s maximal inequality [KS91, Theorem 1.3.8] we can bound the preceding line
by
PIIW Ml + Y K7 p W/ QK
K>1
where p’ = p% 2 denotes the conjugate exponent of p > 2. Invoking the well-known
moment bounds for standard Euclidean Brownian motion

i 1
Il w/ (x)”L[f)(Q) S, \/F|x|2,
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we conclude uniformly for all p > 2
=Wzl < 0/ VP(1+ 2 K7KE) So VP,
K>1
which finishes the proof of the lemma. O
Next, we establish high x high— low-bounds for Euclidean Brownian motions.

Lemma 2.30. (H1ghxh1gh—>low -bounds for Euclidean Brownian motion) Let T > 0,
x0 €R, and0 < o < be arbitrary. For any A > 0 there exists an event %;\(r xg) € Q

satisfying

P(&(, x0)) = 1 — ¢~ exp(—ch) (2.98)
and on which the following two estimates hold:
(i) Uniform highxhigh— low-bounds: For all 1 < j1, j» < D, it holds that

sup sup M%| x ()2 Py Wil 8 Py Wiz <A (2.99)

e>0 M~N ”CO‘ 1

(ii) Convergence of highx high— low-term: For all 1 < j1, jo» < D, it holds that

lime—o supyy M| x (2 (Pu Wiy 0x Py Weils — PuWil 9. PN W) | cet = 0.

(2.100)

[ ca-

Proof. We begin with the proof of the uniform highxhigh—low bounds (2.99). Fix
1 < j1, j2 < D. We consider the random variable

X :=sup sup M| x (V2 PuWI PN Wo2 | oy, (2.101)
e>0 M~N
and define the event %A(r, x0) : ={X < A}. For all p > 2 we seek to establish the

moment bounds [ X||,» < p. By Chebyshev’s inequality these moment bounds imply

the tail estimate ]P)(%)L(‘L', x0)¢) < ¢ le=* for any A > 0 for some absolute constant
¢ > 0. The main work now goes into establishing the moment bounds. We reduce their
proof to a computation for random Fourier series representations of Brownian motions
on unit-sized intervals. This reduction is achieved in several steps. We have

Xl <Y M®

M~N

sup x> PuWe o, Py WE2| oy o (2.102)

Step 1: Estimating the low frequencies M ~ N < 1. We first dispense of the low
frequency contributions to (2.102). Using the embedding L> < C%~! and Holder’s
inequality, they can be estimated crudely by

>, »

sup [ x (2 Py W o, Py WO 0oy
e>0

LE
M~N<I1
oM Y | Ix O Pup W o Py PLW R
M~N<1  L.L'~M ¢ (2.103)

Yo MY xOPuPLO) | e o [T WL | 20

M~N<1  L.L'~M

X |x O3 Py PLAO | oo oo 1) 7T W2
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The following operator norm bounds hold uniformly for the low frequency configura-
tionsM ~N <landL,L' ~ M,

[ XxOPMPLEY| oo oo + [ X OB PNPLC) | o oo S 1

Thus, by Lemma 2.29 the last line of (2.103) can be bounded by

> oM Y pSp

MNNSI L,L'~M

as desired.

Step 2: Reduction to a random Fourier series computation. We begin to estimate the
high-frequency contributions to (2.102). To this end we introduce a fattened version ¥ (x)
of the bump function y (x), which is as in (2.7). For notational purposes, it is convenient
to require that x'(x) = 1 for all x € [—5/2, 5/2] and that the support of X is contained
in [-3, 3] C [—m, w]. Then we decompose into

Yo M |sup [ x (V2 PuWT 9 Py WL oy
M~N>1 e>0

S XM

M~N>1L,L'~M

Sy oo

M~N>1L,L'~M

L}

lx () Pa PLWT 85 Py PLW 2 | oy

P
L (o}

| %O Pu PLXOW) 85 Py PL(RO W) | s

Lg

) ) (2.104)
) 2 Mx O PuPL( = ROIW) Py P (ROWE) | ar |,
M~N>1L.L'~M @
) D MUx O PuPL(XOW) 8 Py Pr((1 = XOOWE) ot |,

M~N>1L,L'~M

FY

M~N>»1L,L'~M

Ix () Par PL((1 = )W) 8, Py P (1= XYW s

Ly

The first term on the right-hand side of (2.104) is the main term that will be estimated
in the next step. All other terms have at least one input with a mismatched spatial sup-
port that allows for a simpler treatment. Indeed, we can bound the second term on the
right-hand side of (2.104) using the embedding L>® < C*~! by

2, ) M
M~N>1L,L'~M

S 2 2 MUOPPuPL( = XN | ooy o 1) WL | 20

M~N>1L,L'~M

[ Pa PL((1 = XCIW!) 0 P PLA(ROW) | s

p
Ly

x (05 P P (RO D | oo oo [ 1G0T W2 10

2p .
L.}

(2.105)

Due to the mismatched spatial supports of the cutoffs x (-) and 1 — X (-), we have for all
M~ L > 1and A > 1 that,

[ xO?Pu PL(1 = KON | oo oo Sa MTA
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By Bernstein estimates we also have uniformly for all N ~ L’ > 1 that
J0:Pn PLROED ] o e S V-
Hence, by Lemma 2.29 we can bound the last line of (2.105) as desired by
> M* Y K*'MTNp < p.
M~N>1L,L'~M K>1

The last two terms on the right-hand side of (2.105) can be estimated analogously.

Step 3: The main random Fourier series computation. We now turn to estimating
the more delicate first term on the right-hand side of (2.104). To this end we pass to
a representation of real-valued Brownian motion in terms of a random Fourier series.
Recall that for any countable orthonormal basis {{/, },en of L% (R), there exists a family
of independent standard Gaussian random variables {,},cn such that

W) =Y ha(lio.x), Va)
a=1

where (f, g) : = fR f(y)g(y)dy denotes the inner product on L)% (R), see for in-
stance [Eval3, Chapter 3.3] or [Nua06, Chapter 1]. Since the family {%}mez forms

an orthonormal basis of the (complex) vector space Li([—n, ]), for x € [—m, ] the
one-dimensional real-valued Brownian motions W/ (x), 1 < j < D, can be written as

W/ (x) = Ljo.x1 (), €™)

_ o o
- Y (s y A,
mez\{0) ’m I ez Y2Tim

where {g,{,}mez, 1 < j < D, are families of independent standard complex-valued

Gaussian random variables satisfying the constraints g;, = g’ - The latter constraints

are necessary to ensure that W/ (x) are real-valued Brownian motions. Correspondingly,
we have forx € [—m, 7] and 1 < j < D that

0 (X)W (x)) —x(x)( 3 \/’"_ jo_)+(axx>(x>vvf<x>
meZ\{0}

Then we further decompose into

[PuPL(EW)]() = ¥ emo) 22— o (m)pr(m)X ()™ + Ry, | (x), (2.106)

where we introduce the remainder term

R (x) = Z OM,L;m(X)
e mezno) v 2Twim
8 ~ ~ )
S0 _[pyP [Pu P
+<m[  PL(T()y)](x) — me;\o} Flm m PLY(x)
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with
imx

oM Lm(x) 1 =[Py PL(X()e™)](x) — oy (m)pr (m)X (x)e

All terms in %{W . gain regularity compared with the first term on the right-hand side

of (2.106) in the sense that all terms in 9‘2 M, come with an additional inverse power of
M. Indeed, we have uniformly for all M ~' L >> 1, all m € Z\{0}, and all x € R that

lom,Lm ()] Sa g (1) AM T (Him| < MY+ 1{|m| > MY(m])~®).

Moreover, by Bernstein estimates we have || Py P (X (1)) +[PuPLY L Sa

P2
M~ uniformly for all M ~ L >> 1. Similarly, we decompose

J
[Py P (XW/)] () = B N (T @)™ + Gy ()
ne%\:{O} m A
(2.107)

with an analogous remainder term that gains regularity compared with the first term on
the right-hand side of (2.107). We thus arrive at the decomposition

X [Py PL(TW)](x) [8x Py Pr (X W) ] (x)

J1 J2
2 8m imx 8n inx
= ! b ’
x(x) < E mimpM(m)pL(m)e )(nEZE\{O} mpzv(n)m (n)e )+{ etter}

meZ\{O

> i’;f’jn P (), () p (1)1 () X ()2 %+ fbeter), (2.108)
m,neZ\{0}

where all product terms with at least one input at better regularity are grouped into the
quantity {better}. In what follows we only estimate the contribution of the delicate first
term and leave the treatment of the contributions of all other more regular terms to the
reader.

Let g > 1 satisfy o + é < % Using Holder’s inequality in the w-variable, it suffices
to prove the moment estimate for p > ¢. Using Bernstein estimates and Minkowski’s
integral inequality, we obtain that

2, 2 M

M~N>1L,L'~M

Y Y weke

M~N>1L,L'~M K>1

| % Pr PL(XW) Py PLi (X W) || cacs

| P (2 Pas PL (W) 0 Py P (W)

Ly | e

Inserting the first term on the right-hand side of (2.108) and using Gaussian hypercon-
tractivity yields

1
D, D, D MKtTkw
M~N>1L,L'~M K>1

i J2

| Y S pumpLompn e [Pk (x ()2 ) ()
m,neZ\{0}

X

LY L
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S Y Y Y wekeikd

M~N>1L,L'~MK>1

i iz .
X EE e mpnmor [ Pr (x| |
m,neZ\{0} ol Ly
(2.109)

We now decompose the second-order Gaussian chaos in (2.109) into a non-resonant and
resonant component. To be precise, we decompose

Ji 2 i
Y e mpn mpw [P (1% )@
awim
m,neZ\{0}
ﬁ;{z_amwl:s':. ot
_ Z gm g o 09, jzpM(m)pL(m)pN(n)pL/(n)[PK(X(-)zet(m n)‘)](X)
wmim
m,neZ\{0}
(2.110)
1 2
t8ji=h D 5= pm(m)pL(m)pn (m)prr(m) Py (x*) (). @1
meZ\{0}

We first address the resonant term (2.111). At first sight, it may seem like this term
is of order one, which would lead to a divergence in the sum over M. However, since
m € Z\{0} — 1/m is odd and the cut-off function m € Z\{0} — pp (m)pr (m)py (m)
pr(m) is even, it holds that

1

E i om (m)pr(m)py (m)pr(m) = 0.
aTim

meZ\{0}

In particular, the resonant term (2.111) vanishes. It remains to treat the contribution of
the non-resonant term (2.110). To this end, we note that

[Pk (x O ™) ()| Sap ) A(1{Im+n| S K} +1{|m +n| > KHm+n)~5)
(2.112)

forall K > 1,m,n € Z, and x € R. Using Li-orthogonality and (2.112), we obtain the
bound

P Y Y Y mekeid

M~N>1L,L'~M K>1

X

H Z gi{nl géz - 8m+n:08j]:j2

par(m)pr (m) pn (m) pr (M) P (x ()2 7) ] (x)

2mim L%] 14
m,neZ\{0} X
1 . )
SpoY X Y MK K | |1l ~ Myl ~ NP (2| |
M~N>1L,L'~M K21 mon |l L8
1
DY Y Ywekeid
M~N>1L,L'~M K>1
x Hl{lml ~ MYl ~ NY(1m +nl ~ K) + Wm0l > K)on+m)72)| (2.113)

m,n
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The 551, »-Tactor can be estimated by

H1{|m| ~ M}L{[n| ~ N}(1{lm +n| ~ K} + L{m +n| > K}(m +n)~2)

02

< MIKT+M? < MIK?.

Thus, (2.113) can be estimated by

r Y3 ZM“_%K“_%K$§p.

M~N>1L,L'~M K >1

This finishes the proof of the uniform bounds (2.99).

Finally, the convergence statement (2.100) can be deduced by a variant of the preced-
ing arguments. Specifically, we can exploit that in the difference on the left-hand side
of (2.100) at least one input must be at frequencies > ¢~ !. This allows us to gain a small
power of ¢ at every step of the preceding argument and therefore yields convergence as
e — 0. i

Remark 2.31. It may be possible to prove Proposition 2.30 by working directly in phys-
ical space and with the covariance of the Euclidean Brownian motion W. However, the
argument using random Fourier series is closer to the literature on random dispersive
equations.

The next proposition establishes the main properties of the smooth approximations
of the Brownian paths. As an auxiliary tool we need to introduce a canonical smooth and
compactly supported extension P,,;: RP — L(RP;RP) of the orthogonal projection
P introduced above, i.e., Px;(p) is the orthogonal projection to T,.# forall p € /.

Proposition 2.32 (Smooth approximation of the Brownian paths). Let xo € R be arbi-
trary and let s < a < % with 0 < % — a < 1 sufficiently small. There exists a small
constant 0 < c(M) <K 1 depending only on M such that for all 0 < t < c(M), there

exists an event &(t, xo) C Q satisfying
P(%(r, xo)) >1—Cexp(—ct™)

and on which the following properties hold:

&

(i) Convergence: There exists a path Br x 1oc: R — M such that Bt,xo,loc

in C¥.

(ii) Effect of the spatial cut-off: Foralle > Oandx € [—2, 2], it holds that Bf,xo,loc(x) =
B;xo (x) and Bz xy,10c(x) = B(tx + xp).

(iii) Para-controlled structure: For all ¢ > 0, there exists a vector-valued function

Bi’jo loc € C2 such that

- Br,xo,loc

1 #
f,xo,loc =712 PeXt(Bf,xo,loc)@(X () W‘ra,xo) + Bi:xo,loc' (2‘1 14)

(iv) Uniform bounds: For all ¢ > 0, it holds that

O)llc2e S T2
(2.115)

O)llce S 12 and |B* | — BE

7,x0,loc 7,x0,loc

” Bé‘ _ BS

7,X0,loc 7,x0,loc



60 Paged42of 115 B. Bringmann, J. Lithrmann, G. Staffilani

(v) Uniform highx high— low-bounds: For all 1 < ji, j» < D, it holds that

s &1 5 J1 5 J2 5 J2 1—c
Sug Ajug\/ M ” PM(Br,xo,loc - r X0, loc(o)) Ox PN( 7,x0,loc r X0, loc(o))‘ :
e>0 M~

Ccs—1 N‘% T
(2.116)
(vi) Convergence of highx high— low-term: For all 1 < ji, jo» < D, it holds that

8 J £, &, J 5 J:
lim SU.p M’ || PM( T x(]),loc - Br )]c:) IOC(O)) ax PN (BT,X(zJ,IOC - P, X(ZJ 100(0))

£=0 M~ (2.117)

— Pu (Bi x0,loc Bilxo loc(o)) ax PN (foo loc B?xg loc(o)) ”Cl"fl =0.

Proof. We begin by recording a Wong-Zakai type approximation result for the Brownian
motions B(x), x € R, on ./ defined as solutions to the Stratonovich differential equa-
tion (2.93). It follows from [IW89, Chapter 6, Theorem 7.2] that the solutions B?(x),
x € R, to the classical ordinary differential equation (2.94) approximate the Brownian
paths B(x), x € R, in the sense that for any r > 0 we have

lim E[sup | B (x) — B(x)|2i| 0. (2.118)
-0 |x|<r

This identifies the Brownian path B as the limit of the approximating sequence (B?)¢~¢
in a weak sense.

We now describe how to obtain an event &(t, x9) C 2 on which the properties (i)—
(vi) hold. To this end we use the para-controlled framework from [GIP15, Theorem 3.3]
for the analysis of rough differential equations of the form

oxu = F(u)§, u(0) = uo, (2.119)

where ug € RY, u: R — RY is a continuous vector-valued function, E:R —- R"is
a vector-valued distribution with values in C? for some g € (1/3,1), and F: R? —
Z(R", R?) is a family of C} ;, vector fields on R?. Correspondingly, we view the family

of solutions BY xodoc: R = A, & > 0, to the ordinary differential equations (2.96) as

RP-valued solutions to the following rough differential equations

1
ax r ,x0,loc — =712 Pext (Bi,xo,loc) ax (X Wr xo) i,xo,loc(o) = BS(XO), (2'120)

where P, : RP — L(RP; RP) is the canonical smooth and compactly supported ex-
tension of the orthogonal projection P introduced above. Clearly, P,,; € C; ;- Observe
that while we only consider the initial condition Bt xo.loc (0) = Bf(xg) € A, (2.120) is

well-defined for any initial condition in R” and falls into the category of rough differ-
ential equations (2.119) considered in [GIP15, Theorem 3.3].

In particular, by Lemma 2.30 (with the choice A = 77°) for any 0 < 5 —a K 1,
there exists an event &(t, xg) C 2 with IP’(%’(I xo)) 1—c™ exp( cT C) on which
the high-high paraproducts (x ()W£ , )©d. (x (- converge® in C?*~lase — 0,
and on which we have for 1 < ji, j» < D,

W)

sup sup M| Pa(x OWed)ox Py (X OWE2) | ot < T7° (2.121)
e>0 M~N

8 This conclusion can be obtained from a slight variant of the proof of Lemma 2.30. We emphasize that
the convergence (2.100) in the statement of Lemma 2.30 is stronger than what is needed to conclude the
convergence of the high-high paraproducts in C 20-1,
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Additionally, by a much simpler variant of the proof of Lemma 2.30 we can achieve that
on the event & (t, x9), we have for all integers 1 < j < D,

sup | X OWzdy || e +sup |8 (X OWrid) | por <772 (2.122)
>0 e>0
Then all assumptions of [GIP15, Theorem 3.3] are satisfied and it follows that there
exists 0 < c(A#) < 1 such that for all 0 < © < c¢(A4), we obtain on the event
& (7, xo) the existence of a limit path By x; 1oc: R = £ with B; x;10c € C* such that
Bf xo.doc = Bz xp,1oc in C*. By uniqueness of solutions to classical ordinary differential
equations, we have B loc(X) = (x) for all x € [—2, 2]. Additionally, in view of
(2.118) we may conclucfe that By 10C(x) B(tx + xqg) forall x € [—2,2].

Moreover, it follows® from the proof of [GIP15, Theorem 3.3] that for all ¢ > O,

there exists a vector-valued function B®’ € C2 guch that on &(, x¢) it holds that

T xo loc
e e #
7,x0,loc — =T 2 PCXt(Br ,X0, loc)®(X( W T xo) + Br,xo,loc (2.123)
with
1 1
& 5—cC e# I3 5—C
1B xp.10c = BrxptocOllce S 727 and By o0 = B 4 10c Ol c2e S T27°

(2.124)

Note that since the target manifold .# is compact, we have |BT 2o.loc x)| < C(A) for
all x € R for some constant C(#) > 1, whence the preceding bounds also imply

| B; lce S C(A). (2.125)

7,x0,loc

Finally, we turn to the proofs of the uniform high xhigh— low-bounds (2.116) and the
convergence of the high xhigh— low-term (2.117). We focus on the proof of (2.116). The
derivation of (2.117) is based on a variant of the argument and is left to the reader. First,
we record that by Bony’s paralinearization in Besov spaces, see for instance [BCD11,
Theorem 2.89 and 2.92], we have the bound

1 Pext (BE g 10 llce < C(Pext, @) (14 1BE ) 1o ICNBE ) jocllces  (2.126)

where C(Pey, @) > 0 is a constant that depends on « and finitely many derivatives
of P,y. In what follows we suppress the superscripts 1 < ji, j» < D. Inserting the
para-controlled structure (2.123), we find

sup sup M? H Py (B;xo.loc - Blg',xOA,loc(O)) ax Py (Blg' xp,loc T B;xo.loc (O)) ” cs-1
>0 M~N

< sup sup M’ H PM(tz Péx‘(Br X0, loc)@(X( )Wr vo)) a PN (-[2 Péx‘(Br X0, loc)@(X( )Wlfxo))
e>0 M~N

cs—1

#
+ Sug A/Slul?\/ M* Py (T2 PEXt(Br X0, loc)@(X( IV, T xo)) dx Py (Bi xo,loc T r X0, loc(o)) Cos-1 (2127)
e>0 M~
1
+ Sug sup M| Py (Br xo,loc Bf.xo,loc(o)) 0x Py (-[2 PCXl(B;xo,loc)@(X(‘)Wf,xo)> Cs-1
e>0 M~N

+sup sup M| Py (BS

T, xo loc — r X0, loc(o)) 6 PN( rxn loc — ‘r X0, loc(O) ”C* -
e>0 M~N

1
9 Specifically, in the notation of the proof of [GIP15, Theorem 3.3] we have Cr =~ 72 (|| Pex:|| 2+
b

|| Pext ||2Cz) and Cg < 77¢. To conclude the bounds (2.115) we have to impose CpCe K< 1.
b
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Then the first term on the right-hand side of (2.127) is the main contribution and all
other terms on the right-hand side are easier to estimate due to the better C2* regularity

of Bi’fo loc- FFOT this reason we omit the details of their treatment. We also only consider

the case when the derivative falls onto the high frequency input in the first term on the
right-hand side of (2.127). Recalling that s < o < %, we decompose this term as follows

sup sup M | Pay (73 PB4, 1o (1 (IWi 1)) Por (73 Pesa(B 0 sod @ (x OW5 ) )| .

e>0 M~N

<'sup sup sup sup Z Z Mt
>0 M~N M'~MN'~N " o 1

% Py (P (Pexc(BY 1y 100)) 8 P (X OV ,))

<'sup sup sup sup Z Z Mt
e>0 M~N M'~M N'~N LM’ L'<N'

’PM (PL(PeM(Bi.xu.loc))PM/(X ()foo)>

ca-1

| PL(Pext(BS 1 100)) P Par (X OWE )

(2.128)

x Py (Pext(BS L 100))0x Py P (X OWE )

+sup sup sup sup Z Z Mt
e>0 M~N M'~M N'~N ‘=5, | 7=,

ce—l

X

(PM (PL (Pexl(B-?XO.loc))PM’ (X()fon)> - PL(PeXl(B?xo,loc))PM Py (X ()fon))

X Py (P (Pesa(B 1 100)) 3 P (X OOWE ) )

ca-1
+ {similar},

where the quantity {similar} is short-hand notation for two further terms like the second
term on the right-hand side of (2.128) with at least one input featuring a commutator
term with improved regularity. Then the estimate for the second term on the right-hand
side of (2.128) is straightforward using an analogue of the commutator estimate (2.43)
for the standard Besov spaces, see for instance [GIP15, Lemma 2.3]. We omit the details.
In order to estimate the first term on the right-hand side of (2.128) we pick 0 < v < 1
to be fixed sufficiently small further below. Using the standard para-product estimates
in Besov spaces, see for instance [GIP15, Lemma 2.1], we find

sup sup sup sup Z Z MST‘PL(Pext(Bf,xO,loc))PMPM’(X(')Wf,xo)

e>0 M~N M'~M N'~N L&M' L'&N'
X Prr(Pext(BS 1 100))0x P Py (X OWE )

S—o
<sup sup sup sup E E M
~ I~ !~
>0 M~N M'~M N'~N ;" Z 1=\

xM%t

ca—1

Pr (PeXt(Bg,xo,loc))PL/ (PCXt(Bf,xo,loc)) HCF“*”

\PM Py (X (YW, )8x Py Py (X OWZ )

‘ca—l'
(2.129)

For the C'~**" norm of the product of the low frequency pieces we have

sup sup sup > 3 | PL(Pexe(BE 100 P (Pext (B iy 1o0)) |
M~N M'~MN'~N "5 1=

1— — — 2
5 sup S/up S/up Z Z Z KL a(L/) ¢ “ PeXt(Blg',xo,loc)”C"‘
M~NMISMN'N | M/ &N’ K <max{L.L')

5 M172o¢+u || PeXl(Bi,xo,loc) Hi‘u ‘

Cl-a+v



The Wave Maps Equation and Brownian Paths Page 45 of 115 60

Note that the estimate (2.121) extends to the setting where each input carries an addi-
tional Littlewood-Paley projection to a comparable dyadic frequency region. Thus, using
(2.121) and (2.126) we can bound the right-hand side of (2.129) by

s+1-3 2
sup sup sup sup M*F 0HH)HPext(Bi,m,loc)”ca

e>0M~N M'~M N'~N

X M| P P (X OW2 1, )0 Py Pur (X OWE )|
S CPeri 0> (14 1B 10cl| )1 BE ) toclgat! ™
5/% 1,1—07

which yields (2.116). Here we used that for any 0 < % — s <K 1, we may choose

s<a< % sufficiently close to % and we may pick 0 < v « 1 sufficiently small so that
s +1 —3a + v < 0. This finishes the proof of the proposition. O

So far, we have constructed the Brownian path B: R — . and its smooth approx-
imations. We now turn to initial velocities. To this end, we let W: R — R be an
independent copy of the Euclidean Brownian motion W. Then, we define the integrated
velocity 7" : R — RP by the Stratonovich integral'”

V (x) ::fo P(B(y)) o dW(y). (2.130)

We define the velocity V: R — RP as the distributional derivative of ". We now
define smooth approximations of both 7" and V. To this end, we first define a smooth
approximation of the Euclidean Brownian motion by

We =P W=K;xW.
Then, we define the velocity V¢ : R — RP and its integral 7°¢ by

VE(x) 1 = P(B(x))d, W (x), (2.131)
VE(x) 1 = /x VE(y)dy. (2.132)
0

We note that V® € (B*)*T M, i.e., V®(x) € Tpe(x)# forall x € R. Next, forany t > 0
and xo € R we define the re-scaled and translated velocity, respectively integrated
velocity, by

Vi) i=tVi(tx +x0), 7, (xX) 1 =7 (tx +x0) — 7 (x0). (2.133)

Introducing the associated re-scaled and translated Euclidean Brownian motion

1

Wf’xo(x) 1= rff(We(tx +x0) — Wg(xo)),

it follows that V7 , = satisfies

VE () = T3 P(BE, ()3 WE, (x).

7,X0

10 Since B and W are independent and hence have vanishing cross-variation, the Itd6 and Stratonovich
integrals are identical in this case.
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and V?

Furthermore, we define the spatially localized versions 7.° ©x0.loc

7,x0,loc

by

VTE,XO,IOC(X) —tZP(Br x0.loc () 0x ( (x) TXO(X)), (2.134)
X

%r‘,gxo,loc(x) ::/(; Vrs,xo,loc(y) dy, (2.135)

where the smooth cutoff x (x) is the same as above. Note that
Ve € (B )*T A . In particular, we obtain that V.

7,X0,loc
x €[-2,2].

The main properties of the smooth approximations of the velocity and the integrated
velocity are included in the following proposition.

€ (B; )T and
(x) € Tge ()M for

rxo

7,X0,loc r x0,loc

Proposition 2.33. (Smooth approximation of the white noise velocities) Let xo € R be
arbitrary and lets < o < % with 0 < % —a K 1 sufficiently small. There exists a small
constant 0 < c(M) < 1 depending only on M such that for all 0 < t < c(M), there
exists an event & (t, xo) C Q satisfying

]P’(%(r, xo)) >1—Cexp(—ct™)
and on which the following properties hold:
(i) Convergence: There exist Vi x,loc, Pz,xp.0oc: R — R? such that N

a1
Vi ,x0,loc and (V¢ 7e ) — (Vr,xo,lom %,xo,loc) inC*" x C“

7,x0,loc’ 7 7,x0,loc

(ii) Effect of spatial cut-oﬁ Foralle > 0and x € [-2, 2], we have

VE o toc®) = VE a0 Ve xguloc(X) = TV (1 + X0), (2.136)
V vodoc(X) = V54 (X)), Yt xp,l0c(X) = 7 (Tx +x0) — 7 (x0),  (2.137)
where (2.136) holds in the sense of distributions.
(iii) Para-controlled structure: Forall ¢ > O there exist vector-valued functions VT Yoo €
Cc?*=1 and %8;; loc € C>* such that
#
;xo,loc =712 PeXt(Br ,X0, loc)698 (X( ) xo loc) + Vrgxo,loc’ (2 138)
1 — # ’
%ﬁxo,loc =T 2 PeXt(Bt,xo,loc)@(X(')Wr,xo,loc) 7rgxo loc*
(iv) Uniform bounds: For all ¢ > 0, it holds that
1_ 1
”Vrgxo locllca—1 S T2, I rxo locllce S T27F, (2.139)
1 1
”ero oellcze—t S 127°, ||7r;c0 oellcze S t27°. (2.140)
(v) Uniform highxhigh— low-bounds: For all 1 < ji, j» < D and all ¢ > 0, it holds
that
j 1_
Sup sup M* ” PM%'gxf)lloc Py V:,’x];,loc’ cs-1 ’S/% LRI
e>0 M~N
~ J BEJ e, 3¢
sup sup M ” PM(B‘[ X(l) loc — r)ql) loc(o)) PNVr xé,loc| cs—1 5/[ T2 L’
e>0 M~N
e, j s N 1
Sup sup M’ H Pu7, rxo loc O PN(Br,X(z),loc o rxé loc(O)) “CS ! </% LA
e>0 M~N

(2.141)
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(vi) Convergence of highx high— low-term: For all 1 < ji, j» < D andall ¢ > 0, it
holds that

: s &, J1 &2 J J2 _
lim sup M || PM%,xo,loc Py Vt,xo,loc - PM%,xo,loc Py Vr,xo,loc ||C5*1 =0,
e=0 p~N
: s &1 &1 &, J2
812;% ]l/slul])v M || PM(Br,xO,loc - Br,xo,loc(o)) PN Vr,xo,loc
J1 J1 2 _ 2.142
— Py (Br,xo,loc - Br,xo,loc(o)) Py Vr,xo,loc ”CS*1 - ( )
. s &, J1 & J2 & J2
lim sup M ” PM%,xo,loc Py (Br,xo,loc - Bt,xo,loc(o))
e—0 M~N
J1 J2 2 _
- PM%,XQ,]OC Py (Br,xo,loc - Bt,xo,loc(o))| cs—1 = 0.

Proof. The assertions can be proved using similar arguments as in the proof of the pre-
ceding Proposition 2.32. We refer to [IW89, Chapter 6, Theorem 7.1] for a Wong-Zakai
type result for approximations of Stratonovich stochastic integrals. Most of the argu-
ments are in fact simpler because the integrated velocities are defined via stochastic
integration, while the Brownian paths are defined in terms of a stochastic differential
equation. The details are left to the reader. |

Corollary 2.34. Let B: R — . be the Brownian path, let V. € B*T M be the
white noise velocity, and let (B®)¢~o and (V®)¢~q be their smooth approximations.
For any R > 0 we have almost surely that (B%, V) converges to (B, V) in C* x
CSY([—=R,R] = T M) as ¢ — O.

Proof. The assertion follows by a covering argument from the properties (i)-(ii) of the
smooth local approximations established in Proposition 2.32 and in Proposition 2.33. O

We recall that the (shifted) linear waves corresponding to the initial data
(B Ve ) are given by

7,x0,loc’ 7 1,x0,loc

+.e . 1 £ & &
¢r,xo,loc = E(Br,xo,loc - Bt,xo,loc(o):F%,xo,loc ’

with analogous definitions of the linear waves qbf,xo’]oc for the initial data
(Br,x.10¢s Vz,x0.l0¢)- In the final proposition of this section, we prove a variant of the
highxhigh— low-bound, which also allows for shifts in the argument.

Proposition 2.35. (Highxhigh—low-bound with shifts) Let xo € R be arbitrary and
lets < a < % with 0 < % — a K 1 sufficiently small. There exists a small constant
0 < c(M) <K 1 depending only on M such that for all 0 < v < c(M), there exists an

event &(t, xo) C Q2 satisfying
P(&(t, x0)) = 1 — Cexp(—ct ™)
and on which the following properties hold:
(i) Uniform highxhigh— low-bounds: For all 1 < ji, jo < D, it holds that

4 - 1
supsup sup M| Py o'l (x — 1) 0 Pu oo (X + 0| ot S T2,

7,Xx0,loc x0,loc
e>0teR M~N
+.8,]1 -8 i-c
supsup sup M* |0, Puepy oo (x — 1) Pngp it (x + 1) | ot S T27C
e>0teR M~N

(2.143)
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(ii) Convergence of highx high— low-term: For all 1 < ji, jo» < D, it holds that

hm sup sup M*|| P ¢:;’)"’1100(x — 1) 0 Pno, xf)jlf)c()ﬁrf)
=0 teR M~N
_PM¢:}?$,IOC(X 1) Ox PN¢T ,X0, loc(x +1) ”CY 1 =0.

lim sup sup M°*| 8 Pu¢pr Sl (x — 1) Py SR (x +1)

7,X0,loc 7,X0,loc
£=>0 teR M~N 0 0

—0x PM¢1’ X0, loc(x —1) PN¢: X0, loc(x + t)|

cs—1 — =0.
(2.144)

Remark 2.36. In Proposition 2.35, it is essential to consider the mixed term involving
both ¢* and ¢ . In other cases, the probabilistic resonance poses a severe problem.

Proof. The argument is similar to the proofs of Proposition 2.32 and Proposition 2.33,
but this time we get no resonant term (at top order). The reason is that W + W and W — W
are independent due to the rotation invariance of Brownian motion. To see this more
directly, we check that the cross-covariance matrix vanishes, which suffices to conclude
independence for Gaussian random variables. Indeed, we have for any x1, x» € R and
any 1 <i,j < D that

cov((W! + W) (), (W) — W)(x2))
= E[(W'+ W) = B[V + W) 0xn)]) (W = W) — E[(W = W] )]
= E[(W ) — E[W ()] ) (W () — E[W (x2)]) |

—E[(W (1) = E[W ()] ) (W7 (x2) — E[W (2] )|
=0,

as desired. |

3. Ansatz

In the introduction (Sect. 1.3), we gave an informal description of the Ansatz for ¢. In
this section, we give a rigorous definition of the terms in our previous discussion.

3.1. The shifted wave map. In the proof of Theorem 1.4, which is a local result, we
utilize some form of smallness. In principle, smallness can be created by localizing to
times || < v « 1. However, due to the complexity of our Ansatz, exhibiting gains
in T in this fashion is tedious. Instead of localizing to a short time-interval, we use a
scaling argument. To this end, we use the scale-invariance, translation-invariance, and
finite speed of propagation of (WM), which allows us to replace B® and V? by their
re-scaled, translated, and localized counterparts (see, e.g., the definition of B xo.loc 1
(2.96) and the definition of V; xo.loc in (2.134)). Unfortunately, this alone is not sufficient
to yield small data, since the manifold constraint B®(x) € . prohibits smallness in L.
To resolve this issue, we need to subtract the initial position at x = 0, and the resulting
shifted wave map will be described in this section.
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While our main result (Theorem 1.4) is stated just for the random data (B¢, V¢), and
will be proven using the re-scaled, translated, and localized counterparts B¢ xo.loc and
Vi xp.loc> OUT argument r§quires only thf.l regularity apd highxhigh— low-estimate§ from
Sect.2.6. As a result, it is more convenient to work in a general framework. To this end,

we let ¢o: R — . and ¢ € ¢§T .4 . Then, we define the shifted initial data by
¢ (x) 1 =¢o(x) —¢o(0) and ¢y (x) = P1(x). (3.1

We remark that the shifted data satisfies the geometric constraint
¢7 € (@) T (M — $0(0)),

but this will not be used in the rest of the paper. We define the corresponding shifted
linear waves ¢** and ¢~ by

1 X
640 = 35 (8507 [ aye7) (.2

Here, the parameter & > 0 is as in Sect.2.1. The purposes of the (1/6)-factor in (3.2)
will be clear from (3.6) below. We also define the shifted second fundamental form by

155(0) = 5523 90 (0)) : =T, (¢ + g0 (0)). (3.3)

For most of this paper, the dependence of lI?j’k on ¢((0) is omitted from our notation.
Finally, we define the shifted wave map ¢° by

¢°(t,x) 1 =(t, x) — ¢o(0). (3.4)

As a result of our definitions, we see that ¢ satisfies the shifted wave maps equation

0,01k = 5K (¢°)9, 97019

<o o <o (3’5)
#°(0, x) = ¢g(x), 9:9°(0, x) = ¢y (x).

In our analysis of (3.5), we will exclusively work with its Duhamel integral formulation.
Due to the mapping properties of the Duhamel integral on Holder spaces, it is conve-
nient to also insert our cut-off functions x* and x ~ from (2.8). Due to finite speed of
propagation, this does not alter the behavior of ¢° on |u|, |v| < 2. In total, this leads to
the fixed-point problem

Bk = 9%+ + 0%~ — 'y~ Duh [} 60,07 0,677 3.6)

As stated above, the purpose of the (1/0)-factor in (3.2) stems from (3.6). It leads to
the small 6-factor in (3.6), which allows us to consider small modulations in our Ansatz
(see Sect.3.3).

A word on notation: Throughout Sects. 3-8, we work exclusively with the shifted
wave map ¢° and the shifted linear waves ¢** and ¢* . In order to simplify the no-
tation (see e.g. Section 6), we omit the superscript “¢” in our notation for ¢°, $**, and
¢° ~. Therefore, we simply write ¢, ¢*, and ¢ . In Sect.9, where both the original and
shifted wave maps are present, we distinguish between ¢ and ¢°. Throughout the whole
paper, we include the superscript “¢” in II°. This is because we do not want to change
the definition of a central object in mathematics.
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3.2. The enhanced initial data. We let ¢+ and ¢~ be the linear waves from (3.2), where
we recall that the superscript “¢” is omitted from our notation. As will be further detailed
in Hypothesis 3.8, our analysis will be based on the following assumptions.

(1) Regularity condition: It holds that [|¢™(x)|lcs®) + |¢~ () llcs®) < 6.
(2) Highxhigh—low-bounds: For &1, £, € {+, —} it holds that

max max  sup M| Pydt " (x) 0y Py (X)) e <62,
£1.4 1<m, n<DM~I:1)\/ ” M(b ( ) N¢ ( )”Cx I(R) X

max  sup sup M*|| Pyt (x — 1) 8, Py " (x + 1) || st < 62,
1<mnx<DMli};thelﬂg [Py@™" (x = 1) 0x PN " (x + D)l cs-1 )

s +,m n 2
1<13,3?1X<D ]Vslligv f:ﬂg M| 0x Pyd™" (x =) PN " (x + D) [ o1y < 07
As previously discussed in Remark 2.36, we emphasize that the term involving the supre-
mum over ¢ € R only covers products of linear waves in different directions. Due to the
bilinear nature of the high x high—low-bound, the two assumptions cannot be captured
through a norm or metric on C; x C3. As in the previous literature on random dispersive
equations (see e.g. the survey [BOP19]), we will interpret the assumptions through an
enhanced data set.

Definition 3.1. (Enhanced data and 2°) For any ¢*, ¢~ : R — RP, £, 4, € {+, -},
1 <m,n < D,and M, N > 1satisfying M ~ N, we define <I>jEl mon, :R— Rby

CDil izmn( ) —MSPM(bil’m(x) axPNqbiz’n(x). (3.7)
In the case 4= # =;, we also define the shifted <1>jEl £2.(5)m.n R1+1 — Rby

Oy O (s 1) 1= MO Py T (x — 1) 8 PR (x + 1), (3.8)

We then define

I@*. ¢7)llos : = max (||¢ leg + 197 Neg, max  max sup \JI93" @) o,

L2 1<m,n<D p~nN

max max _ sup sup\/lld):tl 2. (8)mon x: ) cs1 )
17+ I<mn<D p~N teR x

We note that the regularity condition and highxhigh—low-bound are equivalent to
the 2*-bound [|(¢*, ¢ ) llo < 6

Remark 3.2. As mentioned above, || - ||gs is not actually a norm. However, it can be
viewed as the composition of the nonlinear function ¢i — (¢i, @), an honest norm,
and the nonlinear function (a, b) — a ++/b. By including the square-root, we have pre-
served the 1-homogeneity in ¢* but destroyed the 1-homogeneity in ®. While || - ||gs
can therefore also not be viewed as a honest norm on the enhanced data (¢i, d), we
will now associate it with a metric on the enhanced data.

In order to prove the convergence statement in Theorem 1.4, it is convenient to in-
troduce continuous functions on 2°. To this end, we first define the distance

@7, ¢1); (93, 63 ll s
: = max (II(PI' — @3 llcy + 1oy — 85 licy.
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+1,%2,m,n +i,42,m,n
max  max \/ d x)—® X) | ps—1
o jtzl<mn<DMP 1P p N () omN D1,
+1,42,(s),m,n +1,%2,(s),m,n
max max sup su \/<D (x;t)— @ (x; ) s=1 ).
£+ 1<m,n<D M~I;\7tep 19 b v ’ 2,M,N ) ”c;
3.9

Since square-roots preserve metrics, one can view ||-; -||gs as a metric on the enhanced

data (¢, ®).

Definition 3.3 (Lipschitz continuous dependence w.r.t. 2°). Let (X, d) be a metric space
and consider a function F: Cp° x Cp° — X. We say that F is Lipschitz continuous
w.r.t. 2° if there exists a constant Lip(F') € [0, co) such that

d(F(¢7,¢1), F(@#3.9,)) <Lip(F)I($7, d1); @3, 9yl (3.10)

for all (qbf, o), (¢§” , ¢, ) € 2% Inother words, F is Lipschitz continuous as a function

of (¢*, ¢, D).

While || - |@s encapsulates the high x high—low-bound, it does not explicitly contain
bounds on the low xhigh and high xlow-para-products. The reason is that the optimal
bounds for both of them follow directly from the regularity condition ¢*, ¢~ € C3. For
the rest of the paper, it is convenient to encapsulate estimates of all frequency interactions
in a single lemma.

Lemma 3.4. Let+1, £, € {+, —}, let1 < m,n < D, andlet M and N be any frequency
scales. Then, it holds that

1Py ™" (x) 2 PN ™" ()| 1
< (I{M <SNIM™SN'™ + 1{M > N}M’—l—xzvl—x)||(¢>+, ¢I%s (1D
SMTN (9, ¢
Proof. The second inequality in (3.11) directly follows from
UM > N)M' 7SN SNTTIMS NI = ST,

Thus, it remains to prove the first inequality. To this end, we distinguish the two cases
M~ Nand M # N.If M ~ N, we have that

1Py g™ (x) 5 P ™" (1)l ot S M7 ([ Pagp™ " () 3 Py ™" (1)
S M 7TE(9Y, 613
SMTN (9%, )15
If M # N, we have that
I Pad™ " (x) B Pr ™" ()| 1 S max(M, NY ™[ Py ™" (x) 0 Py ™" (x) |l 32

< max(M, N ™1 Py¢™ " (1) [l 1o [10x Py ™" ()| L0
< max(M, N) "' MTSNI=5 (¢, 97113,

By further distinguishing the cases M <« N and M > N, this yields the desired esti-
mate. |
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3.3. Rigorous definition of the Ansatz. In the introduction, we motivated the form of our
Ansatz, which will be written as

B ) = 30 AL (085" 0+ Y Ay @ ey )
M N
+ Z lel,N,mn(uv U)d);,im(u)(ﬁ;’n (U) + wi(u’ U). (312)
R

Throughout the paper, we impose the following frequency-support conditions on A*,
A7, and B.

Condition 3.5 (Frequency-support conditions). Forall 1 < i, m,n < D and frequency-
scales M and N, we impose the following frequency-support conditions:

ny
PY o AL =0, (3.13)
PL oAy =0, (3.14)
P;>M1—U B;V[,N,mn = P;;leo B;W,N,mn =0. (315)

While A;’V’I’m has u-frequencies < M=%, we impose no frequency restrictions in the

v-variable. This is because high x high-products such as ¢;[4’m (u) Py ¢ (v), where ¢ € Cy,
only belong to C; C; but do not belong to C;,C;.

The equations for A*, A~, B, and v will be given further below in Sect. 3.4. For now,
we concentrate on the norms in which the four unknowns will be measured. While the
modulation equations for A* and A~ will eventually be solved using a para-controlled
approach (see Sect. 8), the PDE-analysis in Sect.4-7 only requires the following norms.

Definition 3.6 (Modulation norms). Let A* = (A} ), A~ = (A7), and B =
(B’;,LN!mn). Then, we define

+ 4— . + — k
[(A*. A7, B) |,y 1= sup 1A% lpsoat, +sup ”AN”M"d?v"ngk%zfﬁgD,;EfN 1By v mnllcscss

(3.16)
where
+ +,i +,1
145 oy, = max (IPL oAb allcies + IPLp s S llcier). G17)
143 Iy, =, max (1PL s Ay licses +1PL yisAy dlees). (B18)
J ~

Using the definition of the modulation norms, we directly obtain the following esti-
mates for A* and A™.

Corollary 3.7 (5-gain for Ai). For all dyadic scales M, N > 1, it holds that

180 AR ll s ot S MU AT lasoat, (3.19)

l8uANlc1es S NP NAT Ny (3.20)
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We refer to the (1 — §)-factor in the exponents as a §-gain. On a microscopic level, it is
adirect consequence of the modified frequency-cutoffs in (3.17) and (3.18). On a macro-
scopic level, the 5-gain is made possible by including the bilinear term B .. #3" d5™"
in our Ansatz.

Proof. 1t suffices to prove (3.19), since the argument for (3.20) is similar. For all M, we
have that

130 A 190 P2 pp1-s Axgll ey cr=t + 100 P ppis Al gy oo

”C;C:;_l <

1-6
S MNP Al + 1P s Atylleiey
S

MU= NAT N pgoar, -
O

In Sect. 4-8, we will prove numerous estimates for the components in our Ansatz. To
this end, it is helpful to collect all assumptions on the initial data and components in a
single hypothesis, which can then be referenced easily. This hypothesis will ultimately
form the basis of a contraction mapping argument.

Hypothesis 3.8 (Smallness). Let 6 be the smallness parameter introduced in Sect. 2.1.
Then, we assume that

max (II((P ¢ )II@Y,SSUPIIA lmoat, » SSUPIIA I Mo ,éMSHP 1By~ llcscys Wllcrcr)
< 6.

The %—factors in Hypothesis 3.8 are included because of the 635, and 84 terms in
(3.39) and (3.40) below. The following notation, which describes the different compo-
nents in our Ansatz, is used to organize the case-analysis in the null-form estimates
(Sect.5).

Definition 3.9. (Types) Let ¢ : R}*! — RP be one of the four functions in our Ansatz.
Then, we define Type ¢ € {(+), ( ) +-), (S)} by

(+) if ¢ = A}, 3, for some M,
._ ) (=) if¢ = Ay ¢, for some N,
Typet := (+-) if £ = By, N}, ¢ for some M ~;5 N,
(S) if¢=v.

After proving several multi-linear estimates below, we will eventually need to sum
over the dyadic frequency scales. This summation will be possible since all relevant
estimates will exhibit a small gain in the frequency-scale exponents. To track this gain
with minimal notational effort, we make the following definition.

(3.21)

Definition 3.10. (Gains) Let n be as in (2.4) and let ¢ : RI*! — RP be one of the four

u,v
functions in our Ansatz. Then, we define the gain correspondlng to ¢ as

M~ if¢ = ALéh,
N ife = Ayd,
€ 1= . N¥N _ 3.22
©) (MN)™ it £ = By ydl,d5. (3:22)
1 if 7 =y,
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We now prove that the Ansatz (3.12) and Hypothesis 3.8 are sufficient to control the
C to C$ and C!C3~'-norms of ¢, which will be used in the proof of Theorem 1.4.

Lemma 3.11. (Regularity in space-time) Let Hypothesis 3.8 be satisfied. Then, it holds
that

”¢”C§’C§(R><]R) + ”¢”C,1C§_](R><R) 5 0. (3.23)

Furthermore, ¢ depends Lipschitz continuously on the linear waves ¢+ and ¢~ the
modulations A*, A=, and B, and the nonlinear remainder  with respect to the natural
norm on 2*° x Mod x C|,C}.

We remark that the proof of Lemma 3.11 is the only part of our argument which
requires the supremum over ¢ € R in the 2°-norm.

Proof. We only prove the estimate (3.23), since the Lipschitz-continuous dependence
follows from a minor variant of the argument. The desired estimate for the first, sec-
ond, and fourth summand in (3.12) follows directly from Corollary 2.22. As a result, it
remains to prove that

1B 8 = 1% + D" (6 = D" (6 + Dl ocs oy S MT10°, (324)
1By N un (& = 1, % + D" (6 = D" (& + Dl 131 oy S M0 (3.29)
In order to prove the first inequality (3.24), we estimate
1B (8 = 1, % + 3" (6 = D" (6 + Dl 0065 ey
S max(M, NY 1Bl pun (s )3, )y " )| g0 L0
< max(M, N)*(MN)~*6°.

Since M ~s N, this contribution is acceptable. We now turn to the second inequality
(3.25) and decompose

0 (Bly ynn (= 1+ 095" = D by (x 1))
= (B — 3 (Bl ymn) & — £ X+ 3" (x — 1) " (x +1) (3.26)
+ Bl o (8 — X 1) 3y (= )y (x + 1) (3.27)
+ Bl N (= 1 X+ D) 1" (0 — 1) By (x +1). (3.28)
For the first summand (3.26), we have that
1@y — 3L¢)(B§4,N,m,,)(x —tx+0) ¢y (x — 1) oy (x + Dllcocs-
S 1@ = 8 (B, ) @, 0) 3" ) by W) o130 S max(M, N)'™* (MN)~°6°.

Since M ~s N and 1 — 35 =~ —1/2, this contribution is acceptable. For the second
summand, we obtain from the definition of the &°*-norm that

k +, -,
I By N mn X — 1, +1) 3y, (x — 1) ¢ (x +Dllcocs
k +, -,
S IBy N pn (X — 1, x + t)”C;)C)lC—H'?”au‘PMm(X -0y (x + Dllcocs-
< max(M, N)! =2+ =563,

As in our estimate of (3.26), this contribution is acceptable. Since the estimate for the
third summand (3.28) is similar, this completes the proof. O
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3.4. The modulation and forced wave maps equations. We now state the equations for
the unknowns A*, A=, B, and v. The equations are split into a set of modulation equa-
tions for A*, A~, and B and a forced wave maps equation for . Before we can define
the modulation equations, we need to define the auxiliary matrices F*, F~, and G,
which appear as driving forces in the modulation equations.

Definition 3.12. (The forcing terms F*, F~,and G) Let 1 < a,m,n < D and let M
and N be dyadic frequency scales. Then, we define F* by

Fyity =D AL @d.(Ayioy") (3.29)
Nng—S
Y A @8, (3.30)
Type (=
1+, (8)
+ 0 (@AY, AN O 0y (3.31)
N~sM
+ D LY@ By y (03" Dp 009 7). (3.32)
N~sM

Similarly, we define F~ by

Y A @ (AT, 00" (3.33)
M<N1—5
Y AT @) (3.34)
Type =
(2.0, (5)
+ ) (@AY, AN dugy” (3.35)
M~sN
+ D0 @B g (03" Ot (3.36)
M~sN
Finally, we define G by
v = =Pyre Py (T @437, 4%7 ) (6.37)

Instead of G, we could have denoted the right-hand side of (3.37) by F*>~. Since the mod-
ulation equation involving G is quite different from the modulation equations involving
F* and F~ (see Definition 3.13), we choose our notation to reflect this difference.

For notational convenience, we also define

?(,M,N,mnz PZMI aP<N1 n(X X ]I (¢)A+l A ) (3.38)

While the precise definitions of F*, F~, and G are quite complicated, their form
will be motivated in Sect. 8. For now, they are simply convenient notation for stating the
modulation equations.
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Definition 3.13. (Modulation equations) The modulation equations for A*, A~, and B
are given by

v
A;;jm(u, v) =682 — Png,,,XJ'X_ / dv’Png,o F;I’in(u, v'), (3.39)
u
v
A;,fl (u, v) = 08" + PQNH,)(‘LX* / du/PéNH, F&»’;(u/, V), (3.40)
u
lej/I,N,mn(u’v) = I{M ~;5 N} G?(,M,N,mn(u’v)’ (3.41)

forall 1 < a,b,m,n < D and frequency scales M and N.

Asmentioned before, we will solve the modulation equations using the para-controlled
approach of [GIP15]. However, the para-controlled structure of the modulations will only
be used in Sect. 8. In the PDE-analysis, which spans the majority of the paper, we will
only utilize the following well-posedness result for the modulation equations.

Proposition 3.14. (Local well-posedness of the modulation equations) Let ¢™, ¢~ : R —
RP and  : R — RP satisfy

u,v
1@, ¢ lgs <O and |I¥lcicp < 6. (3.42)

Then, there exists a solution (A*, A=, B) of the system of modulation equations (3.39),
(3.40), and (3.41) satisfying

1A% — 01d llpgeqs, . 1Ay — 01d Issoar,» I1Bm.Nlicye; < 0 (3.43)
for all frequency-scales M and N. Furthermore, the modulations (A*, A~, B) depend

Lipschitz continuously on (¢0(0), ¢*, ¢~, V) in M x D* x C|,C}, (in the sense of Def-
inition 3.3).

To emphasize the dependence on i, we denote the modulations from Proposition 3.14
by
Al = (A} 0D, ATl = (AyLyD. and BLY]= (B y ¥

Similarly, we write
BTV, v) = 3 AL 010 08" @)+ 3 Ay, V1w ey @)
M N

£ 3 Bl v 01w 6 0y )+ pi ). O
M,N

M"V(s N
While A*[¥], A~ [v], B[¥], and ¢[] also depend on the initial position ¢ (0) and the
linear waves ¢* and ¢, this dependence has been neglected from our notation. It now

remains to state the (forced) wave maps equation for the nonlinear remainder ¢, which
is determined by the wave maps equation (3.6) and our Ansatz.

Definition 3.15. (Forced wave maps equation for ) The forced wave maps equation
for the nonlinear remainder ¥ is given by

Y5 =095 +09~ — "1~ Duh [I5 @Y DA ¥ 10,0 (1] = @F 1] = ).
(3.45)
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Due to the modulation equations for A*, A~, and B, there are significant cancella-
tions between the Duhamel integral and the difference ¢*[¥] — ¥¥ in (3.45). The main
result on the forced wave maps equation (3.45), which utilizes these cancellations, is the
following proposition.

Proposition 3.16. (Local well-posedness of the forced wave maps equation) Let ¢p*, ¢~ :
R — RP satisfy || (qb*,qb’)”@s < 0. Then, there exists a solution ¢ € C,C] of
(3.45) satisfying ¥ \lcrcr < 0. Furthermore, ¥ depends Lipschitz continuously on
(¢0(0), ¢*, ¢7) in M x D* (in the sense of Definition 3.3).

The local well-posedness of the forced wave maps equation will be proved in Sect.9
below.

4. Prototypical Estimates

In this section, we prove several prototypical estimates. In contrast to the estimates in
Sect. 2, the following prototypical estimates are specific to our Ansatz. They will then be
used repeatedly in our analysis of the null-form 8u¢i 8U¢j (in Sect. 5) or the full nonlin-
earity ]I{?j (¢)d,¢' 3,07 (in Sect.6). In Sect. 4.1, we estimate terms containing derivatives

on the (low-frequency) modulations A*, A~, or B. In the following, such derivatives are
sometimes called “favorable”. In Sect.4.2, we prove prototypical bilinear and trilinear
estimates. In Sect. 4.3, we isolate an unfortunate resonance between the initial data qbi
and the nonlinear remainder ¥ . In Sect. 4.4, we show that the types (+) and (+—) can
sometimes be treated in a unified fashion.

4.1. Favorable derivatives. We now estimate favorable terms, i.e., terms with deriva-
tives on the (low-frequency) modulations A*, A=, and B. With the following lemma,
the favorable terms can essentially be treated as smooth remainders.

Lemma 4.1. (Favorable derivatives)

(+): Forall M > 1, it holds that

|8 A% D |
100 A%y 3]

-2 + +
ey S MTE AN ese 197l 4.1)

u

2r-3
cr-ter S M7 AN voar, 1167 llcy - (4.2)

(+—): For all My, M satisfying My ~5 M, it holds that

| 9uBaty.aty D31, Sigy lcp1 ¢ + |90 Boy vty Dty Sagy o

(4.3)
2r-3 -
S max(My, Ma)™ | By, llcscs 10 lles 16~ lles -
In addition, we have the modified estimate
+ 4= + 4=
|| au BM],M2 ¢M] ¢M2 ”CZ_IC[l;_r, + || 8UBMl,Mz (PM] ¢M2 ”C,l_'/CZ_l (4 4)

1-3 + -
S max(My, Ma) | By s lcses 19 lles 1o~ lles -
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Proof. We treat the two cases separately.
(+)-estimate: Since A}, is supported on u-frequencies S M 1= it holds that

0. A3, ¢M|c’ ey S M 1”8 A ¢M||LOOCS
S 1Pl Al ) 193
M|<Ml—0
s = (Y M)A lealehle
M1<M1 o

—2s
S M Ay leyes g ey

This completes the proof of (4.1). The proof of (4.2) is similar and the only additional
ingredient is Corollary (3.7), which yields

1-6
1A% leser S MU A  lygoar, S M1 A} oz, -

(+—)-estimate: We only prove (4.3), since the proof of (4.4) is essentially identical. Due
to the symmetry in u# and v, it suffices to bound the first summand. Since By, m, is

supported on u-frequencies < M 11_" and v-frequencies < le ~7, we have that

” du By ¢1T/11 ¢1;12“c,';—'cg S er_lMg ”auBMl,Mz ¢1T/11 ¢;12||L§;f>,,

< M ME N9 Boty oy | e 1937, o 637, ll o

< MO By sl 16t es 10 lles.
Since M1 ~5 M> and o = 1004, this is acceptable. m]

As an application of Lemma 4.1 and our commutator estimates, we obtain the fol-
lowing corollary.

Corollary 4.2. Forall M > 1 and ¢ € C1="'C7=1, it holds that
[c@ba (a3 neim - (A3 @k | L
w G (4.5)

-2
S M2+ ”PéMé‘ ”C;CS" ||A-Xl’m”CftC,§ ”¢+“C;¢

Proof. Since AX;Iim is supported on u-frequencies < M'~, we have that

PﬁMf @Zau (A;tréim‘ﬁ;}m) = (AXZmPZMi)@ﬁML’m =0

Thus, we can replace ¢ by Pé y¢> which we now omit from our notation. Using
Lemma 2.14, we obtain that

Hé@rI:aM (A;\rflim¢;)m) - PZMHIC Ju (AX;I{m¢;/}m)‘ cler !
(AT E) @o0ud3" = PL s (A3,8) 0"

SM ”"II;‘IIC;CFIIA mlcses 19 lle,

u=v

citep!
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which is an acceptable contribution to (4.5). Thus, it remains to prove that

||P M- Ué‘a ( -Ial,md);\—/}m) - gMI*U (A-Z'\—/,[l,m{) 8,4(]5;4’”’}

-2
SMTEN N s -1 1A mllczes 167 Ml ey -

crler!

To this end, we decompose

P ot (AN, 80") = P o (AN 8) dudy”

+,m u +,m (4.6)
<M] rré‘a AMm¢M +[AMm7 ng—O’](g) 8M¢A/} .

The first summand in (4.6) can be estimated using the bilinear estimate (Proposition 2.5)
and Lemma 4.1. Using frequency-support considerations and the commutator estimate
(Lemma 2.10), the second summand in (4.6) can be estimated by

H[AM m» P Ml U]({) 8u¢>}4”” Hc;*‘c;*l
SMT l—n” Mm’ gMH](C) au‘p;/im”c{]crl
SMT l—n” Mm’ ;MH](;) ot ||8u¢;im}c”

—1- 1—0)(n— —
S MMM g o 1A e 197 Dy

Since K o, this is an acceptable contribution to (4.5). |

4.2. Prototypical bilinear and trilinear estimates. The nextlemma essentially addresses
the null form estimates in the (+)-(S) and (—)-(S) cases (see Sect. 5). However, the same
estimates can also be used to treat certain error terms and therefore are placed in this
central location.

Lemma 4.3. (Prototypical bilinear estimates) Let 1 < i < D andlet M and N be dyadic
scales. Furthermore, let { € C}° (R1+1)

(+)-(8): It holds that
18 (A 3i™) Sl g1t S M 1A sl db e el greg1- (47

By further restricting to the low x high-interactions in the u-variable, we have
the improved estimate

19 (A} 037" ) s Eller-1or-1 S M A lcses bl gl er et A

S M)Ay, ||C;CS||¢M||C;||C||CrCr .
(=)-(S): It holds that

19 (Ao 08" gt S N TIAR o I8N gt (49)
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Proof of Lemma 4.3:. We treat the two cases separately.
(+)-(S)-estimate: Using the bilinear estimate (Proposition 2.5), we obtain that

19 (AT 3™ g1 pt S 10 (AN 8™ Mgt s 1€ o wio)
S M Al 197 e 16l v 1

This proves the first estimate (4.7). Using the low xhigh-improvement of the bilinear
estimate, i.e., Proposition 2.5.(ii), we obtain that

10 (A @3 ") S5 llegtept S 18 (AT @3 "M e 1€ eyt
S M A leses a1l g -
(—)-(S)-estimate: We decompose
0u(ANnon")¢ = (BuAy oy ") D¢ + (3 Ay, 83" )O'E.

Using the non-resonant improvement in the bilinear estimate, i.e., Proposition 2.5.(iii),
we have that

[ (Gudy oy )@

cr-ter-t S oAy n¢17/n||cr tenllEll - or
< 110w Aanlcr eslley " len el gir oo
< r—2s+n B — ‘
S MBI AG g 197 e 0E v -

Since r — 2s & —1/4, this term is acceptable. Using the resonant improvement of the
bilinear estimate, i.e., Proposition 2.5.(iv), and Corollary 3.7, it holds that

(A 85" ) O et S 1A g or NE g ey
SN IIA*’i ||cgcs||<1>7’"||Ci||§”c1—”c.€‘1
< NU=DE=9)—s—r IAN Istoay, 1@ lley 181 ci-rr ort

Since

(1=8F—s)—s—r'=1-25s+n—8(r —s) < —68/10,

this is acceptable.

We now present a prototypical trilinear estimate in the initial data ¢*.

Lemma 4.4 (Prototypical trilinear estimate). Let K, M, and N be dyadic scales and let
1 < k,m,n < D. Then, it holds that

lox* @aud3" @aud" Ol 11 S KM N 1@ ¢ ) e (411)
In particular, the condition K > max(M, N)'=% implies the stronger estimate
" ) dugy;" vy "Wl 1ot S (KMN)TT- @*. ). (4.12)

A similar estimate also holds with ¢ (u) replaced by ¢y (v).
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As will be clear from the proof, Lemma 4.4 easily follows from the definition of
2°. Despite its simplicity, the estimate is essential for our analysis. Most importantly,
it shows that our Ansatz does not need to include an explicit cubic term in ¢=.

Proof. Using Lemma 3.4, it holds that

+.k +, +, +.k +, +,
||¢[( 3L¢¢Mm3v¢Nn||C;—lcg—l = ||¢]( au¢Mm||C£—l||8v¢Nn”C1r)—l

SKTMTNT@ )5

This implies the first estimate. If K > max(M, N )1"’, the desired second estimate
follows directly from our parameter conditions (2.2) and (2.4). O

4.3. Unfortunate resonances. In this section, we describe and estimate frequency-
resonances between the initial data ¢* and a smoother function ¢. These frequency-
resonances between ¢ and ¢ are quite different from the frequency-resonances be-
tween ¢T and itself. Using only the regularity assumption ¢+ & C3, the resonant
product (3, T/ is ill-defined. For our geometric random data, however, the res-
onant portion has been controlled using probabilistic arguments (see Sect.2.6). In fact,
Proposition 2.32 and Proposition 2.33 yield significant decay of the highxhigh-para-

product in the high frequency scale. In contrast, the resonant portion ¢ —*(>"9,¢" is
well-defined using only the regularity assumptions ¢~ € C} and { € C; C). However,
it exhibits worse decay in the high frequency scale than ¢=/(®d,¢*/. The resulting
contribution to the nonlinearity is a §-power away from C L’t_lC ;_1 (see Proposition 6.6)
and therefore has to be absorbed in our Ansatz. While this does not create any serious
(conceptual) difficulties, it feels unfortunate to barely miss C,Z’IC,C’I, which is why we
call this term the unfortunate resonance.

Lemma 4.5 (Unfortunate resonances). Let 1 < k,n < D, let K be a dyadic scale, and
let ¢ € C;C;. The unfortunate resonance satisfies

[Prosyy

Lms—r 1 a—
csert S KT eI lies ey (4.13)
After eliminating the unfortunate resonances, the product obeys the better estimate

o 80" — o " Dranc"|

—(r—5)—0 /611 4—
copt S KTl ey (414)
In total, the product satisfies the combined estimate

Crry

cot S KT e s ey (4.15)

Remark 4.6. The gainin (4.14) is aresult of the v-frequency of ¢I}’k " —qﬁ[_(’k@i ",
which is bounded below by K. After adjusting the norm on the left-hand side in (4.13)
or (4.14), a similar gain is possible by inserting frequency-projections in the u-variable.
For instance, it holds that

“ PﬁKU ((f)[?kavé‘n)”CJ_'/Cf,_l 5 KU(l—r’_s) ||¢[?kav€ni C;C{)“

SKTITN97 e g lleyer -
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Proof. We first prove (4.13), which is the easier estimate. It holds that
—k —k =
¢k ®f':3v§n”c;c5*1 S ek ®;3vpllé§n”cgcrl
S 19 Nz 100 PR | oy
SK' e s ligllescp-
We now turn to the non-resonant estimate (4.14). To this end, we decompose
$x 0,0" — b D,0u¢" = gt D 0, (4.16)
+ 0 O 9" — p ©p 00" (4.17)

The contribution of (4.16) can be estimated using Proposition 2.5.(iii), which yields

lozt @

—.k
coert SN ety op
u=v
SK e s lescr-

Since —s ~ —1/2 and —(r — s) &~ —1/4, this term is acceptable. The contribution of
(4.17) is estimated by

et S KTt

S KD o PR gy

< KOOD==0=D g= Il g1

[0k @ 0,8" — g D ang”

e

Since
or—1D)—s—@—-1)=—@C—-—85)+1-2s —a(l—r)< —(r —s) — /6,

this term is acceptable. The combined estimate (4.15) follows directly from (4.13),
(4.14), and the triangle inequality. O

4.4. Generalizations of (+) and (+—). Inseveral (but not all) estimates below, it is possi-
ble to treat the (+) and (+—)-terms simultaneously, which makes the case analysis more
efficient. This essentially means that only the right-moving component of the wave is
relevant. The imaginative reader may think of the next lemma as a violation of com-
mon rules for pedestrians, since it allows us to look in only one direction before safely
crossing a street.

Lemma 4.7 (“Looking in only one direction”). Let 1 <i < D, M, M|, M> be dyadic
scales satisfying M = M| ~5 M», and let

e, v) = Ay gy ) or
E5 W, 0) = Bl pgymymy @ VO )" (v).
Then, it holds that

¢t =By 0" ),
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where E;,I’l satisfies either the estimates

+,1
1Ey lcses S 1AM lcses,

) Lo (4.18)
IEy lcse; S MU 1A lygoas,

or the estimates

+,i —
IEy llcsey S IBmy mslicyeylldyg, lles,

. ~ (4.19)
1E leger S M2 By oy lleses by, lles.-

Proof. We treat the (+) and (+—) cases separately. In the (+) case, we set E;,’m
= A;,,’m Then, the first line in (4.18) is trivial and the second line in (4.18) follows from
Corollary 3.7.

We now turn to the (+—)-case. Here, we define E;}’m = Bful Mo mz(ﬁ;l’zmz, where
M| = M and m; = m. The first line in (4.19) then follows diréctﬁ’y rom the bilinear
estimate (Proposition 2.5). Due to the frequency-support conditions on B, we have that

1E3 gy < M5 1B,

G.cy ~

ceye

Since M, < Mll/(l_a) = MYV1=9 this yields the second line in (4.19). m|

5. Bilinear Analysis

In this section, we analyze two different bilinear expressions. In Sect.5.1, we analyze
the null-form 3d,¢'9,¢7, which is the most important component of the nonlinearity.
In Sect.5.2, we analyze the product ¢*9,¢’. Together with Bony’s para-linearization

(Lemma 2.9), this will yield sufficient information on Ilfj’k ($)0,0".

5.1. The null-form 3,¢' 3,¢/. In this section, we analyze the null-form 9.9 9,07 . The
main goal is to identify the terms in 9, ¢’ 9, ¢’/ which belong to C;’l c- ! since they can
be treated as smooth remainders. The rough terms which cannot be placed in C/~!C’~!
will later be absorbed in our Ansgtz, ie, th; terms A}, 5, Ay Py .and B'M] My qu{,ll D,
Unfortunately, the argument requires a tedious case-by-case analysis, which is displayed

in Fig. 2. The available estimates are illustrated through the graphical symbols X, ),

—-@[j, and V, which will now be explained.

The main term (+)-(—) cannot be controlled in C ;_1 Cc) ~!. While certain favorable
sub-terms can be removed, it is more efficient to postpone a detailed analysis until the
pre-factor ]Ifj’k(qﬁ) is included. The graphical symbol X illustrates that this term is not
controlled here. The cases (+)-(+), (+)-(+—), and (+)-(S) can be controlled as long as the
second argument is restricted to high u-frequencies. Thus, we can treat the ), -portion
of this term, which is also used as a graphical symbol. In the (+—)-(S)-term, the only
problem lies in the unfortunate resonance between ¢~ and d, ¥ . Since the unfortunate

. . v v . . .« .
resonance is given by (1), we use =), to illustrate this case. The remaining cases (on
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<
ANIRNIFOR
<

Fig. 2. Overview of cases in the null-form estimate

or above the diagonal in Fig.2) can be controlled in C;,~!'C’~!. These terms will not

need to be considered further and therefore deserve the symbol V.

Finally, we note that all cases below the diagonal in Fig.2 have been left empty. The
results in these cases can be obtained from the symmetry in the # and v-variables and
do not need to be considered separately.

Proposition 5.1 (X-estimate). Let Hypothesis 3.8 be satisfied, let 1 < i, j < D, and let
M, N be frequency scales. Then, it holds that

—— /S Mr—sNr—se4. (5.1)

O (AN ai )3 (AN n™)
If M ~5 N, we also have that
—np4
- S (MN)Y9%.
5.2)

0u (AN ™) (AN EoN™) = AV Ay 0udy” Dby

Remark 5.2. Since r is bigger than s, the first estimate (5.1) does not provide a uniform
upper bound. Nevertheless, it illustrates the gap to C;’lcg’l. The second estimate (5.2)
is the first step in our analysis of the main term. A more detailed analysis, however, is
postponed until Sect. 6.1, since it is more efficient to directly treat

I (@) AN An sy uy” 00y

Proof. We first prove (5.1). Using the bilinear estimate (Proposition 2.5) and frequency-
support considerations, we have that

A5 A0 0 A v 1A 205 s
SM’_X N3 ”AE{nﬂsIfI’m HC?}Ci A;iqs;/’n GGy

SM"N"H A lleses ¢t les Ay ey es o™ lles-

We now turn to (5.2). To this end, we decompose

0u(ANL @3 )00 (ANZEN") = Abii AN 03" Doy
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= u ( M m¢]+l—/lm) dy AN n ¢IT/ ! (53)
+ 0y A-/:/llm ¢I/}m U( N,n ¢];,") G4
AL O DAY B 535)

Using the prototypical bilinear estimate (Lemma 4.3) and Lemma 4. 1, the first summand
(5.3) is estimated by

l0u (A} 00™) 0AN D b3

et S M A leses 18t e |00 AN S én " | o g
< M"™SN'"~ 2?94.
Since M ~s N and 3 s —2r > §, this term is acceptable. By symmetry, the second sum-

mand (5.4) obeys the same estimate. Finally, the third summand (5.5) can be estimated
easily using the bilinear estimate (Proposition 2.5) and Lemma 4.1. O

We now turn to the @Z—cases in Fig.2.

Proposition 5.3. (), -estimates) Let Hypothesis 3.8 be satisfied, let 1 < i, j < D, and

let M be a frequency scale. Furthermore, let ¢ : R}l*vl — RP be of type (+),(+—), or
(S). Then, with €(¢) as in (3.22), it holds that

(A o) Shug! M%) (5.6)

Cr lcrlN

Without the low x high-para-product, we only have the weaker estimate

< MTT5E(0)6°. (5.7)

(A 8505 |

Cr lCrlN

Proof. The case (+)-(S) has already been treated in Lemma 4.3. Thus, it remains to treat
the cases (+)-(+) and (+)-(+—), which can be done simultaneously. Using Lemma 4.7,
we can write

¢ (. v) = Y (u, )}y (1), (5.8)
where E,‘:, satisfies either (4.18) or (4.19). In both cases, we have that
IENlcscp S NUFD=9g, (5.9)

The main step in this argument is to prove

||a”( Mmqﬁ;/[m) (E;/n(p;\—/n”

Once (5.10) has been proven, the first estimate (5.6) follows by considering N 2,
M'~% and the second estimate (5.7) follows by considering all N > 1. The additional
Littlewood-Paley operators, which enter through the para-product &), can be handled
using Lemma 2.10 and Lemma 2.14.

Using the product rule, we decompose

oot SMTTINTTEM G (et (5.10)

0 (A3 @3 ") 00 (ENHON") = AL 0utli" 00 E N, 88" (5.11)
+ A i W EN T o (5.12)
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We start by estimating the first summand (5.11), which is the main term. Using the
multiplication estimate (Corollary 2.8), the bilinear estimate (2.5), and Hypothesis 3.8,
we have that

[ A D" D0 EN 03" 0,03 0 Ey 0N |

aE“

c et S ”AX/,m”c;cv
S 1A%

Crfl Crfl
v
+m ,+,

mllcscs csey! ” Ay dN" |

SM TN A e | Exllcser @7, 67115,
< Mr—sN(1+25)(r s)— 594.

Cr—l

This is an acceptable contribution to (5.10). For the second summand (5.12), we have that
Ha”A ¢1T4mavEN nd);’n‘

< [ 8uAy o c[]c'*' len" | !

<m! “"M s+ (1428)(r = ”N H AL lcscs gt e I Exn licser 6% ey

u=v u=v

Cr lC) 1

Nn

CA

M1—2s+2nNr—2s+4604
This is an acceptable contribution to (5.10). O
We now turn to the =D -case in Fig. 2.

Proposition 5.4. (—(), -estimate) Let Hypothesis 3.8 be satisfied, let 1 < i, j < D,
and let My, M be frequency scales satisfying My ~s M. Furthermore, let ¢ € C;C].
Then, it holds that

M(B;.VI].Mz,mlmz¢7\—/[ ¢M mz)8 { - (B;.W],Mz,mlmz (¢A7[;mz®g'al'§j)>@Ltall¢+ M

cler!
S (M M2) 6% ¢l ey (5.13)
Furthermore, the unfortunate resonance satisfies
M2 1—s—rp2
| Bt 83 @it )|y ST e 514

Proof. The estimate of the unfortunate resonance (5.14) follows directly from the mul-
tiplication estimate (Corollary 2.8) and Lemma 4.5. Thus, it remains to prove (5.13). To
this end, we decompose

8 (BM1 M, mlmz(b-*‘M:nl(lstz)a g (B;WI!MZ’mlmz(¢;4;m2®§8v§])>@ 0 ¢+ b

= Bty sty (93220087 = 632 Oh 007 )oud" (5.15)
(BMl,Mz,m1n12(¢Mm2® 9v¢ )>® 0 ¢+ M (5.16)
+3uBM1,M2,m1m2¢I4"1"]¢1§1;m23v€’- (5.17)

We estimate the three terms (5.15), (5.16), and (5.17) separately. Using Lemma 4.5, the
first summand (5.15) is estimated by

| Bty s (63220087 = 837 @h0,8T oo |

ci-lep!
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j —,m j —, My ™V i +,m

S/ ”le/h,Mz‘m]mz”CiCi ”¢M2 23044 - ¢M2 2@(781}@‘]”(;;6‘5*1 ||8u¢M1 1||c;*105
—s g (r—s)—0/6,3

S MM, O N¢Nescer-

Since M ~s5 M> and o = 1004, this term is acceptable. We now turn to the second
summand (5.16). To this end, we first note that the tuple («1, 1) = (s, —s +n) satisfies

r—1<oa+(—-0)p and o1+ p1 > 0.

Using Proposition 2.5.(ii) and Lemma 4.5, it follows that
i -, v i u +,
H (Bj"ll Mo myma (¢Mzm2®<7 31,{] ))®‘7 a”¢M1m1

S Bity atymumy (@32 D5 002 )| e

1-25+n 3 r1—5— _
S M, My " IBlicsesllo lesligllescr 1™ Nl e

1-254n 4 s 1—5—1 53
<M, My, 707 E N cser -

Cl:—] C;—l

cscy! ” aud’;/iinl

Since M1 ~s M> and 1 — s — r & —1/4, this is acceptable. It remains to estimate the
third summand (5.17). Using the bilinear estimate (Proposition 2.5) and Lemma 4.1, we
have that

i +,my o —,my J
||3”BM1,M2,m1m2¢M1 ¢M2 31,{’
i +my 4 —,m3 j

5 HauBMl,Mz,mlmzd)Ml d)Mz |C;*1Cll}’r, 81;; |

1-3 -
S My By licses ot llies o lles ISl cr

1-3s5p3
g Mmaxse ”; ||C5,C,§

a e

ciles

Since 1 — 3s &~ —1/2, this term is acceptable. O

We now turn to the final proposition in our case analysis, which addresses the v -
terms.

Proposition 5.5. (v -estimates) Let Hypothesis 3.8 be satisfied and let 1 < i, j < D.

Furthermore, let {1, &y R};Ul — RP satisfy

Type(Z1, £2) € {(=)-(+), (=)-(+=), (=)-(8), (+=)-(+=), ()-(S)}.
Then, it holds that
18080083 | er1 o1 S BEDF ()0, (5.18)

Proof. We treat the five different cases in this proposition separately.
(—)-(+) estimate: In this case, we have that

g, v) = Ay (u, )¢y (v) and
& (u, v) = A (u, )} ().

for some M, N > 1. Using the bilinear estimate (Proposition 2.5) twice and Corollary
3.7, we obtain that

- —,m +.j ,+.n
19uA sy bar AN, P ”c{;*lc,:*‘
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S ™ Nl caert 1 190 A ', B0 AN 1 g
S U™ AN vt 1 10 A s g NOU ANl ey
S MY G e s Ay o, AR Ivoa,
< (MN)I 2540—8(r—s) g4
Since
1—2s+n—6(r—s)<1—2s+n—45/8<—4/10,

this contribution is acceptable.!!
(—=)-(+—) estimate: In this case, we have that

¢i(u,v) = Mm(u V)¢, (v) and

{2 (u, v) = N1 Nounyn (s v)¢;]1n1(u)¢N2n2(v)

for some M, N1, Ny > 1 satisfying N1 ~s N;. Using the product rule, we obtain

0u (A" )0 (Bl om0 08" = 0uAsg 83" By oy iy 008"
(5.19)

+8”A;4’,im¢;4’mav N1,N2, n1n2¢1+\—71n1¢_ "2‘
(5.20)

We start with the first summand (5.19), which is the main term. Using the multiplication
estimate (Corollary 2.8), the bilinear estimate (Proposition 2.5), and the properties of
the linear waves (Corollary 3.4), we obtain that

100 AL b2 By Ny BNy 000" g1y

||BN1 N, n1n2”c c; 110w Ay m¢11_/1’m¢plnla”¢1;énz||C§71er)71

SIB wamna ez 106 AR @i llcnes 193 0083, ey
SMITHINTI (LM S NaING ™ M7 + 1M 3> Na) M7~ = N) )

x| Ay llcscs |1 Buy vy leses o™ les (@™, ¢~ )Ilgv
SMTPINCT(HM S NoINSSM ™+ 1{M > No)M' ™' 5N, %) 6°.

Using N1 ~s Na, the pre-factor can be estimated by
M'"ZPINTT M S N2INSSMTS + 1M > No)M™ 5N, )
5 UM 5 N2}M1_2S+”N;_2s+n+6 +1{M > Nz}Mr—2s+r;N21—2s+n+6

5 maX(M, va Nz)r+l—4s+46'

1T This is the shortest argument which yields an acceptable contribution. By using frequency-support con-

siderations for A;,I and AX,, we can obtain better decay in M and N, and thus this term is less serious than
our argument suggests.
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Since r + 1 — 4s ~ —1/4, this completes our estimate of (5.19). The estimate for the
minor term (5.20) follows directly from the (—)-case in Lemma 4.3 and the (+—)-case
in Lemma 4.1.

(—)-(S) estimate: This estimate directly follows from the (—)-(S)-case in Lemma4.3.

(+—)-(+—) estimate: We remark that this term obeys better estimates than the (+—)-
(S)-term (see Proposition 5.4). The reason is that the structure of (+—) allows for better
bounds on certain high x high— low-interactions.

In this case, we have that

£, v) = Bly, agy mym, 0 V)O3 W)™ (v) and

85 (1, V) = By, nyoimy (1 VO )" (0)

for some M1, M>, N1, Np > 1 satisfying M| ~5 M> and N1 ~5 N». To simplify the
notation, we set Mm,x : = max(Mj, M>) and Npax : = max(Ny, Na). By symmetry,
we can assume that Mpax < Npax. Using the product rule, we have that

du (ijl Ma, m1M2¢+ ml¢Mm2)aU( Ni,Na, n1n2¢+ n1¢— nz)

= Bly, My.mymyOu ¢;4;”1¢M”‘ZBJ Nz N, Oy (5.21)
+ Bty bt Bar 00BN, Ny mima N N (5.22)
+ 9Bty sy myms it Bt Bz’vl Mo N, D" (5.23)
+ 0u B, Mymym i Bats O B N SN DN (5.24)

We now estimate the four terms (5.21)-(5.24) separately. We begin with the main term
(5.21). Using the multiplication estimate (Corollary 2.8) and Lemma 3.4, we obtain that

i +,m| 1 +n| 12
||BM1 M, m1m28u¢M1 ¢M Nl N, n1n2¢ U¢N2 ”Crilcril
+,mq ,ma +,n Ny
S ||BM1 M. mlmZHC;Cg,HB Mo lescs10udyy™ Dy 2 by 0 Ml r1 cr-1

< MTSNT M NS By s llcses 1By s lles es 11 (@F, 7)1

2548 N7 25+ —y i
S M N P I By llcscs 1| By vy leses 1@, @) 11

< Mr 2s+8N;1a33+896

Since r — 2s &~ —1/4, this contribution is acceptable. We now turn to the second sum-
mand (5.22), which is relatively easy. Using the bilinear estimate (Proposition 2.5) and
Lemma 3.4, we have that

i +,m ,my J +,n1 4, —,Nn2
1Bty Moy OuPp, ¢M QBN Nynina PN ¢N2 ”c[;*'c;*l
+m1 +.n] —,my N
S B, ptymymy lcicy 19udy; by, Ner-1llduB N NomimPats PN, leser
S erfsNrsNzlfstfsN{s€6
_ r—s ag—S A7—5 a71—25 n6
= M{TSMySNTSNI26°.

Sincer —2s ~ —1/4 and 1 — 3s ~ —1/2, this contribution is acceptable. The third
summand (5.23) can be treated similarly. The fourth summand (5.24) can easily be
controlled through the bilinear estimate (Proposition 2.5) and Lemma 4.1.

(8)-(S) estimate: This estimate directly follows from the bilinear estimate (Proposi-
tion 2.5). |
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5.2. The product ¢*d,¢'. The following lemma controls ¢k®ﬁ8u(A;’1’:m¢;,im) in
C;_lcg - Together with Bony’s paralinearization (Lemma 2.9), it will be used in
Sect. 6 to control I;7*(¢)u (A}, 03™")-

Lemma 5.6. Let Hypothesis 3.8 be satisfied, let 1 < i,k < D, and let K, M be fre-
quency scales satisfying K > M=% Let Hy R}l*vl — RP*D satisfy P;;M]_U Hyi =0.

Furthermore, let ¢ - R;J’vl — RP pe of one of the four types (=), (+), (+—), or (S). Then,
it holds that
| Pi Yo (3700

S (1K S MM =7 4 1K > MK ) 50067 Hy |

C;—lcll)—r/
(5.25)

Gy
SKTTM'TSTG (007 | Hyy |

GGy

In the individual cases, we have the following more detailed estimates, which are stated
only for the (difficult) regime M'=° < K < M.

(=) Ife = AzlqﬁL_’Efor some L > 1, we have that

| P (Ao Yo (363

5 (L—nM—(r—s)—6/8 + Ll—r/—le—s—r)93|| H[ltl|

cicy
SLTMITTO Hyyl ey

+H):Ifc = AZ’IquZ’Z for some L > 1, then

5 L—nMr—2S+(793 || H14‘-4|

u +k ,+.0 +,0i g +,m
HPK(AL,Z(PL )a”(HM,m¢M ) crles CcsCs”
u v

b, —L .
(+=): If ¢ = BLy Ly, 9] ¢y with Ly ~s Lo, then

[P BE bt 00 B3 S AL M2

crles
S): If ¢ =, then

g ST
v

| Prvtou (bl en) — High PRV @ou03")|
Furthermore, the resonant part satisfies

~

< Ml—s—r92||HA+H

| H3i (PR Daugy™)

cle; cicy

Remark 5.7. The matrix H}; will be chosen either as the modulation A}, or the identity
Id. By introducing the auxiliary variable H},, we are able to treat both cases simultane-
ously.
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Proof. We split the argument into several steps. In the first three steps, we treat the case
(—), the two cases (+) and (+—) simultaneously, and the case (). In the final step, we
combine the estimates to prove (5.25).

Step 1: The case (—). We first note that

PE(A o) = (PEALY) oL

We further distinguish the cases M l-o « K «Mand K ~ M.
Step 1.(a): M I-0 < K « M. We use Proposition 2.5.(iii), which yields

u p,—k ,—2 +,0i g +,m
HPKAL,K ¢L 8M(FIM,md)M ) r—1~1—r
Cll CU
u p,—k  —4 +,i g +m
,S HPKAL,Z ¢L ‘C”CF', 8ll(I{M,m‘pM ))
u v
_ 17 /7‘ _ _ — —
SKTTLTT M AL leses 1@F, o ) s 1 Hypllcses 197, ) Ml
—s+n g 1—r'— —sp3 +
SKTTLTTTSMTTS0 | Hyllescs -

ciles

Since K > M'~?, we have that
K—s+nL1—r'—sMr—s < L—r;Mr—2s+a < L—r]M—(r—s)—S/S

where we used that 3s — 2r > o > §.
Step 1.(b): K ~ M. We estimate

[PRALE 0 0u(Hy 03"

O (Hyz 3" I LgeCS

= —s prl=s 2 -
SLT MU0 PRAL sl Hyllcscs -

e S IPRAL e 197 Nl o

For the A -factor, the condition K ~ M yields that
IPkALNLgecs < IPRPL s AL llgecs + 1Pk P i AL llgec
S UM SLY\M7NPE AT llegey + MTTIPY s AT llcgey
S (UM SL7WM™ + MT)IAL pgoa;
S(HUM S + M77)6.
The total pre-factor can then be estimated by
Ll_r/_le_s(l{M 5 Ll—B}M—S +M—r)
— I{M < LI—B}Ll—r’—SMl—Zs +L1—r’—sM1—s—r
<L—nM—(l—6)_](r/+s—1)+1—25 + Ll—r/—le—s—r.
Since
A=) +s—D+1-2s<—(1+ )¢ +s—D+1-2s
=—(r—s)— 20" +s—1D+n+2(1—2s)
< —(r—s)—94/8,

this yields the desired estimate.
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Step 2: The cases (+) and (+—). Using Lemma 4.7, we can assume that

Eu,v) = Ep (. v)¢) ()

for some L > 1, where E7 satisfies (4.18) or (4.19). In particular, [| E] [lcscs S 6. Dueto
the frequency-support conditions on E Z’Iz, it follows that K ~ L. Then, we decompose

K b e K pu gt i o o
Pe(ETSor )ou(Hyiluo8") = BT PRor Hyg' a0} (5.26)
[P BTN (07" ) Hiih 0" (5.27)
+ PE(ETA 87 )outy 3" (5.28)

We start by treating (5.26), which is the main term. To this end, we estimate
+,k +,0 pr+,i +, +,k +,0 +,0 +,
H EL’g P;éd)L HMfmaud)Mm HC""CS 5 ”EL,ZHC;C,S]”HM,Zm“C;C,ﬁ”P]’éd)[‘ au‘l&Mm”C;*l
u v

—sy— —\112
S M L™ Ef lcses 1 Hyplleses 1@, 7)1 3s
<M L0 Hyyllcscs.-

Since M=% < K < L, we have that
M LS < Mr72S+U L74r;,

which is acceptable. We now turn to the commutator term (5.27). Using Lemma 2.10,
we obtain that

+.k +,0 +,i +,m
[P ETA1(o7) Hiil 0u3i
+,k +,£ +,i +,
< e EZ8N(0r) | o | E e 20837 |

1=+ —2s+4n g gr—s
S K TTTsT M AIIEZIIcscs||¢Z||C;—4n||1'7[A+4||C

u=v

cles

ar'e

scslloalles
< L—4nK1—r/—2s+4nMr—s€3”H;;I”Ciqg.

Since K > M'~%, we have that

L—4nK1—r/—2s+4nMr—s 5 L—4nMr—s—(l—a)(l—r—25+577) g L_417M1_3S+20.

Since 1 —3s ~ —1/2andr —2 s &~ —1/4, this contribution is acceptable. We now turn
to the last term (5.28), which contains a favorable derivative. Using12 Lemmad4.1, it can
be estimated by

| P (B Ser oty 3"
< | P (Erior)

1—r'—s p gr—2 -
SLTT M TENEcses 1 Hyllieses (@7, ¢ 15

H cles

+,1 +,m
Oy HM,m ¢M

_/ o — o
Ci ey ciles

12 While H/T/I is not necessarily A", the same argument applies.
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! v —
5 Llfr 75Mr 2393”H}T4”C;C3

Since 1 — " — s &~ —1/4, this term is clearly acceptable.
Step 3: The case (S). We begin with the estimate of the non-resonant portion. To this
end, we decompose

PRt ou(Hyg'83") = Hypo (PRV @000
= Hy' (PR 000" — PR Ohaudy") + PRV ouHy ', oy (5.29)
The first summand in (5.29) can be estimated using the multiplication estimate (Corol-

lary 2.8) and Lemma 4.5. The second summand in (5.29) can be estimated using the
bilinear estimate (Proposition 2.5) and Lemma 4.1.

The estimate of the resonant term H;;"m (P ¥ O ¢;;m) directly follows from the
multiplication estimate (Corollary 2.8) and the inequality (4.13) in Lemma 4.5.

Step 4: The conclusion. If K < M, the combined estimate (5.25) follows directly
from the individual estimates and max(—(r —s), r —2s+0) < 1—s—r.Inthe remaining
case K > M, we have the easier estimate

” P[Ié (;k)au (H;/I’fm(ﬁ;/[’m) ”Cl’t’lCLl,fr/ 5 Krfl || P]Lé (Ck)au (H;/ijm(p;/[’m) “Lﬁocblfn
<K P 33" et
S KM gponcy 1 e 167, 6 D)l

< KX 2H20g (002 | Hlles s

é'k“Lﬁocg—”

Since 1 — 2s < n, this yields the desired estimate. O

Corollary 5.8. Let Hypothesis 3.8 be satisfied, let 1 < a,b,m < Dandlet K, L, M be
frequency-scales satisfying K ~ M. Furthermore, let {1 : R}d‘”vl — RP and let ¢, be of
type (=), (+), (+=), or (S). Then, it holds that

| P2 (¢l PEED)uti™ | cr1rr S (MU 4 LI =20 M) 1y [ oy 3 6 (£2)6°.
Proof. When applying Lemma 5.6 in the following argument, we always take Hj, = Id.
We distinguish two different cases according to the type of &;.

Case 1: &y is of type (—). We then decompose ¢f' = P2, ¢} + P%L;f‘. To estimate

the contribution of the low-frequency term, we note that

| PE(PLL PRE) b3 | i = [ PE(PLLEl PRPLES 0ug3™)|
< ” P2<L§1a PI? ﬁfé“f 8H¢;}m| cr-lel=
< et leges PR PLE 00" | rr o

= et leyey I PL (PSS Butii™)|

_ -
ci el

csCs c el

The desired estimate then follows from the (—)-estimate in Lemma 5.6. For the high-
frequency term in ¢, we estimate

” PLU(P%Lgla Pllé§2h) aud);\-/}m| cr-lel-r" = H PI?(P%L;la Plléé‘; 8M¢;l-/1m)} cr-tel
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< |PL el PRET ugyy” |

Cr—]Cl—r/

u v

u b +,m
PREY gy |

PLC duei" |

S ” P%Lé‘fl ”CJ_’,CLI,_’,

5 Ll—r’—s Hgla ‘

_ 7
CZ ICLIY r

5 (S r—1 1= -
Gy G Gy

The desired estimate then follows from (5.25).
Case 2: & is of type (+), (+—), or (S). In this case, we estimate

| PE (1 Pk &) dudi™ | P& u9yy" |

< gl=r'=s| a
cilcl N L | & |c;c,§ cles

Thus, the desired estimate follows from the (+), (+—), or (S)-estimate in Lemma 5.6. O

6. The Full Nonlinearity

In the previous section, we analyzed both the null form ,¢'d,¢/ and the product
H;;fa(qﬁ)auqbi. In this section, we treat the full I[ka(qb)ﬁuqﬁi 8U¢«i . For the most part, the

desired estimates follow directly by combining estimates from Sect.5. The primary
exception is the term

1 ()3 (A3 dm™ )00 (Ay aen™): 6.1)
which was only briefly considered in Proposition 5.1. As was mentioned previously, the
reason for not considering (6.1) before is that the case-analysis is more efficient when

]Ifj’a (¢) is already included. The main result of this section is the following theorem.

Theorem 6.1 (Nonlinearity). Let Hypothesis 3.8 be satisfied and let 1 < a < D. Then,
it holds that

IS (0) ud’ B0’ = =Y Gy by Dby + Y Fii @pduy”
M~sN M

+ Z Fya@ydupy" +&°,
N

where G?\/[ Nomn F;I’(in, and FI;"? are as in Definition 3.12 and the remainder term &
satisfies

&

< p2
C§71C571 NG .

6.1. The main term. We start by analyzing the main term (6.1). By symmetry in the u
and v-variables, we can assume that N < M. We further split the analysis in the two
cases N < M1 3 and M=% < N < M.
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6.1.1. The case N < M'~% This case is relatively simple, as it will only contribute to
the modulated version of q‘);;m.

Proposition 6.2 (Main term for N < M'~?%). Let Hypothesis 3.8 be satisfied, let 1 <
a < D, and let M and N be frequency scales satisfying N < M=%, Then, it holds that

L @3 (Al d3i") 0 (A3 20K
_ ( ;a((p)AMmav( fqug,’"))@zau(ﬁjm)‘
< (MN)™"6%,

(6.2)

Cﬁ*lcgfl

Proof. We start the proof with two steps which reduce (6.2) to a frequency-localized
version which does not contain para-product operators. Using Corollary 4.2, it holds that

| (5 @0, (Ay 205" ) @rou (437, 05")
— (W @ AT (A 108 ")) D (63")
S M @00, (Ay 8y )
< Mr—2s+aNr—394.

Cr—l Cr—]
v

sCh 1||AMch;cg ||¢’1T/1’m”c;

Since N < M and 3s — 2r > o, this is an acceptable contribution to (6.2). Using
Lemma 2.14, it holds that

| (15 @0 (anden™) ) @au (A3 8i") = P ypics (17 @000 (Ay 3 657) ) (AT, 0")

S Mf(lfa)x M(A-ji\—/,[l’mqj;l,m)

c et
<,

Hija(¢)av( N11¢N )

< M—(I—U)sNr—sMr—s€4

S (MN)T"6*,

aey! a'c

where we used 3s — 2r > o. In order to prove (6.2), it therefore remains to prove that
| P2 (T @0 (A on™) )0 (AT 05|
Using Lemma 2.10, it holds that
Pr s (G @0u(Ayien™)) = Phye (57 @) du(Ayien™)  63)

+I54() 0, P s (A oy (6.4)
+ & N (6.5)

L SN et
C, Gy~

where the error term satisfies

||%MN1”C1 rcr 1 NM(] —o)(l r—2s)Nr S02

We now estimate the contributions of (6.3), (6.4), and (6.5) separately.
Step 1: Contribution of (6.3). Using the bilinear estimate (Proposition 2.5) and the
product estimate (Lemma 5.6), it holds that

P (15 @) (437,007 00 (AN J65")

ci-tep!
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S [Pt (@) (A3 05| 0 (AN 208" ctrrr i
< M]7s7r+nNr7594‘

Since N < M'~%, we have that
Ml s— r+17Nr s <M1 s—r+n+(1=8)(r—s) __ Ml 25+n—38(r—s) <M 8/6 (6 6)

_ -
C,: lcll) r

which is acceptable.
Step 2: Contribution of (6.4). We first note that

AT M) = —J\ =
PuM1 ”( N,n¢N n) - (PZMl—“AN,n) ¢N "
Then, we recall that N8 « N < M=% « M. Using the definition of Mod ), it
follows that

||A +HP Ay cres S0

Using the multiplication estimate (Corollary 2.8), we have that
155 @) 30 (437 03™) 00 (P2 yyio AN 83"
S ” Ay (A;\rfllm¢;1m) av( le,aAl;:f; ¢1?/n)| c~tep -

We now further separate the resonant and non-resonant terms in the u-variable. Using
the bilinear estimate (Proposition 2.5.(iv)), the resonant term can be estimated by

|9 (A% 03O 00 (PL 10 ;/fz ] e
S ||3u(A fn i W oo e 10 (P Ay o3|
Ml s—r’ N~ AHA |

cicy g™ llcs 1Py Ay licres I llcs

clen!

G.e

S Ml—s—r Nr—s94.

Using (6.6), this term is acceptable. Using Proposition 2.5.(iii), the non-resonant term
can be estimated by

|0u (A} 03" ) D" 00 (P s ;:i;d);*")l

Cr—lcr—l
S/ ||a”(AMl,m¢;l—4’m)”C,"_1Cf] av( le -0 Nn ¢N )
g M TSNS ”A-/'l—/}l,m cicy ¢;}m| o ZMI_”A_ W 1cs ¢;/ n| .

< Mr—sM(l—a)(r;—s)Nr—s04.

Since N < M and 3s — 2r > o, this is acceptable.
Step 3: Contribution of (6.5). Using the bilinear estimate (Proposition 2.5), we have
that

85000 (4370377

e N ”%1?4,1\7,1‘ ”c;—r’cg—l | 3M(A1+tél,m¢;/im)|
< M(l—a)(l—r’—Zs)Mr—sNr—x64.

_ _
C{; IClE r

Since N < M and
I—=0)A =71 =28)+r—s+r —s~—1/4,

this term is acceptable.
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6.1.2. The case M ~s N This case is slighly harder, since it contributes to the bilinear
term containing ¢;;" ¢ ", the modulated version of ¢};”, and the modulated version

of p".

Proposition 6.3 (Main term for M ~g N). Let Hypothesis 3.8 be satisfied, let 1 < i, j <
D, and let M, N be two frequency-scales satisfying M ~5 N. Foralll < a,m,n < D,
define

& nmn =5 @AY AN 6.7)

Then, it holds that
5 (@) (A% 0570 (AN 208") = =Gty un (03" 0003™") 6.8)
+ (88 v O B0y ) @hdudl”  (6.9)

+ (88 v O 0" @by (6.10)
+ &y N 6.11)

where G y ., 18 as in Definition 3.12 and the error term &y, \, satisfies
a
|%5 v ]

Before starting with the proof of Proposition 6.3, we require the following auxiliary
lemma. In Lemma 6.4, the function {1‘(,1, N.mn from (6.7) is replaced by a general function

crtert S (MN)™"9%.

¢ € C;Cs. In the spirit of Definition 2.4, we define the para-product operators @y N
and ©"" by

uv u v u v
f@a 8= Z Z PMIPszPNlezg’
Mi,Ny: M>,N>:
MI<N] ™ MaKN) ™0

uv . u v u v
f@ g L z 2 PM] PszPNl PNzg
Mi,Ni: Ma,N>:
Mi~N1 My~N>

Lemma 6.4. Let Hypothesis 3.8 be satisfied. Let 1 < m,n < D, let M, N be frequency-
scales satisfying M ~5 N, and let ¢ € C;C;. Then, we can write

cudy" Dy =@y (uy;" duby™) (6.12)
+ (£ 0y ") D5 0udy;” (6.13)
+ (60 0,0y ) p vy ™" (6.14)
+ O™ (0ue)" 0udy™) (6.15)
+ & (6.16)

where the error term &),y satisfies

[&3 N

—np2
et S (MN)YT"07N12 ey
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Proof of Lemma 6.4:. Using a Littlewood-Paley decomposition, we write
¢ =Y PLPC.
K,L

We now split all possible frequency-scales K and L into seven regions as follows:

2No s 2o — (K, L): K <M'"™°, L <N} (6.17)
U{K,L): K <M, L~N} (6.18)
U{(k,L): K ~M, L<N'™} (6.19)
U{(K,L): K ~M, L~ N} (6.20)
U{(K,L): K ~M, N'"™ <L # N} 6.21)
U{(K,L): M'™° <K # M, L~ N} (6.22)
U{(K,L): K >M'""orL>N'"" K%M, L#N}. (6.23)

The contributions of the regions (6.17)-(6.20) will lead to the main terms (6.12)-(6.15).
The remaining contributions of (6.21), (6.22), and (6.23) will contribute exclusively
towards the error term %I"V}';V We now treat the individual contributions separately.

Contribution of (6.17): The contribution of this frequency region is given by

Yoo D PPy 000y = (PLyie Py €) 0" 00y
K<Ml—a LgN""

Using a variant of Lemma 2.14, it holds that

[(PE o PLyi-at) dudni™ dudn™ — £ @5 (3udbp™ 9y
S min(M, )™ M N ¢l ooy

r—1~r—1
Gy Cy

Since M ~, N and 3s — 2r > o, this is acceptable.

Contributions of (6.18), (6.19), and (6.20): The argument is similar as for the con-
tribution of (6.17) and only relies on Lemma 2.14.

Contribution of (6.21): Using Proposition 2.5.(iii), we have that

+, =,
> | PEPLc ooy 0y
K,L:
K~M,
N'=0 <L %N
DD 12519
K,L:
K~M,
N'=C<LxN
S Z Kn—sLn—sMHr]—sNr—seZ”é_ ”C,;ij
K,L:
K~M,
N'=C<LxN

5 M1+2)7—25NV—S—(1—O’)(T)—S)ez”C ”CiC%.

citept

clcl “ 3,4(;5;4’”’ av¢1:/’n| cler!
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Since M ~5 N and
1+42n —2s+r—s— (1 —o)(n—s)~ —1/4,

this is acceptable.

Contribution of (6.22): Using the symmetry in the # and v-variables, this follows
from the same argument as for (6.21).

Contribution of (6.23): By symmetry, it suffices to estimate the contribution for
K > M'~°. Using Proposition 2.5.(iii), it holds that

Y IPkPIcougy" B0y
K,L:

M'=0 <K#M,
L#AN

S Z ” PI?PZZHQ']CT}*"
K,L:
M= <K#AM,
LAN

S Z Kr]—sLl—r’—sMr—sNr—se2“é. ”C;Cf,
K,L:
M= <K4M,
LAN

5 M(lfa)(nfs)+rfsNr7s92 ||§ ||C&Ci‘) .

crler !

Q" vy

C,:_] CZ_]

Since M ~s N and 35 — 2r > o, this term is acceptable. m]
Equipped with Lemma 6.4, we can now prove Proposition 6.3.

Proof of Proposition 6.3:. We separate the proof into several steps.
Step 1: Removing terms with favorable derivatives. Using the multiplication estimate
(Corollary 2.8) and Proposition 5.1, it holds that

|55 ()2 (A3, 00 (Ay 6y ") = B @A Ay dudi Dby gt

S @) ] ey 10 (AT 230 (AN 00N ") = AN A 2 udii" 00y |
< (MN)7"9%,

C{;_I C,’;_l

Thus, we have reduced the main term to

I @) AN A dud " 00Oy " = Sl un i Doy

where ;&’N’mn is as in (6.7).
Step 2: Applying Lemma 6.4. Using Lemma 6.4, it holds that

5 (@)0u (A3, 80™ )00 (AN 208") = Cit v @ (D" Duby™)  (6.24)
+ (&5 v O B0y ") Dty (6.25)
+ (¢ N O 0ty )y (6.26)

+ gltlll,N,anMYU (8”¢;l—ém avd)l;’n)
+ &Y v (6.27)
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where the error term satisfies
Za
|€57.n

Using Lemma 2.14 and Definition 3.12, the first summand (6.24) leads to (6.8) and an
acceptable error term. The second and third summands (6.25) and (6.26) coincide with
(6.9) and (6.10), respectively. As a result, it only remains to prove that

it S MNY 0218 n allczey S (MN)T70%,

£ 8mn O™ (0uy™ duioy™)] 1S (MN)T6E (6.28)
The double-resonance estimate (6.28) requires much more detailed information than
only &y n mn € CiCy, which explains why this term was not estimated in Lemma 6.4.

Step 3: The double-resonance estimate (6.28). Using a variant of Lemma 2.14, it
suffices to estimate

ciler”

Z PIIgPll,);](ll/I,N,mn 8M¢;\—/}m 8v¢;/1n'
K,L:
K~M,L~N
In the following, we fix frequency scales K ~ M and L ~ N. Using (2.44) in Lemma
2.10, we have that

PEPYES yn = PEPE(I @) AY AV (6.29)
+ PRI @) PL(AY AN ) (630)
+ P (IG5 @) P (A}, AN 631)
+I0;(9) P P (A}, AN ) (6.32)
+ 3N s (6.33)

where {f,,, N.mn Satisfies

. — o,a +,i —J
cren S minK, LIS @) lcges 143, leserl Ay llcges

< min(M, N)~*62.

1253 |

The contribution of the error term E]‘\l/[ ~N.mn €an be estimated by

“E;\I/I,N,mnauqs;}m 8v¢17,’"| crlert S “EI?/INmn ”c-;c; ” 8,,45;}’” avd’;/’n H crter!

< min(M, N)"*M" S N"~6*,

Since M ~s N and 3 s —2r > §, this contribution is acceptable. Thus, it remains to treat
the contributions of (6.29), (6.30), (6.31), and (6.32), which will be handled separately.

Step 3.(a): Contribution of (6.29). Due to the multiplication estimate (Corollary 2.8),
it suffices to prove that

| P PE (L5 ) " |

Using the symmetry in the # and v-variables, we can assume that M > N. We now
break the symmetry of the term in (6.34) by decomposing

P PP (I (@) = PP (0I5 (@) P @Y) + PE (PRI (@) — 0TI (@) PR g¥).  (6.35)

crmier1 S (MN)T192, (6.34)
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Using Bony’s paralinearization (Lemma 2.9), the second summand in (6.35) is controlled
by

| PE (PRI (9) — 53 (@) Pt d*) | oy 1
S LT PR (PRI (9) — 0Ly (9) Preg”) |

5 Llfr’szfs.

cscs

By using the bilinear estimate (Proposition 2.5) and Proposition 5.1, this yields an ac-
ceptable contribution to (6.34). Thus, we have further reduced (6.34) to the estimate

| P2 (3 () P o) dudyy™ duy™” |

criert S (MN)™"92. (6.36)
Using the bilinear estimate (Proposition 2.5), it holds that
| P2 (807" (@) P ¢") dutiy™ Budby ™|
S | PL (O @) PR DY) 8udpi™ | oo 1
SN PO () P d™) upy™ |

c et

ey | cscr!

e b
Using K ~ M, L ~ N, and Corollary 5.8, we have that
N5 PL (I (@) PR©) dupy™ | oo crr 6
< NS (M—(r—s)—S/S + Nl—s—r+27]Ml—s—r)93
< ((NM—l)r—sM—s/S + N1—2s+2an—s—r>93.

Using our assumption M > N, this term is acceptable.
Step 3.(b): Contribution of (6.30). Using the multiplication estimate (Corollary 2.8)
and the bilinear estimate (Proposition 2.5), we have that

| P (U5 (@) PE(AS  AND) dud}™ Dby |

< |PE(As . AND)

crler!

PR (I55°(¢)) duty” vy |
cscy P (I () 8uy” |
S LN PR @)audgi" | g

—r! 1= r—1 ~r—1
arey cler

~ .m

_’j —.n :
AN ”cgcg c-lel-r lén" Nl

Cz;—lcé—r

Using Lemma 5.6 with H = Id and Bony’s paralinearization, it holds that
| Pk (15 (@) 3™

By combining (6.37) and (6.38), it follows that

el S M1=s7rg. (6.38)

| PR (5 @) PE(AY AN ) ™ By SLTTENT M

Since L ~ N, M ~5 N, and

ci et

l—r —s+r—s+1l—s—r=2-3s—r+n~—1/4,
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this is acceptable.
Step 3.(c): Contribution of (6.31). By symmetry in the u and v-variable, this follows

from the same argument as in Step 3.(b).

Step 3.(d): Contribution of (6.32). By symmetry, we may assume that M > N.Since
A}, only has u-frequencies bounded by M'~7, we can replace A by P ;A
It follows that

W5 @) P PE(AT o P s AN ) D" 00" ey

: +, -

S5 @) o 1P PE(AN ) PLy1-s AN s, 0™ By | e,

SKOLTM' NN AT e es IPL s Ay lleres 9t lle o lles

< ppl=2s N1=2s g —(1=8)(r—s) g4

NI(S

Since M ~5 N and 2(1 —2s) — (1 — §)(r — s) =~ —1/4, this term is acceptable.

6.2. The para-controlled and resonance terms. We now control the terms lIfj’k (P)ou¢ 1’ dy §2j ,

where the tuple (¢1, £») falls into the @), and =), -cases in Fig.2.

Proposition 6.5 (The para-controlled term) Let Hypothesis 3.8 be satisfied, let 1 < k <
D, and let M be a frequency scale. Furthermore, let ¢ be of type (+), (+—), or (S). Then,
it holds that

[ @Az, a5 = (5@ A3, 006 ) @hou(o3™)]

SMTE@)0°.
We also have the frequency-localized variant

arler™ (6.39)

| P @0 )ou (43 00" KTI9@)0%.  (640)

Cr lcr 1 N
for all frequency-scales K satisfying K > M'~°.

Proof. Due to Lemma 2.14, Corollary 4.2, and elementary estimates, it suffices to prove
(6.40). To this end, we split we split Pl’é (I[;.)j’k(qb)av{ J ) into a lowxhigh, a highxlow,
and an error term. To be precise, we write

P,‘é(llfj?k(¢)8v§ )=:P (I ;;:"(¢))3UP;;§/+P;;(11;>]:"(¢))avpg<,(;-/+%,’g,,., 6.41)

which serves as a definition of the error term %Ik( ;- We now split the argument into three
steps corresponding to the three summands in (6.41).

Step 1: The contribution of the lowxhigh-term. Using the multiplication estimate
(Corollary 2.8) and the composition estimate (Lemma 2.9), we have that

| P (I (@) (A3 i )00 PR S | oy
S @) ey e 10 (AN 8330 PR | 1
S A+ lplicgey) ™ |0 (Al o™ ) o Pt |

G

cilep!
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< 043 05" )00 Pic |

It remains to prove that

C;71C571 .

|0u (AN 3™ )30 PR G | ot o
S KTG(0)6°.

If M'=2 < K < M, this directly follows from Proposition 5.3. If K >> M, this follows
easily from Proposition 2.5.(iii). Indeed,

[0 (A3 03" )2 PRE

+,m i
ciriert S oA ®i M epey 190 Pk N g
<M1 s+ T 1-(1— ")”A ||C5C3 ||¢ ||CA “PK;“CIHJCTI

S KFTIRmg phe| (6.42)

cl-'ept
By inserting the types (+), (+—), or (S), it is easy to see that
1Pl ot S K¥g(0)0.

After inserting this back into (6.42) and using 3/4 —r > §, this completes the first step.
Step 2: The contribution of the highxlow-term. Using the standard bilinear estimate
(Proposition 2.5), we have that

| P ()0 (AT 03" ) 0 P &7 it o
< | P @)au (A3 eni™)| 00 P! || car e (6.43)

Similar as in Step 1, it is easy to see for ¢ of type (+), (+—), or (§) that

Cr ]C] !

|00 PL i8]l carrr1 S K*E 00, (6.44)

The 28-loss in (6.44) will easily be absorbed through our estimate of the first factor in
(6.44), which we now present. Inspired by Bony’s paralinearization formula, we decom-
pose

PRI @) = (@5 ) @) PEa") + (PRI @) = (005) @) Pia" ) (6.45)

The contribution of the first term in (6.45) is estimated using the multiplication estimate
(Corollary 2.8) and the product estimate (Lemma 5.6), which yield

(reay f,")<¢>P ¢ ou (A3 00"

C) lCI r
S ”( )(¢)”cscs “PIIWZ Mn1¢;4m)|cr Lel=r
S (HK S MIM'™7" + 1{K > MK =13,

Sincel —s —r ~ —1/4and 2(r — 1 + ) = —1/2, the gain in (6.46) easily beats the
26§-loss in (6.44). The contribution of the second term in (6.45) is estimated using Bony’s
paralinearization estimate (Lemma 2.9), which yields

(P (@) — (2015 ) P9 )ou (A% 3™
S PR @)) — (9615 (9) P o' |
5 K_SMr_S93_

(6.46)

Cr—lcl—r’
u v

+,0 +,m
C;C;’”au(AM,m‘ﬁM )”c{,*lcg 6.47)
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Since K 2 M=% andr — 25 ~ —1/4, the gain in (6.47) clearly beats the 25-loss in
(6.44).
Step 3: The error term. Using the commutator estimate (Lemma 2.10), we have that

”glk(z ”c;’c{;l S Kl “H?jk(‘ﬁ) ”c;cg “ 3,¢7 ”c,l*’*”cg*l' (6.48)
Similar as in Step 1 or 2, it is easy to see for { of type (+), (+—), or (S) that
(ENe ||Cli—r—2¢sc£_| < g(0)6. (6.49)

Together with the bilinear estimate (Proposition 2.5), we obtain from (6.48) and (6.49)
that

cr-ler S ”gzkm 1 er=l [ aM(AX;I{m¢/T’im)|iC3C5

< Kr_1_‘Y+”+28M1_S+”?(§)93,

&k 0 (AN 3"

Since K > M'=%,r—1—s+n+28 ~ —3/4,and 1 —s+n ~ 1/2, this term is acceptable. 0

‘We now extend the estimate of the (+—)-(§)-case from the null form to the full nonlin-
earity. As described in Sect. 4.3, the only problematic term is the unfortunate resonance.

Proposition 6.6 (Resonant term). Let Hypothesis 3.8 be satisfied, let 1 < k < D, and
let M\ and M be frequency scales satisfying M| ~s M. Then, it holds that

,O/k(d))a ( My, M7, m|m2¢+ml¢Mm2)8Uw]

_( ij (¢)BM1 My, '"1MZ(¢Mm2® 0 wj))® 0 ¢+ " cr-ler-1 ™ < (MiM) 6%,
(6.50)
Furthermore, the resonant part satisfies
, _ , )
lI;;?k(¢)B}V,l’M2,mlm2(¢M’2m2@;8v1//f)’ RS My T3 (6.51)
Proof. We first prove (6.50). To this end, we decompose
I @)0u (B, sty Bty O3t ) 009 (6.52)
— (15 @) Bty atymym (83 D5 0007 ) @l
[ ?,"(¢>)( (Bity sty Ga) B! (6.53)

(B Y (Y Ot M ))@ 5 ¢+m.>}

(1300 ((Bl o (05009 OE0i ) (650

+

— (U5 @) Bty sty (837 Oi 00 7) ) D0 ¢+"”]
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We estimate the two terms (6.53) and (6.54) separately. The first term (6.53) can be
controlled using the multiplication estimate (Corollary 2.8) and Proposition 5.4. Using
Corollary 2.11 and Proposition 5.4, we have that

‘H?j’k((b)((Bi/thzmlmz(q)i‘_/I’zmz@‘l;av )>® 8M¢+ml)
_( ?Jk((p)BMl M, n11m2(¢M2m2® %y W]))@) 9 ¢+ i ci-lcr!

5 ||]I (¢) HCSCJ “ BM1 My, mimy (¢Mm2® 8 1/IJ)HCLS‘Cerl ” 8“¢1+l-4):n|
S MPM, o

C;71+26

Since 1 — s — r &~ —1/4, this term is acceptable. The remaining estimate (6.51) for
the resonant term follows directly from the multiplication estimate (Corollary 2.8) and
Proposition 5.4.

0

6.3. The remainder terms. It remains to extend the v -estimates from the null form to
the full nonlinearity.

Proposition 6.7. Let Hypothesis 3.8 be satisfied, let 1 < k < D, andlet ¢y, &2 : ]Rllfvl
RP satisfy

Type(Z1, §2) € {(=)-(+), (=)-(+=), (—)-(S), (+=)-(+=), (5)-($}.
Then, it holds that

|05 (9)duti9uEs |

et S TENT)0%.

Proof. Using the multiplication estimate (Corollary 2.8) and the composition estimate
(Lemma 2.9), we obtain that

||Ilz] (9)du é118114‘2‘

PR | Al CO) PR L ST Mol PRp
S A+ lgllese)|ucivng] |
< lBugiaued |

C[t_l C;_l

r—1,-~r—1.
Cu Gy

The desired estimate now follows directly from Proposition 5.5. O

6.4. Proof of Theorem 6.1. By combining the earlier propositions, we now prove the
main theorem of this section.

Proof of Theorem 6.1. It only remains to combine our previous estimates. To this end,
we decompose

I(9),¢ 9! =T73@) > Do iy
Type (1= Type &=
(+), (=), (+-),(S) (— )(+) +=),(9)



60 Page 860f 115 B. Bringmann, J. Lithrmann, G. Staffilani

Before continuing with the proof, we encourage the reader to review Fig. 2, which gives
an overview of the relevant cases. ) ) )

Case (+)-(—): Inthis case, | = A;rw’m¢;4m and ¢y = A;,’jlqﬁ;l’" forsome M, N > 1.
IfN < M9 weuse Proposition 6.2, which contributes (3.29)in F*.If M ~5 N, weuse
Proposition 6.3, which contributes _Gl;w,N,mn Buqﬁ;}m 8U¢;,’", (3.31)in F*,and (3.35)in
F~.If M < N'7% which use the symmetry in the u and v-variables and Proposition 6.2,
which contributes (3.33) in F .

The cases (+)-(+), (+)-(+—), (+)-(S), (—)-(—), (+—)-(—), and (S)-(—): Using the
symmetry in the u and v-variables, all six cases are addressed by Proposition 6.5. The
corresponding contributions to F * are (3.30) and (3.34).

The cases (+—)-(S) and (S)-(+—): Using the symmetry in the # and v-variables,
both cases are addressed by Proposition 6.6. The corresponding contributions to F* are
(3.32) and (3.36).

The remaining cases: Using the symmetry in the u and v-variables, all remaining
cases are addressed by Proposition 6.7. The corresponding contribution only enters into
the remainder. O

7. Duhamel Integral Approximation

In Sect. 6, we obtained a detailed description of the nonlinearity lI?j?” (¢)0,¢'9,¢7 . In or-

der to close the fixed point arguments for A*, A~, and v, however, we need a description
of the localized Duhamel integral

x* x” Duh[I; (¢)u0' 8up” 1. (7.1)

From Proposition 2.23, we already know that the Duhamel integral maps the remainder
& in Theorem 6.1 into C;,C}, which is an acceptable error. It therefore remains to ana-
lyze the Duhamel integral of the three structured components in Theorem 6.1. The main
result of this section is contained in the following proposition.

Proposition 7.1 (Duhamel integral approximation). Let Hypothesis 3.8 be satisfied and
let 1 < a < D. Then, it holds that

—x"x” Duh [I,(@)3.0'0.0" ] = D" G% 1y ndui" Doy 72)
M~sN
DL P _/Udv’P” Frit 093" @)
<M1-o X X <mi-o Cmm Uy M
M u
(7.3)
v
Y P2 (00 [P F 0oy @)
N u
(7.4)
+ %, (7.5)
where the remainder satisfies
|2 ey < 6°.

The additional frequency projections outside the integrals in (7.3) and (7.4) may
seem superfluous. However, they are necessary due to the u-dependence of fuv dv'(...),

v-dependence of fuv du’(...), and the cut-off functions x* and x ~.
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7.1. The lowx high-term. Inthis section, we analyze the contribution of F’ ;,,am &y By q);,’m
to the Duhamel integral. The desired estimate is included in the next lemma, which is
the main estimate in this section.

Lemma 7.2 (Duhamel integral approximation for the low xhigh-term). Let Hypothe-
sis 3.8 be satisfied, let 1 < a < D, and let M be a frequency-scale. Then, it holds that

[Frio, @k = Py (X x / Q' Py Fr )5
< M9,
(7.6)
Before we can prove Lemma 7.2, we prove two auxiliary lemmas.

Lemma 7.3 (Structured representation of Duhamel integral I). Let 1 < m < D, let
M > 1,let¢ € CSCI~L. Then, it holds that

Duh [¢8,¢7"] = (/uvdv’g(u, v’))q&;}m —I[Tr (;¢;/")](L — Duh [3,265"]. (7.7)
Proof. Using Proposition 2.23 and integration by parts, it holds that
Duh [¢8,¢;;" ]
_ - / @ / o) 0 )
- / av' (s e[l + / @’ / Qw0 B )
= ( /u liiv/;(u,u/))qs;d*m(u) - /u vdv’g(z/, V)" () + /M vdv/ fu Udu/aug“(u/, V) 3" ().

Using the definitions of the integral operator I and trace operator Tr, this yields (7.7). O

In the proof of Proposition 7.1, the first summand in (7.7) will be responsible for the
non-perturbative term (7.3). In order to estimate the second and third summand in (7.7),
we prove the following estimate for F,; +’a

Lemma 7.4 (Bounds on FM ). Let Hypothesis 3.8 be satisfied, let 1 < a,m < D, and
let M be a frequency scale. Then it holds that

|PL o Faiull g gt S M742162, (7.8)

| Tr (Fp5, @adgi™) | e S MT76°. (7.9)

Proof. We first recall that F; a . consists of four different summands, which are given
by (3.29), (3.30), (3.31), and (3 32). We now prove the two estimates (7.8) and (7.9)
simultaneously, but distinguish between the four summands in F 1+v1(:n

Case 1: Estimate for (3.29). We first control the contribution to (7.8). Using the
bilinear estimate, we have that

| A% I @0y (A hon™) |

I (¢)]

—j . —.n
8U(AN,n¢N )”cg;c;*l

cies S | AN
< NTTEOS,

Gy G
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After summing over N < M!~% this yields an acceptable contribution to (7.8). We now
turn to (7.9). Using the trace estimate (Lemma 2.21), we have that

| e ((A3m5 @0u (A aoy™) ) @heii”)|

Cr—l
X
+i o.a —.J p—.n U +,m
SJ H(AM,m]Iij (d))aU(AN,nd)N ))®”¢M ‘Cr—lcl—r’
u v
+i o.a —J 4 —n +,m
S ”AM,m]Iij (¢)|C;C5 aU(AN,11¢N )|Cgc3—” o |c;*1

< N2—r’—sMr—l—se4
Since N < M'~%, we have that

NZ—r/—sMr—l—s < M(l—é)(2—r’—s)+r—1—s < M1—2s+n—6/6

Since § > n > 1 — 2s, this is acceptable.
Case 2: Estimate for (3.30). We first decompose
P i (AN 5 (9)00¢7)
= PLyio (A3 I @V PL 108087 ) + Ly (AL, @V PY 1o 808
= PLyio (A3 I @ PL 100087 ) + PL Y1 (LPY o AR, I @IPY 10087
(7.10)
We estimate the contributions of the first and second summand in (7.10) separately.

We start with the first summand in (7.10). In order to prove (7.8) and (7.9) simulta-
neously, we let y € {1 —r’, s}. Then, it holds that

[P o (AN @V PE 0 8087) | e g

ng—n
< ||A,+g{m11;>]:“(¢)P%M._gav;f||Cm_1 (7.11)
< HAX/IIm CsCs H?j’a((bncgcg %M'*Gavfucﬁcz”'

By inserting the types (+), (+—), and (S), it is easy to see that

”PZMF"a”c”C;—”Cg—] < M‘S?(g‘)Q and ” P%Ml,aavﬂ ciep! < Mr—s+2ng(§)9_

~

Inserting this into (7.11), we obtain the two inequalities

[P o (AN I @ P 1o 9687) | it S MPG()6%, (7.12)
[P yo (AN 5 @ PE 1008 ) | ot € MT52E (0% (7.13)

Due to (7.13), we see that the contribution to (7.9) is acceptable. Using the trace estimate
(Lemma 2.21) and (7.12), it also holds that

| Te (P2 e (AT @ P o 00870 ) 0|
+,0 o,a i\ . t,m
S PEp-o (AN @I PL o 0087 )35 | i g (7.14)

S P o (A5 @ PE 0 008 ) | et ot [ 0377 | 1

~

ci!

5 M6+1—r’—x92.
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Since § + 1 — r' — s &~ —1/4, this is acceptable.
We now turn to the second summand in (7.10). Using the commutator estimate
(Lemma 2.10), we have that

+i o.a i
H P,%Ml—n ([Png—a’ AM,m]Iij (¢)]P;>leg avé‘/)‘ CJ'C£71

cley™!

< M=o =) prd=0)(n=s) pr=2(1=0)n ” AX/}i ]I?j’a((b) |

,m

J
CsCs cscs g “cg”cg

< M—"9||av;f||cg,,cg.

By inserting the types (+), (+—), and (S) into ¢, it is easy to see that
EN<d ”cgﬂq S E()0.

Thus, this yields an acceptable contribution to (7.8). The contribution to (7.9) can be
controlled using the trace estimate (Lemma 2.21) similar as in (7.14).
Case 3: Estimate for (3.31). To prove (7.8), we use Proposition 2.5.(iv), which yields

| (@ @) A3, Ax ) O by |
SN @AY A sy
5 N1723+n ||]I;>j,a(¢)| A-/Dim

5 N1—2s+n93.

(eHel

ey | cyen

_’j
AN,n

(7.15)

—n
cics ciCs forYer) v fof]

Since N < M'%and 1 — 25 +n <« r — s, this yields an acceptable contribution to
(7.8). For (7.9), we note that
| e (5 @3, AV IO 00y ) @hii™ ) )|

< (@143, Ay DO 05" ) "

ci!

nen
CyCy

SMT 3"

~

(I @) AG Ay ) 003"

clcl G

By reusing (7.15), this yields an acceptable contribution to (7.9).
Case 4: Estimate for (3.32). Using the bilinear estimate (Proposition 2.5) and Lemma
4.5, we have that

|5+ (@) By n (D" D00t |

GG
S0 @ 1B vl cyey 103" Ooav e
5N”<S+1*’)I|H§;“(¢)|C;cg BMN,mn|c;cg; ¢;,*”@§8,,W|Cic;,1

< No(s+l—r)Nl—s—r93.

Sinceo(s+1—r)+1—s —r =~ —1/4, this yields an acceptable contribution to (7.8).
The contribution to (7.9) can then be estimated as in Case 3. |
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Equipped with Lemma 7.3 and Lemma 7.4, we are now ready to prove Lemma 7.2.

Proof of Lemma 7.2. Using Lemma 7.3, it holds that

x*x~ Duh [Fy% @4dudi"] — PLy a(x+x*/dv P oo Fyi 0 ) 57"

= —X+X_I[Tr( éMI*U F;Iam ¢;,}m)] — (7.16)
+ x*x~ Duh [, ( 2M1,0F+‘fn)¢;}m] (7.17)
+ P U()(*X_/dv P o Fri v )¢jw’". (7.18)

We first estimate (7.16). To this end, we let X be a fattened version of x. Using Lemma
2.16 and Lemma 7.4, we have that

v
”x+x_1[Tr (PEpi-o Frismdni")]

X=u

ST (P o i 23N

ST (Peypio Faiim @3i")|
< M9,

G.Cy

ci!

We now turn to (7.17). Using Proposition 2.23, Proposition 2.5.(iii), and Lemma 7.4,
we have that

‘X+X?Duh (8. (P£M1—° FM S o] crer < [ u PZMI—U F+Y,“m)¢1+v1’m le/¥oint
u=v
SE? PZMI—UFM )‘c“c{ v ci!
<M1+n spr1- 5||P<M1 UFAJ:I,am cicr 1||¢+m e

g MZr—3s+3n93 .

Since 3s — 2r > n, this is acceptable. It remains to estimate (7.18). Using Proposition
2.5.(i1), we have that

v
| Py (2 f Qo' PL 1o Fii o, v’))qs;l””

crer
< — u +,m
~ ‘ /dUP Ml-o Mm C;C; ¢M Hcgr
or—s +.,— Fha
< Mo QHX X /dv P<M1 Y M,m crer
u-v

Using the trace and integral estimates (Lemma 2.21 and Lemma 2.19) as well as Lemma
7.4, we have that

<M P L

<M'-o crey!

MOT—S +.,,— +,d
QHX X fdv <MI o M,m Crcr
u

< Mar—sM(l—a)(r—s)Mr—s93

Since 3s — 2r > o, this is acceptable. |
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7.2. The highx high-term. We now analyze the contribution of G§; v ..., 3,'4¢;1’m Bvd)[:,""
to the Duhamel estimate. The following lemma constitutes the main estimate of this
section.

Lemma 7.5. (Duhamel integral approximation of the highxhigh-term) Let Hypothe-
sis 3.8 be satisfied, let 1 < a < D, andlet M, N be frequency-scales satisfying M ~s N.
Then, it holds that

”X+X— Duh [G?V[,N,mna”d);\-/}m 8U¢1§’n] - G?(,M,N,mn¢14l-4ym ¢;]Jl|

-np3
crop S (MN)T6,
(7.19)

Here, G‘;()M’N’mn is as in (3.38). Before we proceed with the proof of Lemma 7.5,
we prove the following algebraic lemma.

Lemma 7.6. Let M, N be frequency-scales satisfying M ~s N. Then, it holds that

X+X7 Duh [G%’N’mnau(ﬁ;}m 8v¢/;’n] - G?(,M,N,mn(p;l—/im ¢1;’n

= X" Chnmn = G N Pri OV (7.20)
Xt |:Tru (Glhrnmn®li” o3 (7.21)
+1, [avcﬁl, N,mn¢,;*"] (1, x) Z:u S () (7.22)
+ I[Tr (G‘;L N am;’”)](x)‘z:u (7.23)
+Duh [8,GY y 3" 3U¢N'”H. (7.24)

Proof of Lemma 7.6. After applying Lemma 7.3 with ¢ = Gﬁ,ly N,,nna,}(p;,’”, it only
remains to show that

( / 40/ Gy 1 )0y () )57 00
= G 0 V5" ) 8" ) = T (G 37" ") 00 0)
L e vl (RO N v O

This follows directly from an integration by parts. O

Proof of Lemma 7.5. Throughout the proof, we let ¥, ¥*, and ¥~ be fattened versions
of x, x*, and x ~, respectively. Using Lemma 7.6, it remains to estimate (7.20), (7.21),
(7.22), (7.23), and (7.24) in C;,C7,.
Estimate of (7.20): From the definition of G?(’ M.N.mn> it follows that
(X+XiG‘11W,N,mn - G?(,M,N,mn)qs;l—d’m ¢1:77n
= DA Plyro Pl (W@ AL, AN 83" 63"

Using M ~;s N, this term can easily be controlled using Lemma 2.10.
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Estimate of (7.21): We have that

3 T (Gl sl 057 )|, S maXCLNY |Gl " " 12,

lese:
< max(M, N M *N~56°.

Since M ~5 N and r — 2s &~ —1/4, this is acceptable.
Estimate of (7.22): Using the gain of a derivative through the integral, we have that

x+x_1u[8uG7w,N,mn¢1§’"](u, x)

v
r T
X crcr

~.

_ v
< max(M, N)¥ || 1, [x*x‘auG‘MN,mnqﬁN’"](u, x)‘x_u ST (u)

Lgfv
S max (M, N)* | 1 [Z7 0.6 mn b "1t )| o |37 00
< max(M, N)* N"'N'=N=SM—63

= max(M, N)* M*N~2°93.

Since 35 — 2r > 4, this is acceptable.
Estimate of (7.23): Using Lemma 2.16, we have that

v

HXT’ [Tf (G%,N,mm;}’"am;’")]u)
S H' [7 Tr (G(fw,zv,mnﬁ}”’avqﬁ;’”)](x)

5 H Tr (thl\/I,N,mn(b;l}mavqs]:/’n) ”C,';’l

ST Gyl o 137" )30y ™ (1) |

—_ rcr
x=ullC,Cl

Cx

ci!
< MTSN'563,

Since M ~5 N and r — 25 &~ —1/4, this term is acceptable.

Estimate of (7.24): Using Proposition 2.23 and frequency-support considerations, it
holds that

X% Duh [0,Gly 93" 0065 |

S ”3,,, G?W,N,mn(ﬁ;/im 8U¢Xl’n‘
S, (MN)ril || aMGIIJVI,N,mn(p;l—/}m av¢;,v” ”qu
S (MN)r—]M]—sM—le—s€3

S Mr—ZSNr—593.

crer cier!

Since M ~s N and 3 s — 2r > §, this term is acceptable. m]
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7.3. Proof of Proposition 7.1.

Proof of Proposition 7.1. Using Theorem 6.1, we have that

— x*x~ Duh[1{;(¢) 8,¢' 9,¢” ]

=ty Z Duh [G yn O3y duoy™" ] (7.25)
M~sN

—xtx~ ZDuh [Fyis @soudy™ ] — % x~ ZDuh [Fyu@poupy™]  (7.26)
M N

+ x*x~ Duh [g”], (7.27)

where the error term & satisfies ||%||Cl;;—1c;—l < 2. The contributions (7.25), (7.26),
and (7.27) can all be adressed using previous lemmas.

Contribution of (7.25): This term is addressed in Lemma 7.5. It yields the first non-
perturbative term (7.2) and contributes to the remainder &.

Contribution of (7.26): Using the symmetry in the # and v-variables, both summands
in (7.26) can be treated using Lemma 7.2. It yields the two non-perturbative terms (7.3)
and (7.4) and contributes to the remainder &.

Contribution of (7.27): Using Proposition 2.23, this term only contributes to the
remainder %. o

8. Modulation Equations

In the previous section, we decomposed the Duhamel integral of the nonlinearity into
the three structured components (7.2), (7.3), and (7.4) and the nonlinear remainder (7.5).
As described in Sect.9 below, the nonlinear remainder (7.5) will be absorbed into the
Y¥-portion of our Ansatz. The three structured components (7.2), (7.3), and (7.4), which
cannot be treated perturbatively, are eliminated through the modulation equations. The
modulation equations, which were previously stated in Definition 3.13, are given by

v
AX,’I‘fm(u, v) =08 — P;MH,XJrX_ / dv’PiMl,a F;jﬁn(u, V), (8.1
u
v
A;:i(”’ v) = 08, + P%NH,)(U(_ / du/PéNl,t7 F,;”:(u/, v), (8.2)
u
By, v) = 1{M ~5 NYG" (8.3)

Here, F*, F~, and G are as in Definition 3.12. We also recall that #8%, and 88¢ in (8.1)
and (8.2) are a result of the linear evolution.

The goal of this section is to prove the local well-posedness of the modulation equa-
tion, i.e., Proposition 3.14. As described in the introduction (Sect. 1.3), the modulation
equations cannot be treated using classical ODE methods. Instead, we rely on the para-
controlled approach of Gubinelli, Imkeller, and Perkowski [GIP15]. To this end, we now
derive para-controlled versions of the modulation equations.
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8.1. Para-controlled modulation equations. We make the para-controlled Ansatz

+ta +,a v, —n +.a
AM»m - Z XM,N,mn@ ¢N + YM’mi (84)
Nng_‘S
—a _ —.a u L +m —.a
AN’" - Z XN,M,nm ® by + YN,n . (8.5)
MgNlﬂS

To guide the reader, we mention that our analysis below yields uniform bounds for
XN Xy.m € CuCy, Yy € CoCy, and Yy € C,Cy.

Motivated by the frequency-support conditions for A*, A~, and B (Conditions 3.5),
we impose the following frequency-support conditions on the para-controlled modula-
tions.

Condition 8.1 (Frequency-support conditions for X Tand Y¥). Foralll <i,m,n <D
and all frequency scales M and N, we impose that

PY a0 Xai N un = O, (8.6)
P apio Vit =0, 8.7)

PY i Xy vt m = O, (8.8)
PY iV = 0. 8.9)

We now state the para-controlled modulation equations for X7, . Xy 5. Y5, and
Yy, which will be derived momentarily (see Proposition 8.3).

Definition 8.2 (Para-controlled modulation equations). For all 1 < a,m,n < D and
frequency scales M and N, the para-controlled modulation equations are given by

XN mn = —Pypo (x*x‘%AZ’,“N,m,,) (8.10)

and
Vi =085 = PLyiy Com” o (L o &™) (8.11)
— Péyis <X+X7<’v%+4’,iz(uy v) = LYy u))) (8.12)

Here, Com; @.1 is as in Definition 2.24. Furthermore, & AJ}’?N’m,I is given by

Ly = Plpe 1@ AT AN (8.13)
+ Y @AY G X (8.14)
vl <ren
Y I DA B vtk (8.15)
KIE;N

K<M1_5
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Finally, the driving force %:,'I‘fn is given by

Yo = YUnim Ui+ Yppmr Yy, (8.16)
where the four summands are given by
= Py- [ > ( S AT A”)@ Qo (8.17)
Nng—zS
+ Z Z XLN(Zn ((H?ja(¢)z‘\zﬂm>@v3v¢1\/‘") (8.18)
LM NLIS
S DRl ( OOV il A [ X (8.19)
K,N:
K,N<M!'8
K~sN
* Z (Z“(¢)A;fmA;:£)@”av¢;»”}, (8.20)
N’\',sM
2),+,
A(/I,)m+a PMM1 U|: Z ]I?ja((b)AM mqu Bv LZ (8.21)
L>M
+ Y I@AY, ( K N n®K ¢,§’")}, (8.22)
K,N:
max(K,N)>M'—95,
K~sN
3),+, _
o = Py [ > Y op comy (15 @A}, LM,MN")],
LM NLLIS
(8.23)
=Py [ S B @AY Aoy (8.24)
NM!I=3
s l v, —,
+ Z Z ]Ifj“(¢)A ¢Z (8 XLNZn@ ¢Nn) (3.25)
L&KM NLI-0
+ Y WEPAY 0 Y (8.26)
LM
* Z fja((p)AMmav( KNkn)¢K N (8.27)
K,N:
K,N<M!'8
K~sN
+ A I (@)D, (8.28)
) “fj”@)BMNmn(¢N’"®§i8uW)}. (8.29)
NI'Y'(;M

The para-controlled modulation equations for X %, and Y are similar to (8.10)-
(8.29) but with reversed roles of the u# and v-variables.
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In the definition of %“;’fn, we have collected similar terms in four different groups.
The individual components % ) contain the following terms:

(1) The terms in %V all contain ¢;,’" but involve a second factor at a comparable or
higher v-frequency.

(2) The terms in % ® contains at least two factors at u-frequencies > M.

(3) The term in ?(3) has a commutator structure.

(4) The terms in %@ are “easy”.

Of course, the motivation behind (8.13)-(8.29) is not clear from the Definition, but
can rather be seen from (the proof of) the following Proposition.

Proposition 8.3 (Para-controlled modulation equations). If X*, X~, Y*, and Y~ solve
the system of para-controlled modulation equations (as in Definition 8.2), then A* and
A~ solve the modulation equations (8.1) and (8.2).

Proof. We only prove the result for A*, since the argument for A~ is similar. To this end,

we fix afrequency-scale M. We now assign different parts of the right-hand side in (8.1) to

either X X,I N> Where N < M 1-8 or Y ;. First, we recall from Definition 3.12 that F;; con-

sists of the four summands (3. 29) 3. 30) (3.31), and (3.32), which are treated separately
Contribution of (3.29): We decompose

Pl Do Al @)3(Ayo5™")
N§M1_8
=Pl Y (@AY, A ) @ 0y (8.30)
NQMI"S
u 1% AT AT ) ype" 8.31
P Y (I @AY, Ay )© 0y (8.31)
N<M1—6
FP e Y IGAY, AN LN (8.32)
NSMI_S

The contribution of (8.30) is included in the commutator in (8.11) and (8.13). The con-
tributions of (8.31) and (8.32) are contained in (8.17) and (8.24), respectively.
Contribution of (3.30): We distinguish between different types of ¢.
Contribution of (3.30), Type ¢ = (+): We first decompose

YL@ AY 0 (ATIer ) = D I @AY, 00AT 61 (8.33)
L LM
+ Y I @AY, AT oF (8.34)
L>M

The contribution of (8.34) is included in (8.21). Thus, we now continue decomposing
(8.33). Inserting the para-controlled Ansatz for AZfZ from (8.4), we have that

D IPAY e ALY,
L: L&KM
= Y I@AL T (XN @)+ Y I @AY,er Y]
L,N: L: L&M
NYA=D <L «M

(8.35)
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The second summand in (8.35) corresponds to (8.26) and it remains to treat the first
summand in (8.35). Using the product rule, it holds that

Z I[;}’“(¢)A ¢Z lav( L N wn@'oy")
L.N:

NI/a= 5><L<<M

> L@AY

9L (XD @ 0ty

(8.36)
L,N:
NYA=DLLeMm
o,a +i 40 v, —.n
Y @A (00X 0 @ ey"). (8.37)
L,N:
NYADL LM

The second summand (8.37) corresponds to (8.25). Therefore, it remains to treat the first
summand (8.36). Using Definition 2.12, it holds that

% +,0
Z l/a(¢)AMzn¢L ( L, Nen@ av¢ )
L,N:
Nl/(175)<L<<M
N: NEMI=8 . NVA-O < am
<, +,i v -,
LD DR ¢ PR3 ((11,»,-“(¢>AMim)® 3U¢N")
L,N:

( ?]a(d))AM m¢L L N Kn) @Uav(b;/)n (8.38)

(8.39)
NV <M
Y et Com'®< DAL XT N e D00R")- (8.40)
L,N:
NVOD L L em

The first summand (8.38) is contributes to the commutator in (8.11) and (8.14). The re-
maining summands (8.39) and (8.40) are responsible for (8.18) and (8.23), respectively.

Contribution of (3.30), Type ¢ = (+—): The total contribution (without the P*
operator) is given by

<M1 o

Y LA@AY,,0

K'LSN

(B KNkn¢1< ‘751;”)

= > @A 00 (Bl y K 5" 8.41)
K,N:
K,N<M'3
K~sN
> @AY (Bl y K EN")- (8.42)
K,N:

max(K,N)>M1—38
K~sN
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The second summand (8.42) is responsible for (8.22). Using the product rule, we de-
compose (8.41) further as

o,a +,i J +,k ,—,n
Y @AY (Bk v andi o8
K,N:
K,N<M!S
K~sN

o, +,i J +,k -,
= Z Hija(d))AMl,mBK,N,knqu 3v¢’Nn
K,N: (8.43)
K,N<M!?
K~sN

o.a +,i j +k ,—.n
+ Z Ii;; (¢)AM,maUB;<,N,kn¢K oy
K,N:
K,N<M'3
K~sN

The second summand in (8.43) is responsible for (8.27). The first summand in (8.43) is
decomposed further by writing

o,a +,1 j +,k —,n
Y L @AY Bk v bk Dby
K,N:
K,N<M'8
K~sN

2 v —
= 2 (@A By itk ) @ 0ty
K,N:
K,N<M'8
K~sN

o
+ Y (U @AY By X )@ By
K,N:

K,N<M!'3
K~sN

The &@"-term contributes to the commutator in (8.11) and (8.15). The ®"-term is in-
cluded in included in (8.19).

Contribution of (3.30), Type ¢ = (S): In this case, { = . The contribution is given
by (4.18).

Cotribution of (3.31): This term coincides with (8.20).

Contribution of (3.32): This term coincides with (8.29). |

8.2. Estimates for the modulation equations. In this section, we will derive the main
estimates needed for the modulation equations. Similar as in Sects. 5-7, we capture the
bounds used in our analysis using a single hypothesis (Hypothesis 8.4). This hypothesis
will then form the basis of the contraction mapping argument in the proof of Proposi-
tion 3.14.

Hypothesis 8.4 (Modulation hypothesis). We assume that

1@, ¢ ) lgs < 6.
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Furthermore, we assume that the modulations satisfy
+ _
max <SUP 1A% Imodz,» SUP AN ptoq - Sup | Bm.n I|c;cg) < 56.
M N N M~sN
Finally, we assume that the para-controlled modulations satisfy

maX( sup I X3 nllcses, sup Xy mllcseys SUPIIYMIICSCr SUP”YN”C’CS)
M,N M,N
N<M1 - M<N1 -
< 26.

Lemma 8.5 (Resonant-estimate). Let Hypothesis 8.4 be satisfied, let 1 < i,m,n < D,
and let M and N be frequency scales. Then, it holds that

[43n " 2005
|15 @) O ™|

cort S N7"9?, (8.44)

et SNTT6. (8.45)

Proof. We prove (8.44) and (8.45) separately. The proof of (8.44) will be based on the
para-controlled Ansatz (8.4), which was not used in the PDE-analysis. Once the first es-
timate (8.44) has been established, we prove the second estimate (8.45) by using (8.44)
and our previous product estimate (Lemma 5.6).

Proof of (8.44): Recalling the para-controlled Ansatz (8.4), we have that

v, —k +,i
Z XMKmk@ S+ Yy -

KM

We first esti.mate the contribution of the para-controlled terms X X,I' K.mk @Uq’);{’k. To this
end, we write

( M K, mk@ ¢K )@Uav(p_s"

= UK ~ N)(X3i i (0O 00y ") + Comlzy o (X e 85 D0y ).
(8.46)

where the commutator is as in Definition 2.12. Using the multiplication estimate (Corol-
lary 2.8) and Lemma 3.4, the first summand in (8.46) is bounded by

oK 05"

| MKmk(¢K ‘o oy’ )”c;c; I~ ”XMKmk
< Nr72393'

CsCs !

Since r — 2s &~ —1/4, this contribution is acceptable. Using Lemma 2.13, we have that

csey! <

o

aU(P;,’n

” Com®’® (XIT/}fK,mk’ ¢I?k’ 3U¢;j’") HXM K.mkllcscs cscs cscy

< N—s+2n93 .
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Since —s + 2n & —1/2, this term is acceptable. We now estimate the contribution of

Y;i,im' Using the bilinear estimate (Proposition 2.5.(iv)), we have that

+,i
YM,m

[ V3 © oy |

cset S ” ciey ™| ¢

< Nl*S*i‘/ez.
Since 1 — s — r’ & —1/4, this is acceptable.

Proof of (8.45): Using Lemma 2.14 and the composition estimate (Lemma 2.9), we
have that

|15 @)D" 000" — Py (15 ) 0™ | cy
< N 1=s=G=D) ||]I;>]:a (¢)| 8v¢;;’n ”Cf,—'

GG
< Nr72s9

Since r — 2s &~ —1/4, this is acceptable. As a result, it remains to prove
| PR (5 @) 303" [ oyt S N 7167

for all K ~ N. Using Bony’s para-linearization (Lemma 2.9) and the bilinear estimate
(Proposition 2.5), it further suffices to prove that

I P}é¢kav¢1;’nuc;cr‘ SN

for all K ~ N. By inserting the Ansatz for ¢, it then remains to prove the two estimates

| PR (AN 00" duin™| crept S NTO, (8.47)
M
Z |PE¢ dupy™| cropt S N7162. (8.48)

Type¢=
(=), (+-),(S)

We start with the first estimate (8.47). Using Corollary 2.7, we have that

"

| % Pg (A;rv’ll,(m‘z’;}m)av‘plvq cscrt S S};IP L2y cscs S}‘l/[p | P,'QAX;IIfm8U¢;,’n| cscrt

The desired estimate then follows from (8.44). The second estimate (8.48) follows from
the symmetry in the u and v-variables and Proposition 5.6, where Hy;", =6}, O

Lemma 8.6 (Estimate of ?(2)). Let Hypothesis 8.4 be satisfied, let 1 < a,m < D, and
let M be a frequency scale. Then, it holds that

(2).a,+ -np3
”?M,m ”CflC,TI SMT00
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Proof. We estimate the two terms (8.21) and (8.22) separately. For (8.21), we have that

o, +,i +,j +,L
H P<M1 U( Z I[ija((z))AMl,mavAL,l(ﬁL )‘
: >

cscy!
(1—-0)s <>u +,£
<u=r 3| (15 @)AY, 047 ) or Hm,_l
u v
L: L>M
(1—0)s =25 ||7<.a +,i +,0
sM Z L ”I[ij SC8 AM.m av LE " 1H¢L Hcg
L:L>M
< M(]—O’)S Z Lr—3393
L:L>M
< Mr—2393

Since r — 2s ~ —1/4, this term is acceptable. We now estimate the second term in
%@, which is given by (8.22). To this end, we first note that max(K, N) > M'~% and
K ~s Nimplythat K, N > M 1-28 Then, we estimate

H gM10|: Z H%a(d’)A;}{ma ( KNkn¢K 4’17/’")}
K,N:

max(K,N)>M"'=9,
K~sN

(1—0)s u o,a +,1 J —.n +,k
<M KXN; [P (5@ A3 00 (B ))HL;cc;—l”‘ﬁK o
K,N}M."Z‘S,
K~sN

5 M(lfa)s Z K72A‘Nrf,\'94'
K,N:

K,N}Ml_za,
K~sN

cscy!

The dyadic sum can be estimated by

M(l—a)s Z K—ZsNr—s < M(l—o)s Z Nr—s—(1—8)2s

K.N: N:
K.NSMI=2, N>M!~2%
K~sN
< M(l—a)s—(l—26)(r—s—(1—6)2s)
Since r — 2s & —1/4, this is acceptable. O

8.3. Proof of Proposition 3.14. Equipped with the estimates from Sect. 8.2, we can now
prove the local well-posedness of the modulation equations.

Proof of Proposition 3.14. We use a contraction mapping argument. For expository pur-
poses, we split the proof into three steps. In the first step, we set up the solution space
&', which captures the norms in Hypothesis 8.4, and the mapping I", which encodes the
modulation equations. In the second step, we show that I' maps a 6-ball in & to itself. In
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the third step, we briefly discuss the contraction property and the continuous dependence
on the data (¢ (0), ¢, ¢, ¥r), but omit the details.
Step 1: Setup. We first define the norm

B, x*, x—, ¥+, Y*)||S

=max<5 sup [|Bu.nlicses,2 sup 1 X3y pllcses, 2 sup 1Xy yllcscs,
M~sN M.N: M.N:
N<M17§ Mgles

2sup ||y llcscr, 2sup ||Y1;||C§Cf,>~
M N

The absolute constants in || - ||s have been chosen to match Hypothesis 8.4. We define
the corresponding solution space & as the set of functions that have finite §’-norm and
satisfy the frequency-support conditions. More precisely, we define

S = {(B, X X7, YY) (B, X, X, Y+, Y7)|ls < oo and
(3.15), (8.6), (8.7), (8.8), and (8.9) hold}.
Furthermore, we define the 6-ball Sy by
Sy 1= {(B, XY X" YY) eS: (B XY, XY Y )|ls < 0}.

For any element (B, X*, X, Y*,Y™) € &, we define the corresponding modulations
At = AT[X*,Y*]and A~ = A~[X~, Y] through the para-controlled Ansatz in (8.4)
and (8.5). Using the bilinear estimate for families (Corollary 2.7), one easily obtains that

sup ”A-X/[”Mod}"/[ < CO sup | X3y ylicscs +2sup [Yygllcscr
M M.N M

Sup 1Ay llyspa, < €O sup 1 Xy yllciey +2sup ¥y llc;cy-
N M.N N

In particular, the condition (B, X*, X—,Y*, Y7) € & implies that A* and A~ satisfy
the conditions in Hypothesis 8.4. We now define amap I' = I'[B, X, X, Y*, Y]
which encodes the para-controlled modulation equations. We define

(T8)% ymn = RHS of (3.41),
(Tx) 3 v.mn = RHS of (8.10),
(Ty) 3, = RHS of (8.11) + (8.12).
The components (I'y)~ and (['y)~ are similar as (I'x)* and (I'y)* but with reversed
roles of the u and v-variables.

Step 2: Self-mapping property.
In this step, we prove that for any (B, X*, X—, Y*, Y7) € &, it holds that

F[B, X", X~ ,Y", Y ]eS.

The frequency-support conditions follow directly from the definition of I'. As a result,
it remains to prove that

ITIB, X*, X~, Y, Y 1ls < 6. (8.49)
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By symmetry in the u# and v-variables, it suffices to prove the required bounds in (8.49)
for the I'g, (I'x)*, and (I'y)*-components.

Step 2.i: Self-mapping bound for the T g-component. Using the bilinear estimate
(Proposition 2.5), the composition estimate (Lemma 2.9), and Definition 3.12, we have
that

ITe)mnllcses SIC@lcseslAylicseslAyleses < 6.

Since 6 > 0 is sufficiently small, we obtain that |[(I's)m N llcscs < 56, which is the
desired estimate.

Step 2.ii: Self-mapping boundfor the (I x ) *-component. It suffices to estimate 27 M. N n
in C; C;. Using the bilinear estimate (Proposition 2.5), the bilinear estimate for families
(Corollary 2.7), and the composition estimate (Lemma 2.9), we have that

1)y lleses < ULapy mnllcics
S NGB )lesey + 1B 1D Icyes + 118.15) ey e
ST @) lleses 1Ay leses 1Ay lleses
+ SUP I (D) lIcses 1AM licseslldrlles IXT v llcses
+ SUP 1% (D) lIcses 1AM cses I Br v llcscs ¢k Nl cs

< 02.

Since 6 > 0 is sufficiently small, this implies the desired estimate.
Step 2.iii: Self-mapping bound for the (I'y)*-component. In this step, we prove that

I(Cy)* = 601d | cyerp S 62

which implies the desired estimate. Using the definition of (I'y)™, it suffices to prove that

Z COII];’@J(%A;”“N”""’ ¢;/,n)| Cics 5 92’ (850)
N<M1*5
”%Wn”qicrl <6 (8.51)

In Step 2.ii, we have already estimated 2 A‘} N in C; C3. Then, the estimate (8.50) directly
follows from Lemma 2.13. To prove the estimate (8 5 1), we further distinguish between
the four components %V, @ %3 and @ .

Estimate of %¥V: Using Lemma 2.13 for (©", the bilinear estimate for families
(Corollary 2.7), and the multiplication estimate (Corollary 2.37), it remains to control

A O ey ™, I ()" by (8.52)
AT ey, and Bj y 1,0 0uy" (8.53)
in C5C’~!. The two terms in (8.52) are controlled by Lemma 8.5. The two terms in

(8.53) vanish due to the frequency-support conditions on A;,{l and B};’ N.okn

Estimate of % This term is the content of Lemma 8.6.
Estimate of % ®: This term can be bounded directly through Lemma 2.13.
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Estimate of % ®: The remaining “easy” terms can be bounded using the bilinear
estimate (Proposition 2.5) and Lemma 4.5. As a result, we omit the details.

This completes the proof of the second estimate (8.51) and, therefore, the proof of
the self-mapping estimate (8.49).

Step 3: The contraction estimate and continuous dependence on the data. In Step 2,
we proved that I' maps §p back into itself. In order to utilize the contraction mapping
theorem, it remains to prove that I is a contraction on &y, which would follow from the
estimate

ITB, X*, X~, YY", Y 1-T[B, (X", (X")~, (¥, )7 lls 8.54

SONB, X, X7, Y7, Y) — (B, (X)", (X)~, )", () )lls. (®9
Compared to our previous estimate (8.49), the only new difficulties in proving (8.54) are
notational, since I contains a large number of terms. The individual estimates, however,
are the exact same estimates as used in the proof of (8.49). As a result, we omit the
(extremely tedious but standard) details.

As is common for contraction mapping arguments, our estimates also yield the
Lipschitz-continuous dependence on the data, which is given by (¢0(0), ¢*, ¢~, ¥) €
M x D* x C;Cy. This can be shown by further generalizing the contraction estimates
(8.54). After reflecting the dependence on (¢ (0), ¢*, ¢, ) in our notation, the desired
estimate reads

IT[¢0(0), ¢, ¢, ¥, B, X", X, ¥Y*, Y]

— Tlgn(0), ()", ()™, ¥, B, (X) ™, ()", (¥) 7 1lls

S 9(|I¢0(0) — ¢ O)llgo +11(@™, 07); (@), @) Dllas + 1Y = ¥'llcze;  (8.55)
+I(B, X", X, Y, Y — (B, (XD, (X)), (¥)", (Y’)*)IICS’)-

As for the contraction estimate (8.54), its generalization (8.55) can be proven using
the estimates leading to (8.49). We therefore omit the (extremely tedious but standard)
details. O

9. Local Well-Posedness

In the final section of the article, we present the proof of Proposition 3.16 and Theorem
1.4.

Proof of Proposition 3.16. Throughout the proof, we assume that ||(¢*, ¢ 7)||gs < 6
and restrict our discussion to ¥ € C; Cy satistying ||/ |lcrcr < 6. We now split the ar-
gument into two steps. In the first step, we simplify the forced wave maps equation (3.45).
In the second step, we solve the simplified version using a contraction mapping argument.

Step 1: The simplified forced wave maps equation. Due to Proposition 3.14, there
exist modulations A*[y], A”[¥], and B[] satisfying the modulation equations from
Definition 3.13. We recall from (3.44) that

P11 ) = D AT VI " w0+ 30 AV I gy ()
M N

3 B Wl 06y ey + vt . O
M,N

M;*(;N
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Using the modulation equations and Proposition 7.1, we have that

6(™* +97) — x*x~ Duh [ 1 (G 1y Do (W10 9]
= 2 Bl [0V OB GO0+ D AL [0 8" @)
9.2)
M’\'(sN

+ Y AYEIWI ey ) + RE[90(0), 6%, Ay, BIY], ).
N

Here, the remainder # = 9?[(1)0 0), ¢i, A%, B, 1//] is as in the statement of Proposi-
tion 7.1. By combining (9.1) and (9.2), all terms but the remainder cancel, which yields
0(¢™*+¢™*) = x*x~ Duh |15 @1y DA [y 10,0 1| - @*1v1 = v5)

= R*[¢0(0), ¢*, AF[Y], BIY1, ¥].

As aresult, the forced wave maps equation (3.45) reads

vk = B0 (0), o=, AZ[Y1, By, ¥]. (9.3)

We call (9.3) the simplified forced wave maps equation, which we now solve using a
contraction mapping argument.
Step 2: Solving the simplified forced wave maps equation. We define the solution set

So ={¥ € C,Cy: IV llcyc; < 01,

which is equipped with the C],C] -norm. To simplify the notation, we write

Tl¢0(0), o&, ¥ : = Rl¢o(0), =, AX[y ], B[Y], ¥1. (9.4)
We now let ¥/, ¥ € & and assume that (¢*, ¢ ), (¢*,¢~) € D° satisfy

I@* ¢ )llgs <O and  [[($*, ¢ g <6

In order to prove that I" is a contraction on &y and that the resulting fixed-point depends
continuously on the data, it suffices to prove the two estimates

IT[0(0), ¢, Yllcrer <0 9.5)

and

IT[¢0(0), ¢, ¥1 — Tlo(0), 6=, ¥lllcs e

< 0(l190(0) — o) Igp + 1@, ¢ 7); (@, ¢ ) llas + ¥ — Vlicrer)-
The first inequality (9.5) follows directly from Proposition 3.14 and Proposition 7.1.
Indeed, we obtain from Proposition 3.14 that A*[v/], A~[v], and B[] satisfy Hypoth-
esis 3.8. Then, it follows from Proposition 7.1 that

IT[p0(0), ™, Vllicrcr = 1 Rlb0(0), o™, AT[W], Bl¥ 1, ¥1lcie; S 6% < 6.

Compared to the first inequality (9.5), the only new difficulties in proving the second
inequality (9.6) are notational. The reason is that, once we insert the expression for %
implicit from (7.5), the left-hand side of (9.6) contains numerous terms. The individual
estimates, however, are the exact same estimates as those leading to the proof of (9.5).
As a result, we omit the (extremely tedious but standard) details. |

(9.6)
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We now prove the local well-posedness of the wave maps equation (WM) for small
datain 2°. As we show below, the main theorem then follows from a scaling argument.

Proposition 9.1 (Local well-posedness for small data). Let (¢;, ) € C*R —
T M) and assume that the following three conditions are satisfied:

(i) The initial positions ¢§(0) converges in M.
(ii) The shifted linear waves ¢**¢ and ¢* ¢ converge in D°.
(iii) The shifted linear waves ¢**¢ and ¢* ¢ are small in D*, i.e

sup [[(¢", %) llgs < 0.

e>0

Then, the smooth global solutions ¢ of (WM) with initial data (¢§, ¢7) converge in
clcinc ey Ha-1, 11 x [-1, 11 — ). 9.7)
Proof of Proposition 9.1:. We define the shifted wave map ¢**: Rblfvl — RP by
¢°(u, v) = ¢°(u, v) — ¢5(0).
Since ¢°¢ is a global smooth solution of (WM), the shifted wave map is a solution of
¢<>,8,k — ¢<>,+,8,k + ¢<>,—,8,k _ Duh[]{?j,k(¢<>,8)8u¢<>,8,iav¢0,8,j]. (98)
In addition to (9.8), we consider the localized Duhamel integral formulation
50,8,/{ — ¢O,+,£,k + ¢<>,—,8,k _ X+X_ Duh[]:[;;jk(go,é‘)auao,s,i81)50,5,].]_ (99)

Using the assumptions, Proposition 3.14, and Proposition 3.16, we obtain the decom-
position

<>sk +,8,k ; 0,+,6,m —,&k ,0,—,&n
ZA mPm +ZA 2%

(9.10)
+ Z BM,N,mn(pX/}hs’m(bX/’_’g’n + Wg’k,
M~sN
where the modulations and nonlinear remainder satisfy the following properties:
(i) The modulations A*¢, A™¢, and B satisfy Condition 3.5.
(ii) The modulations A™¢, A™¢, and B® converge with respect to || - ||psoq from Def-

inition 3.6.
(iii) The nonlinear remainder ¥* converges in C;,C},.
(iv) The modulations and nonlinear remainder are small, i.e.,

1 1
sup (3 S0P 1435 o, + 5 SUP AN o + 30P. 1By wllcses + 19 lleger ) <.
e>0

For every fixed ¢ > 0, it follows from the smoothness of the shifted linear waves, the
decomposition (9.10), and the properties of A™¢, A™¢, B®, and ° that $>*F € CL.C.
From the deterministic theory (Lemma 2.27), it follows that

A% (u,v) = ¢>(u,v) forallu,v e [-2,2]. (9.11)

In order to prove the proposition, it therefore suffices to prove the convergence of Pt
in (9.7). However, this follows directly from Lemma 3.11. O
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Equipped with Proposition 9.1, we are now ready to prove the main theorem.

Proof of Theorem 1.4. The proof consists of two steps: In the first step, we perform a
series of changes of variables which lead to small initial data. In the second step, we
apply Proposition 9.1 and conclude the theorem.
Step 1: Change of variables. We first recall that ¢° solves the wave maps equation
with initial data (B¢, V%), i.e.,
wpek ko (A€ £ £
{aua ok = I (¢°)0,97 9" | 0.2
#°(0,x) = B*(x), 0,¢°(0, x) = V*(x).

We note that since B: R — # C R? and V¢: R — RP are smooth and satisfy
Ve(x) € Tpe) A, (9.12) has a unique global smooth solution. We now perform a
re-scaling, spatial translation, and localization.

Step 1.1: Re-scaling and spatial translation. Let xo € R be arbitrary. We define the

re-scaled and translated solution ¢; , , Brownian path B , , and velocity V7 = by

}7 5t X) 1 =9 (tt, TXx +x0), B; , (x) =B (tx+xp), and V;  (x)=71tV*(tx +Xx0).

Due to the scale and translation-invariance of the wave maps equation, ¢; , = solves

all«aﬂd)i,xo - _Hk (¢r xo)altd)t Xoaf‘qb, X0 °

9.13)
¢§‘X0(O’x) - TX()(x) alqb'[’x()(o x) fx()(x)

£
xo.loc and Vr xo.loc be the localized versions B X0

which were defined in (2. 96) and (2. 134) We then define ¢¢ xo.loc A8 the
Ve ). Due to finite

7,X0,loc

Step 1.2: Localization. We let Bf
and V¢ o»
solution to the wave maps equation with initial data (B¢

speed of propagation, it holds that

7,x0,loc?

O o 10e(t ) = @5 (t.x)  forall (1,x) € [~1, 1% (9.14)

Step 1.3: Shifts. Similar as in (3.2), we define the shifted linear waves by

1
=+,
82550 = 55 (B 1) = B i OF [0 V2 100).

By Proposition 2.32, Proposition 2.33, and Proposition 2.35, there exists an event
& (7, xp) satisfying

P(Q\%(r,xo)) < Cexp(—ct™) (9.15)
for some absolute constant ¢ > 0 and a constant C = C () depending on the embed-
ding 4 — RP, and such that, on the event & (1, x9), the following properties hold:

(i) The initial position B¢ (0) converges in /.
(x) and 9>~

(x) and ¢

T,x0,loc

(i) The shifted linear waves ¢
(ili) The shifted linear waves ¢

(x) converge in 2.

T xo 10c T xo loc

(x) are small in 2%, i

T xo loc 7,X0, loc

sup ” (¢$,Y;.5,810c’ ¢::);)ﬁoc) HSZ“ < 0.
e>0
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Step 2: Conclusion. We proceed on the event & (7, xg). Using the properties in Step
1.3 and Proposition 9.1, it follows that

B xol0c CONVErges in (ctesnctes Hia-1,112 - ).
Due to finite speed of propagation (9.14), we obtain that
¢f ., convergesin (CPC3NC/C ) ([~1, 11> > A).
By undoing the scaling and spatial translation, it follows that
¢° converges in (C?Cf( N CIIC;_I)([—I, ] x [xg — 7, x0 +T] = A). (9.16)
We now define the event &(t, R) in the statement of the theorem by

[4R/T]

&(t,R) : = ﬂ &(t,tn),

n=—[4R/1]

where [ -] is the ceiling function. The estimate on the probability of &(z, R) follows
from (9.15) and a union bound. The convergence statementon [—t, ] x[—R, R] follows
directly from (9.16) and a partition of unity in space. O
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A. Appendix A. Deterministic Ill-Posedness

We now prove the mild ill-posedness statement in Theorem 1.2, which concerns the
unboundedness of the first Picard iterate.

Proof of Theorem 1.2.(ii). We only treat the case S?, since the argument easily gener-
alizes to SP~! with D > 3. We split the argument into two steps. In the first step, we
present several reductions which simplify the first Picard iterate. In the second step, we
construct an explicit sequence of functions for which the first Picard iterate diverges.
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Step 1: Reductions. We let ¢o, ¢1 € C°(R — R?) satisfy

Igo() 5 =1 and (go(x).p1(x)) =0 VxeR. (A.T)

Here, || - || refers to the Euclidean norm on R3. Then, the right and left-moving linear
waves are given by

1 X
#0 = 3 (00F [arei).
0
We recall that the second fundamental form of the sphere S? is given by
I}, (¢) = 8ij¢".
As a result, the first Picard iterate of the wave maps equation (WM) is given by
x+t v
P == [ 4 [ 07w+ ) (@) 0TI,
x—t
We now fix any time ¢ > 0. Furthermore, we let x be our previous nonnegative, smooth

cut-off function, which satisfies supp(x) S (—3,3), and let 0 < € < #/100. For any
r € R, it then holds that

| [ xwezunw], 5,

In order to prove the unboundedness of the first Picard iterate on C” x C’~! for any
r < 1/2, it therefore suffices to prove that

sup H / X (x/€) P(t, x) dx H (A2)
ligollc1/2<1 lig HC 1/2<1

We now choose ¢ (x) = e3 € R and choose ¢ (x) = ¥/ (x) fory (x) € CX((-1,1) —

RR3). In particular, it holds that ||y lc12 S 1@t llc-1/2. Due to the geometric constraint in

(A.1), ¥ has to satisfy (e3, ¥) = 0. Using our assumptions, the first Picard iterate takes
the form

X+l
Pt x) = —= / / du’ Qes — y (') + ¥ W) W W), ¥ ().

In order to further simplify & (z, x), we assume that supp(¢¥) C (—2¢, 2¢). In particular,
itholds that ¥ (x +¢) = ¢ (x —¢) = O for all x € (—2¢, 2¢). Then, a direct computation
yields that

.X+f
f /duzegwuww»

x+l 1 X+t
/ /du VW) ), ) = —5/ ay v NI,

—t

x+t 1 X+t
/ / du’ Yy (W' W), ' (V) = —5/ dy ' MY 13-

—t
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As a result, we obtain that
1 X+t 5
P00 = f dy ¥ I OIE.
x—t

We now write ¥ (y) = ¥ (y)er + ¥2(y)ea, which satisfies the constraint (v, e3) = 0.
Then, the first coordinate of (¢, x) is given by

X+t

1
(P(t,0),e1) =5 / dy Y M(WH2) + @H )

x—t

= i(v/l)%y)\x" ‘e f Ta @Y 0w
24 y=x—t 8 )i,

1 X+t
-3 / dy (Y @A),
xX—t

Thus, it suffices to prove that
o0 X+t
sp | / dxx (x/€) / dy @Y M@ 0)| =00 (A3)
,/,1’1/,2; —00 x—t
supp(y/)CS(—2¢,2¢)
171 c12<1

Step 2: Proof of (A.3). The main idea in the proof of (A.3) is to create a severe
high x high x low-interaction in the integrand. In order to cover the endpoint C/2, how-
ever, we need to be careful and work at multiple scales.

We let «, ko € N be arbitrary and define the set of frequencies

Freso = {2'%: ko <k < k).

Then, we define

v =x0/e) Y, n~Psin(y), (A4)

neFK,KO

P20 = xo/o(sinm+ Y. 07 sin(n = hy)). (A5)

neF,(‘,(O
Since the frequencies in Fy , are well-separated, it holds that

1 2
1 ez Illerz Se 1,

where the implicit constant is uniform in « and ko. We now claim that

X+t 1 X+t
/ dy (W ) @H*(y) + 5k = x0) / dy x(v/€)*(1 — cos(2y))

—t —t

<o 270 (k — k) + 1. (A.6)

Before proving (A.6), we first show that (A.6) implies (A.3). By integrating (A.6) against
X (x/€), using that 1 — cos(2y) > 0, and using that 0 < € < ¢/10, we obtain

o0 X+t
’ / dx x(x/€) / dy(W)’(wa)Z(y)‘
—00 x—t
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X+t
/ dx X(X/E)/ dy x(y/€)*(1 = cos(2y))| = Cc (277 (kc — ko) + 1)

> celk — ko) — Ce (277 (k — ko) + 1),

where Cc > 0 and ¢, > 0 are sufficiently large and small constants, respectively. We
now obtain the desired conclusion (A.3) by first choosing a parameter kg = xo(¢) such
that C¢27%0 is smaller than ¢, and then letting x — oo. Thus, it now only remains to
prove the claim (A.6). By inserting (A.4) and (A.5) into the integrand, we obtain that

1
2 — —
5 (k —K0)

X+t
f dy ()M ()

—t

=2 Y w2 / dy x(y/€)’ sin(y) sin((m — 1)y) cos(ny) (A7)
m,n€F

+ ) 1/2/ dyx(y/6)3sm () cos(ny) &.8)

n€Fi

X+t
+ Z e—l/2m—1/2n1/2f dy x(y/€)?sin((¢ — 1)y) sin((m — 1)y) cos(ny)
x—t

l,m,neF,(w,(0

(A.9)
+0c(1),

where we have already estimated terms in which the derivative hits the cut-off x (y/e).
We start by analyzing the main term (A.7). First, we treat the contribution of the diagonal
case m = n. Using trigonometric identities, we have that

sin(y) sin((n — 1)y) cos(my) = %( — 1+ cos(2y) +cos((2n — 2)y) — cos(zny)).

Using integration by parts, this yields

X+t
2 ), mal? / dy x(y/€)° sin(y) sin((m — 1)y) cos(ny)
xX—t

m,neF,(.,(O:
m=n
X+t
=- Z / dy x(v/)*(1 = cos@y) +0( Y. n7")
nEFK,(O nEFK,KO

X+t
= ——(x — ko) / dy x (y/€)*(1 — cos(2y)) + Oc (1),

which is the main term in (A.6). In the non-diagonal case m # n, we use that the
frequencies in Fy ., are well-separated. Together with integration by parts, this yields

‘ >, mn ”2/ dy x(y/e)’ sm(y)sm((m—l)y)COS(ny)‘
mnEFKKO

T m#n
Z m ™22 max(m, n)~! <1

m,neF,m(0

~E€
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We now estimate the first error term (A.8). Using integration by parts, it follows that

X+t
. 1
‘ Z n1/2/ dyx(y/6)381n2(y)COS(n)7)},Sg Z n2 51
x—t

nEFK,KO nEF,(,,(0

It remains to estimate the third error term (A.9). To this end, we distinguish two cases.
In the case max (€, m, n) > med({, m, n), we use that the frequencies in Fy , are well-
separated, which implies that

‘ Z =12 =172,172
Z,m,neFK,,{O:
max(¢,m,n)>med(¢,m,n)

X+t
/ dy x(y/€)’ sin((€ — D)y) sin((m — 1)y) cos(ny)

—t
<, Z e P 201 2 maxe, m, )"t < 1.

E,m,neFKV,(O

In the case max (¢, m, n) = med({, m, n), we only use that sin(-) and cos(-) are bounded,
which implies that

’ Z =12 =1/2,1/2

Z,m,neFHO :
max(¢,m,n)=med(¢,m,n)

X+t
f dy X (v/€)* sin((£ = 1)y) sin(Gm — 1)) cos(y)|

—t
< Z V212102 < Z 12 <2750 (e — ).

l,m,neF,(,KO: Z,meF,{,KO
max(¢,m,n)=med({,m,n)

This completes the proof of (A.6). O
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