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DNA strand displacement (DSD) emerged as a prominent reaction motif
for engineering various nanoscale molecular computation devices. However,
these reaction systems are affected by noisy interactions known as leaks, which
significantly affect their scale and sensitivity by interacting with the circuit
downstream. This cascading effect is more visible in circuits with complex
dynamics, such as feedback loops, as the leak would be subject to nonlinear
amplification. Static design-level techniques are primarily preventive and are,
therefore, inadequate as they cannot control the amplification once a leak
materializes in the circuit. Tackling this issue, our group previously introduced
a dynamic leak-elimination technique known as ‘shadow cancellation” and
demonstrated its effectiveness in a cross-catalytic amplifier circuit. Our
contributions to this work are as follows. First, we propose a semi-automated
and heuristic technique that makes shadow cancellation accessible to arbitrary
strand displacement circuits. Then, we use domain-level simulations to
show that the shadow cancellation methodology can improve the dynamics
of the DSD circuits of four quintessential dynamical behaviors, including
autocatalytic amplification, oscillations, consensus, and control. Further,
through various probing experiments, we evaluate the robustness of the
overall methodology to the underlying practical considerations involved in
the shadow cancellation-enabled circuit design. Our work provides a path
toward implementing robust and durable dynamical behaviors using strand
displacement reactions.

© The Authors. Published by the Royal Society under the terms of the
Creative Commons Attribution License http://creativecommons.org/licenses/
by/4.0/, which permits unrestricted use, provided the original author and
source are credited.


http://crossmark.crossref.org/dialog/?doi=10.1098/rsif.&domain=pdf&date_stamp=
mailto:rajivteja.nagipogu@duke.edu

1. Introduction

Intricate networks of biochemical interactions drive the
biological processes responsible for the survival and
functioning of an organism. Reproducing the dynamics of
such sophisticated processes in vitro could enable molecular-
scale sensing and actuation [1], with applications such
as molecular diagnostics [2, 3], and smart therapeutics
[4]. The development of such systems requires the
construction of modular chemical building blocks that are
robust to noise. We differentiate between two qualitatively
different approaches to solving this problem. First is the
“synthetic biology” approach, which involves carefully
studying constituent reaction networks of a process and
utilizing this knowledge to develop increasingly complex
synthetic chemical systems [5]. In contrast, the field of
DNA Computing (also known as molecular computing)
takes an “engineering” approach, attempting to build
coarse functional approximations of said systems with
more emphasis on implementation. The ‘DNA’ in DNA
Computing refers to using DNA-DNA reactions for
simulating chemical dynamics.

DNA is an excellent substrate for simulating chemical
behavior, as the specificity inherent in its base pair
hybridization leads to programmable reaction pathways.
In a prototypical construction of a DSD circuit, chemical
behavior, specified as an abstract reaction system known as
a chemical reaction network (CRN) [6-8], is systematically
translated into a set of DNA reactions. In this regard,
a reaction motif known as DNA strand displacement
(DSD; strand displacement) [9, 10] has become prominent
due to its design simplicity and flexibility to tune
reaction rates. In a typical strand displacement reaction, a
single-stranded (ssDNA) invader displaces another ssDNA
incumbent from a partially double-stranded (dsDNA) gate
complex. The reaction proceeds with the invader first
latching onto a single-stranded overhang in the gate
complex known as the toehold and reversibly exchanging
the base pairs with the incumbent. Numerous strand
displacement circuits have been engineered for a variety
of molecular devices, including logic gates [11-13], analog
computation [14], dynamical systems [15-21], and neural
network computation [22, 23].

Despite this versatility, strand displacement circuits
suffer from intrinsic background noise known as leaks, the
undesired spurious displacement events due to erroneous
interactions among the substrates. One of the dominant leak
pathways is fraying, where the base pairs at the helix edges
unbind spontaneously, opening a short toehold, which then
attracts an invading trigger, causing strand displacement.
Leaks adversely affect the sensitivity and scale of the circuit
as the leaked strands interact with the circuit downstream,
resulting in undesired behaviors. This cascading effect is
much more severe in circuits with dynamical behaviors,
such as feedback loops, as the leaked strands undergo
exponential amplification, causing the circuit to degrade
rapidly (for example, the “Rock-Paper-Scissors” oscillator in

(17]).

Much work has been done to understand the leak
pathways and develop design principles that reduce
their occurrence [24]. Sequence-level modifications include
short clamp domains [17, 25, 26] at the helix edges
to prevent fraying. Domain-level modifications include
using long domains and incorporating redundancy such
that the leak pathway is preceded by multiple low-
probability events [27]. Circuit-level modifications include
localizing the interacting strands on a DNA origami to
reduce unwanted side reactions. While these modifications
effectively diminish the probability of a leak event, they
cannot curtail the leak amplification once it materializes in
the circuit.

Tackling this issue, Song et al. [16] proposed a dynamic
leak-eliminating strategy known as shadow cancellation. This
method works by installing an orthogonal shadow circuit
alongside the original primary circuit so that the leaks from
the two circuits cancel each other quickly. To accomplish
this, the inputs to the shadow circuit are zeroed out such
that the signal activity in the shadow circuit is primarily
due to leaks. By designing the shadow circuit to have a
near-identical rate profile and leak characteristics as the
primary circuit, the activity in the shadow circuit could
be interpreted as the leak activity in the primary circuit.
Finally, a fast cancellation mechanism ensures that any leak
generated in the two circuits is quickly sequestered so that
the activity in the shadow circuit remains close to zero (and,
by extension, the leak activity in the primary circuit, thereby
restoring the circuit to normalcy).

The rest of the paper is organized as follows.
Section 2 overviews the React-Produce framework that
translates our CRNs into a DSD reaction system. We
discuss the construction of the DSD circuits for general
unimolecular and bimolecular reactions in this framework
and utilize them as templates for later constructions. We
will also overview the leak mechanisms native to this
framework. Then, we describe a heuristic methodology
for automatically constructing the shadow circuit, given
only the primary circuit’s description (domains, domain
arrangement, and nucleotide sequences). Section 3 presents
the domain-level simulation results of our target dynamical
systems. Finally, in Section 4, we demonstrate that the
shadow cancellation methodology is adequately robust
to the practicalities of our assumptions regarding the
methodology through various probing experiments.

2. Methods
(a) CRN to DSD translation

Several translation schemes have been proposed to convert
arbitrary CRNs into a DSD reaction system [13, 17, 21,
28, 29]. In this work, we use the React-Produce framework
proposed by Srinivas et al. [17] to model the DSD circuits
of our dynamical systems. This framework models each
formal reaction of the CRN into a two-phase pipeline-React
and Produce. React phase reactions consume the reactant
signal strands, whereas the Produce phase reactions release
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the product strands. This framework employs three kinds
of DNA substrate molecules to facilitate the conversion: (i)
signal strands (ssDNA), (ii) gate complexes (dsDNA), and
(iii) auxiliary strands (ssDNA). The signal strands directly
map to the formal CRN species, whereas the gate complexes
and the auxiliary strands collectively represent the fuel
species that mediate the interactions among the signal
strands by providing raw material and the necessary free
energy required to drive the reaction.

At the domain level, each DNA substrate in this
framework is constructed using four classes of domains:
(i) the first toehold (fX;7 mt), (ii) the migration domain
(mX; 15 nt), (iii) the second toehold (sX;7 nt), and (iv) the
history domain (hXi; 15 nt), where X is a placeholder for a
formal species of the CRN. The first three domains (fX, sX,
and mX) uniquely represent a formal signal species (X),
whereas the history domain can vary (signified by the i in
hXi) among the signal strands of the same species.

(i) Bimolecular reaction design in the React-Produce
framework

Here, we describe the React-Produce implementation of a

general bimolecular reaction (BIMOL) (U +V kx +7Y).
As this translation serves as an overarching template for
the rest of our constructions, we discuss it in more detail
and present the other constructions as modifications of this
translation. We refer the reader to the original work [17] for
an exhaustive description of the framework.

First, the CRN of the BIMOL reaction is rewritten using

signal strands as Ui+ Vj an+Y0, where the signal
strands (Ui, Vj, Xn, and Yo) directly represent the formal
species U,V, X, and Y respectively The reaction serves as
a condensed version of the final DSD circuit, implying that
the signal strands Ui and Vj are consumed during the React
phase and the signal strands Xn and Yo are released during
the Produce phase. Additionally, the circuit consists of two
gate complexes (Reactyyxy and Produceyxyyo), one each
for the React and Produce phases, and two auxiliary strands
Backyy and Helpervys,.

In the first reaction of the React phase (Figure 1A),
the first reactant (Ui) reversibly reacts with the React
complex (Reactyyxy) to release the auxiliary Backward
strand (Backyy) and an intermediate React complex
(ReactIntyyxy). Since the fuel species Reactyyxy, and
Backyy are in excess, ReactIntyyxy, quickly approaches
a pseudo-equilibrium with a concentration proportional
to the concentration of Ui. In the second (and final)
reaction of the React phase (Figure 1B), the second reactant
strand (Vj) reacts with ReactIntyyxy, to release a “Flux”
strand (Fluxyxy). The release of the Flux strand initiates
the Produce phase. In the first reaction of the Produce
phase (Figure 1C), Fluxyx, strand reversibly binds to the
Produce complex (Produceyxny,) and releases the first
product strand (Xn) and the intermediate Produce complex
(Producelntyxnyo). In the second (and final) reaction
(Figure 1D) of the Produce phase, the auxiliary “Helper”

strand (Helpery,) binds to the toehold (fY’) and displaces
the second product strand (Yo), completing the circuit.

Applying the law of mass action kinetics to the BIMOL
DSD circuit, we obtain the following approximate rate law
for the two product strands Xn and Yn

k
aXl_ L kalUi[Vi @1)
n k
Xl L kalU[Vi 22)

This rate law is approximate in that we make the
following simplifying assumptions in its derivation: (i)
the fuel species are at a much higher concentration than
the signal strands, and their concentrations stay relatively
the same for the entirety of the experiment, and (ii) the
reaction intermediates are present at lower concentrations
than the signal strands and are at pseudoequilibrium.
Note that the rate equations (2.2) and (2.1) agree with the

ideal bimolecular rate law for U + V' LN +Y (% = % =

k[U][V]), when the rate constant of the ideal reaction k=
k
#kg. A detailed derivation of the rate law for the BIMOL

1b
DSD circuit is provided in Supplementary Information

(A.1).

(i) Unimolecular reaction design in the React-

Produce framework

The DSD circuit of the general unimolecular reaction

(UNIMOL; U kox +Y) is similar to the BIMOL DSD
circuit, except an auxiliary Helper strand (HelperV) is used
in the place of the second reactant (Vj) signal strand (also
suggested by [17]).

Here, we describe the DSD circuit for an elementary

unimolecular reaction (U L X +Y), hereafter referred to as
UNIMOL. The circuit is constructed similarly to the BIMOL
DSD circuit, except for using an auxiliary Helper strand
instead of the absent second reactant (as suggested by [17]).
Figure S1 in Supplementary Information depicts the four
DSD reactions in the UNIMOL DSD circuit.

Applying the law of mass action kinetics to the UNIMOL
circuit, we obtain the following approximate rate equations
for the two product strands:

d[Xn]  kokiy . dx

dt 10 kyp + ko (U] dt kU 23)
d[Yo] kaokyy dy
= — =k 2.4
ait  10ky+ 01 g kU@
These equations match closely with the ideal
unimolecular rate law (dd—)t(k :k % =k[U][V] forU m X+ Y)
with rate constant k = #. A detailed derivation of
10 kyp + k2

the DSD rate law is provided in Supplementary Information
(A3).
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Figure 1: Domain-level reactions of the bimolecular autocatalytic amplifier (Ui + Vj — Xn + Yo0) implemented in the
“React-Produce” framework. A and B are the reactions in the react stage and C and D are the reactions in the produce stage.
(A) The first reaction of the “React” stage. The signal strand Cj reacts reversibly with the “React” complex Reactcpcj to
produce the intermediate complex ReactIntcpc;. (B) The second reaction is the “React” stage. The second input Br reacts
with ReactIntcpg; to release the “flux” strand Fluxg;. (C) The first reaction of the “Produce” stage. Fluxpc; reacts with the
“Produce” complex Producepcjck and releases Cj and the intermediate complex Producelntgcjck, (D) Second reaction of
the “Produce” stage. The "helper’ strand Helperccy reacts with Producelntpcjck to release the second signal strand Ck.

(b) Mechanistic modeling of leak

Two types of leaks are commonly observed in strand
displacement systems: (i) initial leak and (ii) gradual leak.
Initial leak refers to the signal activity observed in the circuit
immediately after the addition of the gate complexes (with
signal strands yet to be added). This leak is primarily
attributed to weak annealing of the gate complexes and
happens only at the beginning of the experiment. Common
solutions to curtail this leak include using ultra-pure strands
or “thresholding” complexes that absorb the leaked signal.
Gradual leak, on the other hand, is systemic and persists
for the entirety of the experiment. Reynaldo et al. [30]
analyzed two possible gradual leak pathways: (i) toeless
strand displacement (toeless-SD) and (ii) dissociation. The
toeless-SD is primarily due to fraying at the helix edges,
which opens up a short toehold that attracts an invader,
resulting in the undesired displacement of the incumbent
strand. In contrast, the dissociation pathway refers to the
slow but independent detachment of an incumbent strand
from the gate complex. Among the two, we only utilize
the toeless-SD pathway in our leak modeling as it was
experimentally shown to be several orders of magnitude
faster than the dissociation pathway [30].

Srinivas et al. [17] identified three toeless-SD leak
pathways in the React-Produce framework of the BIMOL
DSD circuit: (i) React-second input leak, (ii) React-Produce
leak, and (iii) Produce-Helper leak. React-second input leak
(Figure 2A) occurs due to fraying at the nick of the
React complex (Reactyvxy), opening it to attack from the
second input strand (Vj via the fV domain), resulting
in the displacement of the Flux strand (Vj). React-Produce
leak (Figure 2B) occurs due to fraying at the “blunt” end
of the React complex (Reactyyxy), opening it to attack
from the open toehold (sVx) of the Produce complex
(Produceyxnyo), again displacing the Fluxyx, strand.
Produce-Helper leak (Figure 2C) occurs due to fraying at the
nick of the Produce (Produceyxnyo) complex, opening it to

an attack from the Helper strand (HelperYo), resulting in the
displacement of the second product strand (Yo). Following
the original work [17], we only include the Produce-Helper
leak in our leak modeling, as its magnitude is significantly
higher than the other two leaks due to the presence of two
high-concentration fuel species. While the React-Produce
leak also involves two fuel species, its magnitude is lower in
the presence of clamps at the helix ends, which was shown
to diminish the rate of ‘blunt-end” strand displacement
significantly [26].

While choosing the rate constant of the Produce-
Helper leak mechanism, we considered the experimentally
observed values of 10 /M/s by Srinivas et al. [17] and
40 /M /s by Reynaldo et al. [30] for the toeless-SD pathway
with a 16 nt probe at 32.5 °C. We set our Produce-Helper
rate constant to be 20 /M /s.

(c) Shadow cancellation

(i) Our automated design for the shadow circuit

There are three primary requirements for the effective
functioning of shadow cancellation [16]: (i) the primary
and shadow circuits should have similar rate profiles; (ii)
both circuits should have similar leak characteristics, and
(iii) the cancellation reactions should be faster than the
fastest strand displacement reaction in the circuit. Song et
al. [16] fulfilled these requirements by carefully selecting
from a database [13] of strand sequences with known kinetic
properties. However, the ad-hoc nature of this process
imposes a significant bottleneck for adapting shadow
cancellation to arbitrary strand displacement circuits. Here,
we present a more general and automated strategy
to construct the shadow circuit, given only the strand
sequences and the positional arrangement of domains in the
primary circuit.

(1) The shadow circuit is designed to be identical in
structure to the primary circuit, i.e., there is a one-to-one
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Figure 2: (A) The React-second input leak reaction in the bimolecular autocatalytic amplifier circuit. A short toehold is
generated due to fraying at the nick in the Reactcpcj complex, opening it to attack from the second input Br, which
displaces the flux strand Fluxpc;. (B) The Produce-Helper leak reaction in the bimolecular autocatalytic amplifier circuit. A
short toehold is generated due to fraying at the nick of the Producepcjck complex, opening it to attack from the helper
strand Helperccy, which displaces Ck. (C) The React-Produce leak reaction.
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Figure 3: (a) The sequence of each domain in the shadow circuit is constructed by mirroring the sequence of the
corresponding domain in the primary circuit. Additionally, the domains are designed to be non-palindromic to ensure
non-orthogonality among the two circuits. (b) Since the cancellation process requires the complementary strands of the
primary and shadow circuits to attack the cancel complex from opposite ends, a shadow strand is constructed by reversing
the domain order of the corresponding primary circuit strand. (c) Cancellation mechanism where the strands Cj (from the
primary circuit) and sCj (from shadow circuit) cooperatively hybridize to the CancelC complex and cancel each other [31].
In no particular order, Cj and sCj hybridize to toeholds at the opposite ends of the CancelC complex, displacing the dispC'

strand.

correspondence between the domains, signal strands, and
fuel species of the two circuits.

(2) The DNA sequence for each shadow circuit domain
is obtained by simply reversing the domain sequence of
its primary circuit counterpart. Figure 3A depicts this
transformation between the primary circuit domain (ﬁ)
and the shadow circuit domain j?]). Note that — on top
of the domain name indicates a primary circuit domain,
whereas < indicates the corresponding shadow circuit
domain.

(38) The shadow circuit species are constructed by
applying the following transformation to the corresponding
primary circuit species. First, the individual domains of
the substrate are substituted by their shadow circuit
counterparts. Then, the domain order of each constituent
strand of the substrate is reversed. Figure 3B illustrates
this transformation, where the shadow circuit strand shU:
(bottom) is constructed by replacing the domains and
reversing their order in the primary circuit strand U4 (top).
Note that the reversal of the domain order is essential for
the cancellation mechanism discussed in later sections.

(4) Finally, the circuits are modified if necessary to ensure
no cross-talk between the primary and shadow circuits,
except through the cancellation mechanism.

(if) Cancellation mechanism

The cancellation mechanism in shadow cancellation
is enabled through a class of DNA gates known as
‘cooperative hybridization complexes’ [31], referred to
as the cancellation complexes. These complexes enable

‘annihilative’ reactions between two signal strands
by sequestering them conjunctively (only when both
strands are simultaneously present). Figure 3C depicts a
cancellation reaction between the primary circuit strand
Ui and the shadow circuit strand shUi facilitated by the
cancellation complex CancelU. The cancellation complex
contains toeholds on either end, one each for the strands
to be sequestered. In the associated cancelation reaction, Ui
and shUi latch onto their respective toeholds, eventually
displacing the top strand (dispU). Note that the strand
displacement will not go through without one of the two
strands. In our domain-level simulations, we utilize the
experimental rate constants reported by Zhang et al. [31].

There are, however, side effects to using the cancellation
mechanism. While a strand is not ‘canceled’ in the absence
of its counterpart, it is temporarily sequestered from the
circuit. Since the primary circuit will have a higher signal
activity than the shadow circuit (inputs of the shadow
circuit are zeroed out), the primary circuit strands will
be temporarily sequestered in the cancellation complexes,
suppressing the primary circuit activity. This issue is known
as toehold occlusion. In the later sections, we will discuss
how it affects the circuit design and dynamics in greater
detail.

3. Leak-resilient nucleic acid dynamical
systems

Dynamical behavior is a salient feature of many biological
processes. Examples include the chemical oscillators in
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circadian rhythms [32, 33], autocatalytic reaction networks
in metabolism [34], consensus protocols in bacterial quorum
sensing [35, 36], and feedback control systems that regulate
molecular concentrations inside a cell [37]. Robust and
durable implementations of such sophisticated processes in
vitro are expected to lead to novel diagnostic [2], biomedical
[38, 39], and biosensing applications [40, 41].

In this section, we present the domain-level simulation
results of our target dynamical systems using Peppercorn
[42], a domain-level strand displacement reaction simulator.
Peppercorn takes as input the domain lengths and their
positional arrangement in the substrates and outputs
a set of all possible strand displacement reactions
along with their estimated rate constants. The circuit
dynamics are then estimated by solving the ordinary
differential equation (ODE) system resulting from the
combined mass action kinetics of the corresponding
DSD circuit. Our target dynamical systems are as
follows: (a) a Unimolecular autocatalytic amplifier, (b)
a Bimolecular autocatalytic amplifier, (b) a Rock-Paper-
Scissors oscillator, (c)a Molecular consensus protocol, and
(d) a Proportional Integral (PI) feedback controller. We
simulate each dynamical system in four different settings
that incrementally move toward a shadow cancellation-
enabled circuit (we refer to them collectively as simulation
settings): (i) Vanilla, (ii) Leaky, (iii) VanillaOccluded, and (iv)
LeakyCancel. The Vanilla setting describes the dynamics
of a ‘pure’ DSD circuit, i.e., a circuit without leaks. This
circuit refers to the reaction set generated by Peppercorn.
The Leaky setting describes the dynamics of a leak-
affected DSD circuit. However, since Peppercorn cannot
currently model leak pathways, this circuit is constructed
by manually adding the leak reactions (specifically, the
Produce-Helper leak reactions; see (b)) to the Vanilla
circuit. LeakyCancel setting describes the dynamics of a
shadow cancellation-enabled DSD circuit. This circuit
combines the Leaky primary circuit, the Leaky shadow
circuit with certain inputs zeroed out, and the cancellation
mechanism. However, the presence of the cancellation
complexes introduces undesired side effects into the circuit
as these complexes, by nature, temporarily sequester the
signal strands in the absence of their counterpart strands,
suppressing the circuit activity (intuitively, the primary
circuit’s activity as it dominates that of the shadow circuit).
This phenomenon is referred to as toehold occlusion. Due
to this, the LeakyCancel setting can no longer be fairly
compared with the Vanilla setting. To overcome this
limitation, we devised the VanillaOccluded setting, which
models the dynamics of a DSD circuit in the presence of
toehold occlusion. The associated DSD circuit is constructed
by adding the cancellation complexes to the Vanilla DSD
circuit. Since the shadow circuit is absent, cancellation
reactions are not possible, and the only interactions between
the primary circuit and the cancellation complexes are the
reversible ‘occlusion’ reactions. We provide a more rigorous
analysis of the effects of toehold occlusion on the circuit
design and its dynamics in the later sections.

(a) Leak-resilient unimolecular autocatalytic
amplifier

The wunimolecular autocatalytic amplifier (UNIAMP)
exponentially amplifies a signal until all the available
resources are exhausted. Its formal CRN consists of a single
unimolecular reaction C — C + C, where C represents the
amplified signal. We rewrite the reaction using DNA signal
strands: C'j — C'j + Ck. Note that the signal strands Cj and
Ck are instances of the same formal species C, differing
only in their history domains. Since the amplifier CRN
consists of a single unimolecular reaction, its DSD circuit
is constructed by modifying the UNIMOL DSD circuit such
that Cj is consumed during the React phase, whereas Cj and
Ck are released (in that order) during the Produce phase.

Figure 4 depicts the dynamics of the UNIAMP DSD
circuit in the four simulation settings. Figure 4A represents
the Vanilla dynamics. Here, the signal curve of C
(representing the combined concentration of Cj and Ck)
traces an exponential S-shaped curve with an initial
exponential region, followed by an inflection region and
culminating in a saturation region, where it reaches a steady
state concentration close to the initial concentration of the
fuel species. The inflection region begins when the signal
concentration is comparable to that of the fuel species, and
the saturation region is reached once the fuel species are
depleted. Figure 4B juxtaposes the Leaky (solid) and Vanilla
(dashdot) dynamics. Here, the excess C'k strands generated
due to the Produce-Helper leak amplify exponentially,
leading to steeper amplification and faster saturation. Figure
4C juxtaposes the VanillaOccluded (solid) and Vanilla
(dashdot) dynamics. We notice that the former signal
curve is suppressed compared to the latter due to toehold
occlusion. Finally, Figure 4D juxtaposes the LeakyCancel
(solid) and VanillaOccluded dynamics (dashdot). We
observe that the LeakyCancel dynamics closely follow the
VanillaOccluded dynamics, demonstrating the efficacy of
shadow cancellation in restoring a leak-affected UNIAMP
DSD circuit (Figure 4B) to normality. Further, the shadow
signal (dotted) is restricted to a very low concentration,
indicating that the leak activity in the circuit is effectively
subdued.

(b) Leak-resilient bimolecular autocatalytic
amplifier
The bimolecular autocatalytic amplifier (BIAMP) given by a

reaction of the form C + B % C + C exponentially amplifies
a signal C at the expense of a ‘fuel” signal B. The effective
CRN of the DSD circuit in terms of the signal strands

is given by Cj+ Br *, Cj + Ck, where the collective
concentration of the strands Cj and Ck represents C and
concentration of the strand Br represents B. Consequently,
the BIAMP DSD circuit is constructed by modifying the
BIMOL circuit such that Cj and Br are consumed during the
React phase (similar to Ui and Vj), whereas Cj and Ck are
released during the Produce phase (similar to Xn and Yo).
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Figure 5: “React-Produce” simulations of the BLAMP circuit in three different settings: (a) BIAMP in the absence of leaks.
(b) BIAMP in the presence of leaks but no shadow cancellation. (c) BIAMP in the presence of leaks and with shadow

cancellation.

Figure 5 depicts the Peppercorn simulations of the
BIAMP DSD circuit. In its Vanilla setting (Figure 5A),
the signal C grows exponentially, reaching a steady state
concentration equal to the sum of initial concentrations
of C and B, whereas B depletes to zero. In the Leaky
setting (Figure 5B), the Produce-Helper leak results in
the excessive release of the Ck strand, causing the
amplifying signal to grow beyond the expected maximum
concentration, even after the exhaustion of the fuel signal.
In the VanillaOccluded setting (Figure 5C), the recorded
signal activity is lower than in the Vanilla setting due to
the sequestering of the amplifying signal strands by the
cancellation complexes. In the LeakyCancel setting (Figure
5D), the activation of the cancellation reactions subdues the
leak activity in the circuit and restores the circuit dynamics
to normalcy (similar to dynamics in the VanillaOccluded
setting).

(c) A leak-resilient

oscillator

Rock-Paper-Scissors

The Rock-Paper-Scissors (RPS) oscillator is an autocatalytic
system in which three competing species engage in a cyclic
dominance pattern, with the dominating species alternating
periodically. Figure 6C depicts the dynamics of an ideal
RPS oscillator, where the three signals trace sinusoidal-
like paths. The cyclic precedence among the three species
is reminiscent of the precedence rules of the zero-sum
game ‘rock, paper, scissors’ (Figure 6A; arrows indicate
the precedence rules; textitrock beats scissors, scissors beats
paper, and paper beats rock)). The formal CRN for this system

is a combination of three BIAMP reactions, as shown in
Figure 6B. The precedence rules are indirectly encoded
into these reactions by setting the dominant species as the
amplifying signal and the other as the fuel signal. For
example, in constituent BIAMP reaction, C + B —C + C
represents that the amplifying signal (C) precedes the fuel
signal (B). Oscillations of this kind are observed in the
population dynamics of many coexisting biological systems
[43] and predator-prey ecological models [44].

The DSD circuit for the RPS oscillator is constructed by
linearly combining the DSD circuits of the three constituent
BIAMP reactions. To our knowledge, the most recent DNA
implementation of an RPS oscillator is by Srinivas et al.
[17] and is designed using the React-Produce framework.
However, due to excessive leaks, their circuit sustained
oscillations for only a few cycles (This is not a criticism
of the work as their goal was to demonstrate oscillatory
behavior in enzyme-free nucleic acid circuits). Following
this work, we adapt their circuit design, rate constants,
fuel concentrations, and leak rates in our domain-level
simulations. To ensure the validity of our construction, we
compared the dynamics of our domain-level simulation
with their mechanistic model in Figure S3. While both plots
trace similar curves, they differ in two aspects: (i) We ignore
the initial leak in our simulations as it is outside the scope of
this work, whereas they model it based on experimentally
observed values, and (ii) They explicitly model toehold
occlusion by the fuel gate complexes, whereas it is implicitly
handled in our simulations by Peppercorn. We provide a
detailed account of our design choices in Supplementary
Information (A.2).
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Figure 6: (a) Schematic of the Rock-Paper-scissors game. (b) CRN of the Rock-Paper-Scissors oscillator. The reactions of the

CRN mimic the rules of the game illustrated through the autocatalytic consumption of the losing species by the winning

species. (c) Dynamics of the ideal RPS oscillator depicting the cyclic dominance pattern.
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Figure 7: RPS Peppercorn simulations

Figure 7 depicts the behavior of the RPS DSD circuit in
different simulation settings. Figure 7A shows the Vanilla
oscillator dynamics, where the circuit sustains oscillations
(14 cycles in 60 hours). The amplitude of the oscillations
decreases with time due to the consumption of the fuel
species. Figure 7 shows the Leaky oscillator dynamics. Here,
the release of the excess signal strands due to the Produce-
Helper leak and their subsequent amplification due to
the autocatalytic nature of the circuit causes the circuit to
dissipate rapidly (6 cycles and oscillations sustained for
only 10 hours). Figure 7C juxtaposes the VanillaOccluded
(dashdot) and Vanilla (solid) dynamics. We observe that the
circuit activity is suppressed in the former setting compared
to the latter, as evident from the lower amplitude and
the initial dip in the signal concentrations due to toehold
occlusion. Figure 7D shows the LeakyCancel dynamics.
However, the primary circuit’s activity (solid) collapses
abruptly, followed by an increased shadow circuit’s activity,
while the oscillations in the primary circuit are subdued.
We hypothesize that this counterintuitive behavior is due
to an interplay of the following factors: (a) the unequal
consumption of the fuel species in the primary and shadow
circuits—since the primary circuit has higher activity (by
design) than the shadow circuit (maintained close to zero),
the fuel species in the former are consumed faster, and
(b) the depletion of the cancellation complexes. As the

concentration of cancellation complexes drops below a
threshold, the cancellation process can no longer nullify the
leak activity in the circuits. At this juncture, the shadow
circuit has a higher fuel species concentration than the
primary circuit and becomes the dominant circuit. As
a result, the activity in the primary circuit is actively
suppressed, causing the oscillations to die out. Excess
cancellation complexes are not a viable solution, as they
are strong sinks of signal strands and can effectively
nullify the circuit activity through toehold occlusion. Using
large quantities of fuel species (to counteract the unequal
consumption) is not viable either, as the leaks in such a
setting can become unwieldy for shadow cancellation (leak
rates become comparable to the strand displacement rate).

We propose buffering the fuel species and the cancellation
complexes to tackle the above two issues simultaneously.
Lakin et al. [23] demonstrated an adaptive buffering system,
where the gate complexes are in excess in an inactive
form and can be activated dynamically with the help of
‘activating’ strands. In this work, however, we adopt a
simple buffering scheme, where the fuel species and the
cancellation complexes are introduced into the circuit at
a constant rate chosen by trial and error as if permeating
through a one-way semi-permeable membrane.

Figures 7E-H represent the dynamics of the simulation
settings in the ‘buffered” RPS oscillator setup. Figure 7E

000000089481 005 Y [ Jis)/euInol/Bio-BuiysiandisioosieAos



shows the buffered Vanilla dynamics. This is similar to
its unbuffered counterpart (Figure 7A), except that the
oscillations cease in the latter once the fuel species are
consumed. Figure 7F shows the Leaky dynamics and
illustrates that buffering cannot mitigate leaks, as the leaked
strands can still undergo exponential amplification. Figure
7G represents the VanillaOccluded dynamics. Similar to the
Vanilla setting, this differs from the unbuffered case in that
the latter ceases after all the fuel species are consumed.
Note that the time range is deliberately extended to show
the difference between the buffered and unbuffered setup.
Figure 7H depicts the buffered LeakyCancel dynamics,
where the oscillations are restored to normality by buffering
the fuel species and the cancellation complexes. Shadow
cancellation, in conjunction with buffering, helps restore the
circuit dynamics in the following ways: (a) By preventing
the depletion of the fuel species and the cancellation
complexes, it ensures that the activity in the shadow circuit
doesn’t overpower the primary circuit; and (b) The circuit
wouldn’t require the presence of high concentrations of the
fuel species or cancellation complexes, which could lead to
excessive leaks or excessive signal suppression respectively.

(d) A leak-resilient Two-molecule consensus
system

Consensus protocols enable the agents in a multi-agent
environment to agree on a decision, an observation,
or a data value. Our target dynamical system is a
chemical consensus protocol, where the species with a
higher initial concentration (majority species; the rest are
referred to as minority species) is chosen as the leader.
An example protocol for achieving consensus between
two different molecular species is shown in Figure 8A,
where the leader (green) is elected by transforming the
minority species (red) into majority species (green), until
only majority species remain. Figure 8B depicts the CRN
for this protocol, consisting of two BIAMP reactions and
one bimolecular transduction reaction. Here, A and B are
the ‘competing’ species, with Y acting as the ‘moderator’
species. At the steady state, the majority species goes
to a final concentration equal to the sum of the initial
concentrations of all three species, whereas the minority
and moderator species go to zero (Figure 8C). Since each
constituent reaction is bimolecular, the overall DSD for
this consensus system is constructed by combining the
BIMOL DSD circuits of the individual reactions. Developing
biochemical consensus protocols robust to leaks could
enable applications that require collaborative decision-
making at the molecular scale [45-48].

The first DSD implementation of the two-molecule
consensus algorithm discussed above was by Chen et al. [21]
that used the ‘Join-Fork” framework [29]. In this work, we
reimplement the circuit using the React-Produce framework
[17] for consistency and comparison. Figure 9 illustrates the
behavior of the consensus circuit under the four simulation
settings. In all these settings, the initial concentrations of

the species A, B, and Y are set to 3 nM,8 nM, and 5 nM,
respectively, with B being the majority species. Figure 9A
represents the Vanilla setting, where at steady state, only
B prevails with a final concentration of 20 nM (34 8+
5). In the Leaky setting (Figure 9B), the concentration of
the majority species grows beyond the expected maximum
concentration (20 nM) until the exhaustion of the fuel
species. Figure 9C represents the shadow cancellation-
enabled consensus circuit, where the majority concentration
is shown to be stabilized. Note that the final concentration
of most species is less than 20 n/ due to toehold occlusion
of the signal species by cancellation complexes.

(e) A leak-resilient Pl feedback controller

A Proportional Integral (PI) feedback controller is a
catalytic I/O system that retroactively corrects the error in
the output signal of a noise-affected system. Our target PI
Controller (Figure 10a) is adapted from Yordanov et al. [49]
(which in turn was adapted from the result by Oishi and
Klavins [18] that a PI Controller can be constructed solely
from catalysis, annihilation, and degradation reactions). The
dynamical system contains two interacting components:
Controller (C in Figure 10a) and Plant (P in Figure 10a). The
Plant is inherently faulty and produces an output signal (Y)
instead of its intended ‘reference’ state (r). The Controller
then retroactively generates ‘gradient-like’ corrections to the
Plant’s input (v) so that the subsequent calculations of Y
converge to r. Feedback control is an essential mechanism in
the cellular feedback machinery that regulates the molecular
concentrations in a cell [50]. For this reason, synthetic
biochemical controllers could lead to novel biomedical,
biosensing, and therapeutic applications [4, 21, 49].

Figure 10b represents the schematic of the combined
CRN of the Controller and the Plant adapted from [49].
Each signal species in the CRN (F, X, V.Y, R, L) models
their signal counterpart (e, x, v, y, 7, load) in the Controller-
Plant schematic (Figure 10a). Additionally, the & in the
superscripts of the formal signal species indicate the
dual-rail notation, where a signal’s value is modeled as
the concentration difference between two complementary
formal species. The Controller CRN is constructed solely
using Catalysis, Annihilation, and Degradation reactions
[18], whereas the Plant CRN consists of Produce, Consume,
and Load reactions. We will now briefly discuss the
construction of DSD circuits for each reaction and utilize
them as components to construct the Controller-Plant DSD
circuit.

Note that Oishi and Klavins [18] constructed their
DSD circuit using the so-called four-domain framework
introduced by [28]. Although both frameworks are
conceptually similar, we reimplement the controller in
the React-Produce framework to maintain consistency and
exploit its simple and well-studied leak pathways [17]. The
DSD implementation of the PI Controller system differs
qualitatively from the rest of the dynamical systems in
several aspects: (a) The complexity in the system arises
from multiple interacting components rather than from an
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Figure 8: (a) Schematic of the two-molecule consensus system where the majority leader is elected by the conversion of the
minority species (green) into the majority species (red) (b) CRN of the two-molecule consensus system. The CRN is made
up of three autocatalytic reactions. A and B are the competing species, with Y as the supporting species. (c) Dynamics of
an ideal consensus system. The initial concentrations of A, B, and Y are set to 7 nM,8 nM, and 5 nM, respectively. Since
B has the initial majority, at a steady state, only B prevails with a concentration equal to the sum of initial concentrations
of all the species, i.e., 20 nM.
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Figure 9: Consensus Results

(a)
Bt gy Xi} Integration term
Controller X% LL«u)l XE 4y b ) '
ky-cat roportional term produce
et ko et st ' + * L y*
E* = E*+V summation v (,«Em‘v *
Controller yE e, y+ “=4 Plant
" + load +
Ly RE O pr o pE Y* + Load* — Load

Feedback yE &y BF } Error difference

de
Ex X

Figure 10: (a) Schematic of a Feedback control system (adopted from [19]) composed of a physical plant P and a controller
C. e is the error signal given by the difference between the reference signal r and the plant output Y. The controller
automatically adjusts the plant input v to minimize the error according to the tuning parameters k; and kp. (b) CRN
of the PI feedback controller adopted from Yordanov et al. [19], composed using catalysis, annihilation, and degradation
reactions. The =+ indicates the species being in the dual-rail format.

autocatalytic behavior; and (b) The system imposes semi- circuit such that £ is consumed during the React phase
hard constraints on the effective reaction rate constants, and E and X are released during the Produce phase. Figure
which require finer control over the circuit parameters 11A juxtaposes the dynamics of an ideal catalysis reaction
viz. strand displacement rate constants, fuel species (dashed) with its React-Produce implementation (solid).

concentrations. Now, we’ll describe the construction of Degradation reactions are unimolecular reactions of the form
the DSD circuits for each of the five reaction classes
required to create the Controller and Plant and then
discuss the construction of the PI Controller from these
submodules. We will interchange the abstract signal species

Vv kdi> @. Their DSD circuit is implemented by modifying
the UNIMOL circuit to consume V during the React phase.
We forgo the Produce phase for this reaction by considering
the Flux strand released at the end of the React phase to
be the @ species. Figure 11B juxtaposes the dynamics of an
ideal degradation reaction (dashed) with its React-Produce
L implementation (solid).

reactions of the form E —%% E + X. The DSD circuit for ~Annihilation reactions are bimolecular reactions of the
these reactions is constructed by modifying the UNIMOL form X1 + X~ kanny & These reactions represent the

and its corresponding strand representation to simplify the
description, disambiguating the two whenever necessary.
Catalysis reactions of the PI Controller are unimolecular

000000089481 005 Y [ Jis)/euInol/Bio-BuiysiandisioosieAos



A ) 0.0008 /s B L. . " _ 0.01/nM/s C . 0.0008 /s
Catalysis: X —— X+Y Annihilation: X*4+X" — & Degradation: Y— &
16| —— Y (Primary; Vanilla) 10 —— Y (Primary; Vanilla) 200| —— X* (Primary; Vanilla)
~ X (Primary; Vanilla) ‘v‘ === Y (ldeal) l X~ (Primary; Vanilla)
14| === Y (Ideal) | 1750 | —=- X* (ideal)
~==- X (Ideal) 08| | O X~ (Ideal)
12 ': 150 4
- - \ — ]
A Zoe| | 2125 l'.\
§ 5 \ § il
g8 g \ S100| Y
g H \ £ |
] 8oa| |\ g B\
8 6 8 \ 8 0.75 \‘.y
\ ‘}
4 \ 050 \
0.2 \ N
2 \_ 025 Nao
N R e —— S
0 00 ——— ool T TTTTTTTT e
0 1 2 3 4 5 0 1 2 3 4 5 0.0 0.1 0.2 03 0.4 0.5
Time (hours) Time (hours) Time (hours)
02/s 0.1/s 0.01 /nM/s
D Produce: X — X+Y E Consume: Y— & F Load: Y + Load —— Load
4000 —— Y (Primary; Vanilla) L 100 \ —— X (Primary; Vanilla) 2.00
X (Primary; Vanilla) Vs \

3500 —-- Y (Ideal) Ve
-=- X (Ideal)
3000

2500

2000

Concentration (nM}
Concentration (nM)

1500

1000

500

~== X (Ideal)

—— Y (Primary; Vanilla)
1.00 Load (Primary; Vanilla)
-=- Y (ideal)

Concentration (nM)

0 1 2 3 4 5 0.000 0.005 0.010

Time (hours)

Time (hours)

0015 0.020 0.025 0.00 0.05 0.10 015 020 025
Time (hours)

Figure 11: In all the figures, dashes represent the ideal reaction dynamics and solid lines represent the DSD circuit dynamics.

(a) Catalytic amplifier circuit Ep Fear, Ep + X, implemented by modifying the BIAMP circuit. (b) Degradation reaction

Kde

Vp —2» @ implemented by modifying the UNIAMP circuit. (c) Annihilation reaction X, + Xm LN implemented

kann /2

kann/2

using two BIAMP circuits (Xp + Xm ——— @ and X, + Xp ———— D) to ensure equal consumption of the two species.

disjunctive canceling reactions among the positive and
negative parity dual-rail species of all the signals (e.g.,
Xt and X~ are the two species for signal X). Two
reactants are consumed in this reaction, and no products
are released. Therefore, the DSD circuit for this reaction
is constructed using the BIMOL circuit’s React phase. The
reactants X T and X ~ are consumed during the React phase,
and the Flux strand released at the end of the phase is
considered the waste species (¢). However, in the BIMOL
circuit, the second reactant is consumed slower than the
first. To equalize their consumption rates, annihilation is
implemented using DSD circuits for the following two

kann

kann
reactions: X, + X —— ® and X, + X, —— &, where
the reactant order is flipped in the second reaction. Figure
11C juxtaposes the dynamics of an ideal annihilation
reaction (dashed) with the React-Produce implementation
(solid).
Produce reactions of the Plant are unimolecular catalytic

. d .
reactions of the form V 227 v 1y, However, their

rate constant (produce=0.2 /s) is out of range for a
strand displacement implementation for extended periods.
To preserve the reaction dynamics, we refurbish (buffer) its
fuel species into the reaction mix at a constant rate, similar
to that of the RPS oscillator. Figure 11D juxtaposes the ideal
dynamics of the Produce reaction with its Buffered DSD
implementation.

Consume reactions of the Plant are unimolecular reactions

of the form Y 222%™, & While the reaction looks similar

to the Degradation reaction, the rate constant (consume)
is out of range for a strand displacement implementation.
Therefore, we implement buffering, similar to the Produce
reaction, to maintain the reaction dynamics for longer
periods. Figure 11E juxtaposes the ideal dynamics of a
Consume reaction with its React-Produce implementation.

Load reactions of the Plant are bimolecular reactions of
the form Y+Ll—O%L, where the second reactant (L)
catalytically consumes the first (Y). Unlike the previous
two reactions, Load reactions do not require buffering.
Their DSD circuits are constructed by modifying the BIMOL
circuit such that the reactants Y and L are consumed
during the React phase in that order, and L is released
during the Produce phase (not to be confused with the
Produce reaction of the controller). Figure 11F juxtaposes
the dynamics of an ideal Load reaction (dashed) with its
React-Produce implementation (solid).

The PI Controller combines multiple interacting
submodules with independently diverse behaviors.
Therefore, constructing a functional feedback control
system requires careful tuning of the circuit parameters, i.e.,
rate constants of the strand displacement reactions and the
associated fuel concentrations. In this work, we construct
a simplified PI Control circuit with a constant reference
state (R) and a constant Load (L). The Vanilla PI Control
circuit is constructed by simply combining the DSD circuits
of its CRN reactions. Figure 12A depicts the dynamics of
this circuit, where the concentration of the output species
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Figure 12: Each row contains the “React-Produce” simulations of the three different settings in this order from left to right
— Column 1 Pure DSD circuit without leaks. Column 2 DSD circuit has leaks but no shadow cancellation. (iii) Column 3 DSD
circuit with leaks and shadow cancellations. Note that simulations of all the dynamical systems except the PI controller are
domain-level simulations using Peppercorn. In contrast, those of the PI controller are ODE simulations using the Catalyst.jl
Julia package (a, b, ¢) RPS oscillator; (d, e, f) Consensus protocol; (g, h, i) PI feedback controller

(Y) oscillates with damping amplitude around the reference
state (R) before collapsing onto it. For the Leaky setting, our
leak model consists of the leak reactions from the Controller
submodules with the possibility of a Produce-Helper leak
(mainly the Catalysis reactions). It is important to note
that this simplifying assumption regarding the leak doesn’t
imply that some submodules are leak-free but was done
to demonstrate the improvements provided by shadow
cancellation without overly complicating the circuit. Figure
12B depicts the dynamics of the PI Control circuit in this
setting. We observe that Y moves away from R (instead of
oscillating around it), rendering the circuit unusable. Figure
12C represents the dynamics of the LeakyCancel setting of
the PI Control circuit, where shadow cancellation restores
the circuit to normalcy (similar to the Vanilla setting).

4. Discussion

So far, the proposed shadow cancellation methodology
makes several idealizing assumptions. We state them again
here for clarity:

® The primary and shadow circuits should run at a
similar rate.
® The primary and shadow circuits should have
similar leak characteristics.
¢ The cancellation reactions should be much faster
than the fastest strand displacement reaction in the
circuit.
In this section, we discuss several practical
considerations regarding these assumptions and show that
shadow cancellation is adequately robust to their deviations
from ideality.

(a) Shadow circuit out-of-phase with Primary
circuit

The first assumption stipulates that the primary and
shadow circuits should possess a near-identical rate
profile. A faster primary circuit leads to uncontrollable

amplification due to excess leak activity, whereas a slower
primary circuit leads to signal suppression due to excessive
cancellation [16]. This poses a significant bottleneck to
the wider adoption of shadow cancellation as it is hard
to reverse engineer DNA sequences that fit a predefined
kinetic description. Even our heuristic method (described
in §(c)) cannot reliably guarantee similar rates despite
preserving the toehold sequences (which were shown to be
crucial in determining the speed of a strand displacement
reaction [9, 51]). We refer to this discrepancy as the shadow
circuit being “out-of-phase” with the primary circuit.

Here, we examine the out-of-phase dynamics of two of
our dynamical systems: (i) BIAMP, an end-point system,
and (ii) RPS oscillator, a non-equilibrium system, chosen
for their qualitative diversity. To simulate the out-of-phase
behavior, we freeze the rate constants of the primary circuit
and manually perturb the rate constants of the shadow
circuit. Without loss of generality, we assume that the
shadow circuit runs faster (has higher rate constants) than
the primary circuit. We simulate the two dynamical systems
in four different settings (referred to as the perturbation
settings): (i) shadow = 1.5x primary, (ii) shadow = 2x
primary, (iii) shadow = 5x primary, and (iv) shadow =
10x primary, where each setting is indicates the relative
speed of the shadow circuit to the primary circuit. For
example, the ‘shadow = 5x primary’ setting represents that
the rate constant of each strand displacement reaction in the
shadow circuit is five times higher than the rate constant
of the corresponding primary circuit reaction. Note that we
do not apply this perturbation to the leak rate constants
and assume that both circuits leak at an identical rate, as
fraying, not branch migration, is the rate-limiting step of
the pertinent leak pathways. Later in this section, we will
discuss the effects of dissimilar rate constants between the
two circuits. To keep the perturbed rate constants within the
possible range for strand displacement, we set the primary
circuit rate constants to be of the order 107* /nM/s and
adjust the shadow circuit’s rate constants according to the
perturbation setting.
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Figure 13: Dynamics of the shadow cancellation-enabled BIAMP circuit when the shadow circuit is out-of-phase with the

primary circuit under different perturbation settings.

(i) Results of perturbation experiments

The approximate bimolecular rate law specified by (2.2) and
(2.1) suggests that in an px perturbation setting, the overall
reaction rate (represented by the rate of formation of the
products) increases by a factor of p. Figure 13 juxtaposes the
dynamics of the unperturbed BIAMP circuit (dashed) with
the perturbed BIAMP circuit in each of the four perturbation
settings. We observe that the circuit dynamics are preserved
even at 10x perturbation (Figure 13D).

Parallelly, we utilize the buffering-enabled RPS circuit
for our perturbation experiments. In keeping with the
original construction process, the perturbed RPS DSD circuit
combines the individual perturbed BIAMP DSD circuits
of its three constituent reactions. Figure 14 depicts the
dynamics of the perturbed RPS circuit in each of the four
perturbation settings. The oscillations are sustained even in
the 10x perturbation setting (Figure 14D).

The BIAMP and RPS circuits are shown to be adequately
robust to the shadow circuit being ‘out-of-phase’” with
the primary circuit, waiving the requirement that the two
circuits run at a similar rate for shadow cancellation to be
effective. To estimate the role of shadow cancellation in this
observation, we measure the leak activity in the circuit both
in the presence and absence of shadow cancellation. For
this, we utilize the overall signal activity of the shadow
circuit (with its inputs zeroed out) as a proxy for the
leak activity in the primary circuit. Since the shadow
circuit runs faster than the primary circuit, the overall
activity in the shadow circuit acts as an upper bound on
the primary circuit’s leak activity. Figures 15A and 15B
juxtapose the aforementioned leak activity in the presence
and absence of shadow cancellation in the BIAMP and RPS
circuits. In both cases, the leak activity grows uncontrollably
without shadow cancellation, whereas it is subdued close
to zero in its presence. This is because the cancellation
complexes block the leak activity from proliferating by
quickly sequestering the leaked strands, thereby preventing
them from interacting with their parent circuit. Figures 15C
and 15D juxtapose the dynamics of the primary and shadow
circuits in the presence of shadow cancellation for the 10x
perturbation setting. As the leak activity is closer to zero, the
circuit remains stable.

(b) Shadow circuit leaks at a different rate

The ‘out-of-phase simulations in 4§(a) assume that the
primary and shadow circuits leak at an identical rate.
However, since fraying is the rate-limiting step of a toeless-
SD pathway [30, 51], the difference in the nucleotide
sequences at the helix edges cause the leak rates in the two
circuits to differ. In this regard, we assume that the shadow
circuit leaks at a higher rate than the primary circuit, as the
leaks would grow uncontrollably otherwise. We simulate
this difference in the leak rates as follows. The upper
and lower bounds for the leak are set to 1 x 10™% /nM/s
and 8 x 107® /nM/s. These values are adapted from the
experimental observations from Reynaldo et al. [30], who
reported a rate of 79 /M /s for toeless-SD at 37.5'C'. The leak
(Produce-Helper leak) rate constant for the primary circuit
(kf;f;"“ry) is frozen at 1 x 1078 /nM/s and the shadow
circuit’s leak rate constant (kfe]flakdow) in the increments of 1 x
1078, We refer to them collectively as the leak perturbation
settings.

Figure 16 illustrates the effects of differing leak rates
on the circuit dynamics in the BIAMP and RPS circuits.
Note that since the shadow circuit leaks at a higher
rate, some of the legitimate signals in the primary circuit
will also be ‘canceled’ via the cancellation complexes in
addition to its leak activity. To partially neutralize the
excess cancellation, we scale down the concentrations of the
shadow circuit proportionally to the increase in the leak rate.
This proportionality is decided by trial and error.

Figure 16A shows the signal dynamics
different perturbation settings, and Figure 16B shows

under

the corresponding leak activity. We observe that shadow
cancellation, albeit with the concentration adjustment, can
preserve the circuit dynamics, even when the shadow circuit
leaks eight times faster than the primary circuit. This is
corroborated by the similar leak activity (Figure 16B) and
similar consumption of cancellation complexes (Figure
16C), which is stoichiometrically equivalent to the amount
of ‘canceled’ leak. Figures 16D, 16E, 16F, and 16G illustrate
the RPS circuit dynamics in the leak perturbation settings.
Like the BIAMP circuit, the oscillations are sustained in all
the settings.
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Figure 14: Peppercorn simulations of perturbing the rate constants of the shadow circuit concerning the primary circuit.
(a) Shadow = 1.5x Primary (b) Shadow = 2x Primary (c) Shadow = 5x Primary (d) Shadow = 10x Primary

Figure 15: Dynamics of the shadow cancellation-enabled BIAMP circuit when the shadow circuit is out-of-phase with the
primary circuit under different perturbation settings.
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Figure 16: Results of Perturbing the leak rate. We observe that doubling the leak rate constant would not sustain the
oscillations in the RPS oscillator.
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Figure 17: Effects of toehold occlusion by cancellation complexes in the RPS oscillator.
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(i) Fast cancellation reactions and Toehold occlusion

Another
methodology is that the cancellation reactions should be

requirement of the shadow cancellation
much faster than the fastest strand displacement reaction
in the circuit so that the leaked strands are swiftly removed
before they can interact with their parent circuit. Increasing
the concentration of the cancellation complexes is not
a viable strategy due to a side effect known as toehold
occlusion. Due to the trimolecular nature of the cancellation
mechanism, the absence of the ‘cancellation” counterpart
signal (e.g., shCj from the shadow circuit and Cj from
the primary circuit act as mutual cancellation counterparts)
leads to the signal being temporarily sequestered by the
cancellation complex, leading to the suppression of circuit
dynamics. This effect can be observed as a dip in the initial
signal concentration (e.g., Figure 7D) and the subsequent
underexpression of the signal amplification (e.g., Figure
5C). Figure 17 illustrates the change in the circuit dynamics
of the RPS oscillator under different initial concentrations
of the cancellation complexes. We observe a huge drop in
performance when the cancellation complexes are set to
an initial concentration of 300 nM, whereas the circuit can
no longer sustain oscillations at a concentration of 600 nM.
This is likely because the cancellation complexes completely
sequester one or more of the signals, leading to the collapse
of circuit behavior.

Srinivas et al. [17] reported the signal sequestration by
the React complexes and utilized the Backward strand as
a fuel species to keep the signal in its single-stranded
form. They also suggested weakening the toeholds to avoid
excessive sequestering. However, weakening the toeholds
could also slow down the strand displacement reactions. In
this work, we partially handle this issue by adjusting the
cancellation complexes to trade-off between maximizing the
leak suppression and minimizing toehold occlusion.

5. Conclusion

Through domain-level DSD simulations, we demonstrate
that shadow cancellation (in conjunction with buffering

whenever applicable) can effectively mitigate the ill effects
of leaks in nucleic-acid dynamical systems known to
leak profusely. We propose a semi-automated heuristic
method to construct the shadow circuit given only the
DNA sequences of the primary circuit, making the method
generalizable to arbitrary strand displacement circuits.
The DSD circuits Our target dynamical systems—two
autocatalytic amplifiers, a dynamic oscillator, a consensus
protocol, and a feedback controller — are constructed using
the React-Produce framework proposed by Srinivas et al.
[17]. We use the designs and experimentally observed
rate parameters for the general bimolecular reaction
from this work and adapt them to assemble our target
dynamical systems. Each dynamical system is simulated
in four different settings that describe the circuit behavior
under various configurations of leak and cancellation.
All our chosen dynamical systems showed significant
improvement in the dynamics under shadow cancellation.
Since the overall shadow cancellation methodology makes
several idealizing assumptions, we studied various practical
considerations of these assumptions and showed that
shadow cancellation is adequately robust to deviations in
these assumptions. Simulating the out-of-phase dynamics
(when the shadow circuit runs faster than the primary
circuit) showed the circuit was stable even at 10x
perturbation. By quickly canceling the leak activity, the
cancellation complexes restrict the out-of-phase behavior of
the shadow circuit to affect the overall circuit dynamics.
Further, oscillations were sustained in the RPS circuit
even when the shadow circuit leaked with a rate constant
1.5x than the primary circuit (this equals 0.18 /nM/hr
more leak). Finally, we showed that the reduction of the
strand displacement speed for shadow cancellation can be
mitigated by scaling up the concentrations. We showed
that even at 10x scale-up of the overall circuit, the circuit
dynamics were sustained and reached a steady state in
less than half the time it took for the baseline circuit.
The possibility of robustly constructing dynamical systems
can lead to novel applications in medical diagnostics,
biosensing, smart therapeutics, etc.
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