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Abstract

Three-velocity ballistic annihilation is an interacting system in which stationary, left-,
and right-moving particles are placed at random throughout the real line and mutually
annihilate upon colliding. We introduce a coalescing variant in which collisions may
generate new particles. For a symmetric three-parameter family of such systems, we
compute the survival probability of stationary particles at a given initial density. This
allows us to describe a phase-transition for stationary particle survival.
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1 Introduction

In ballistic annihilation, particles are placed throughout the real line with independent
and identically distributed spacings sampled from a continuous distribution. Each
particle is assigned a velocity at which it moves from the onset. When particles collide,
they mutually annihilate and are removed from the system. While a variety of velocity
distributions have been studied [18, 9, 1, 15], a standard way to assign velocities is
independently from {−1, 0, 1} where velocity 0 is assigned with probability p ∈ [0, 1),
and velocities ±1 symmetrically with probability (1− p)/2. We will refer to this system
as symmetric three-velocity ballistic annihilation (BA). Particles with velocity 0 will be
referred to as blockades and those with velocities ±1 as arrows. When necessary, we
further specify the direction of an arrow as right (+1) and left (−1). In this present work,
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Three-velocity coalescing ballistic annihilation

we extend BA dynamics to include collisions that sometimes generate new particles
(see (1.2)).

Many intriguing features of BA were inferred by physicists in the 1990s [7, 14].
Several decades later the papers [16, 4, 8, 3] brought renewed attention to the problem.
Recently, a mathematical approach was developed by Haslegrave, Sidoravicius, and
Tournier to rigorously justify these inferences [10]. Several basic quantities in ballistic
annihilation continue to evade analysis. A major difficulty is that the order in which
collisions occur is sensitive to perturbations; changing the velocity of a single particle
can have a cascading effect. This makes it difficult to couple processes with different
parameters and to prove continuity of basic statistics. For example, the ideas from
[10] have so far only been partially extended to asymmetric three-velocity ballistic
annihilation in which left and right arrows occur with different probabilities [13, 11].
Seeking to better understand the reach, as well as limits, of the approach in [10], we
generalize their result concerning the location of the phase transition in BA to coalescing
systems. Followup work concerning universality of the phase transition in coalescing
ballistic annihilation can be found in [6].

1.1 Notation and key quantities

For each nonnegative integer k we let •k represent the |k|th particle to the right or
left of the origin (k > 0 for right and k < 0 for left) whose initial location is denoted by
xk ∈ R. We set x0 = 0 and sample xk so that the (xk−xk−1) are independent according to
a continuous distribution with support contained in (0,∞). Then for any integer m ∈ Z,
(xi+m)i∈Z has the same law as (xi)i∈Z. Particle types are then assigned independently
at each xk. The process on the whole line R is invariant under translating the particle
indices. We will frequently refer to the events

•̇k = {•k is a blockade},~•k = {•k is a right arrow}, and ~•k = {•k is a left arrow}.

Collision events and visits to a location u ∈ R are specified by

{•j ←→ •k} = {•j and •k mutually annihilate}
{u← •} = {u is visited by a particle from the right}.

Note that the collision event {•j ←→ •k} depends only on finitely many initial particles
in the interval containing [xj , xk] as its middle third, so it is well-defined. Consequently,
the events {•j ↔ •} := ∪k>j{•j ←→ •k} are also well-defined. Note that we count an
arrow destroying a blockade as also visiting the site housing the blockade, so {•̇k ←
•} ⊆ {xk ← •}. It is sometimes advantageous to restrict to the system with only the
particles started in a specified interval I ⊆ R. We notate this restriction by including I as
a subscript on the event, for example, (•̇j ←→ ~•k)[xj ,xk] is the event that •j is a blockade
which mutually annihilates with a left arrow started at xk when restricted to only the
particles in [xj , xk].

A fundamental statistic associated to BA is the probability θ(p) that the origin is not
visited conditional on •̇0. We define this quantity formally as

θ(p) := (1− q)2, q = q(p) := Pp((0← •)(0,∞)). (1.1)

The Birkhoff Ergodic Theorem ensures that the limiting density of surviving blockades is
pθ(p). Unless stated otherwise, all of the events we consider hereafter are one-sided on
(0,∞). Accordingly, we drop the subscript (0,∞) from our event notation.

Physicists inferred that θ undergoes a phase transition as the initial density of
blockades is varied [14]. Formally, we define the critical values

p−c = inf{p : θ(p) > 0} and p+c = sup{p : θ(p) = 0}.
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Three-velocity coalescing ballistic annihilation

Despite being intuitively plausible, there is no known coupling that proves θ is increasing
in p. Thus, p−c and p+c may not coincide. However, when they do, we denote the location of
the phase transition by pc. It was deduced in [7] and further supported by calculations in
[14] that for BA it holds that pc = 1/4. The breakthrough from Haslegrave, Sidoravicius,
and Tournier provided, among many remarkable results, a rigorous probabilistic proof
that pc = 1/4 [10].

1.2 Coalescing ballistic annihilation

We consider ballistic motion in which collisions sometimes result in the generation of
new particles. This is inspired by earlier work from physicists [5, 17, 2]. However, none
of these works considered the three-velocity setting. We remark that [10] allowed for a
coalescence rule in which a particle is selected uniformly at random to survive a triple
collision. The primary reason for considering this case was to resolve technical difficul-
ties that arise in the presence of triple collisions, rather then investigate coalescence
dynamics. Note that when the spacings between particles are sampled from an atomless
distribution, there are almost surely no triple collisions.

We require more notation to describe coalescing systems. The initial conditions with
particles •k at xk for k ∈ Z assigned velocities from {−1, 0, 1} remain unchanged. We
denote two particles meeting at the same location by •j − •k. Upon meeting, a reaction
takes place. Either the particles coalesce and form a new particle with an independently
sampled new velocity, or the particles mutually annihilate.

In general, there are three types of collisions: ~• − •̇, •̇ − ~•, and ~• − ~•. Each collision
may result in one of four reactions: generating a left arrow, right arrow, blockade, or
mutual annihilation (denoted by ∅).

We define the three-parameter coalescing ballistic annihilation (TCBA) covered by
our results. Fix parameters 0 ≤ a, b, α < 1 with a+ b ≤ 1. Using the notation

• − • =⇒ Θ, x

to denote a collision resulting in an outcome Θ ∈ {•̇,~•, ~•,∅} with probability x, we have
the following collision rules:

~• − ~• =⇒


~•, a/2

~•, a/2

•̇, b

∅, 1− (a+ b)

•̇ − ~• =⇒

{
~•, α

∅, 1− α

~• − •̇ =⇒

{
~•, α

∅, 1− α
. (1.2)

So TCBA allows for arrows to survive collisions with blockades and other arrows or
to generate a blockade after colliding with an arrow. Note that BA is the special case
a = b = α = 0.

For all but the ~• − ~• =⇒ •̇ reaction, it is mathematically equivalent to view coales-
cence as one of the particles surviving the collision. Taking this perspective, we have the
head of the arrow point to the particle that is destroyed. For example, ~•j → ~•k denotes
the event that the left arrow started at xk is destroyed by the right arrow started at
xj . The survived particle is still denoted by ~•j . If mutual annihilation occurs, then we
continue to write • ←→ •. We denote the case in which two arrows collide and generate

a blockade by ~•m
•̂←→ ~•n. We denote blockades generated from such collisions by •̂m,n,

and denote a generic blockade generated from such a reaction by •̂.
Recall that (0 ← •) is implicitly restricted to the positive real line. For TCBA, we

define q = q(a, b, α, p) := P(0← •) and θ as in (1.1):

θ = θ(a, b, α, p) := (1− q)2.
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We define pc = pc(a, b, α) as the value of p−c = p−c (a, b, α) := inf{p : q(a, b, α, p) < 1} and
p+c = p+c (a, b, α) := sup{p : q(a, b, α, p) = 1} when they coincide. Our main result gives
formulas for q and pc.

Theorem 1.1. For any TCBA it holds that

pc = pc(a, b, α) =
1− b(1− α)

4− 3α− (a+ b)(1− α)
(1.3)

with q(p) = 1 for p ≤ pc and

q(p) =

√
(1− α) (b(1− p)2 − p(a(1− p) + pα− 1))− p(1− α)

(1− α)((1− a)p+ b(1− p))
(1.4)

for p > pc.

This generalizes [10, Theorem 1] in which the formula q(p) = p−1/2−1 for p ≥ 1/4 and
otherwise q(p) = 1 is established. Given the notorious sensitivity of BA to perturbation,
it is noteworthy that we can describe systems whose local behavior is markedly different
from BA. The form of (1.3) illustrates how the location of the phase transition depends in
a subtle way on the coalescence rules. This suggests that it would be difficult to infer pc
from heuristic arguments such as those given in the introductions of [7, 4] for BA. Note
that there are parameter choices that result in arbitrarily small and large values of pc.
See Figure 1 for a depiction of the function q for various parameter choices.

Although Theorem 1.1 extends the main result from [10] to ballistic systems with
coalescence, it is still restricted to systems with reflection symmetry. For asymmetric
three-velocity ballistic annihilation without coalescence—for example, left and right
particles have different speeds or probabilities of occurring—universal bounds for pc
were obtained in [13]. However, it seems to be difficult to establish a sharp phase
transition and/or formulas for pc and q(p) in asymmetric cases. The lack of reflection
symmetry introduces a number of additional quantities to be solved explicitly. Another
interesting extension is to allow blockades to survive collisions (e.g., •̇ − ~• =⇒ •̇) or
particle moving in the opposite direction of the reactant is generated (e.g., •̇ −~• =⇒ ~•).
Such cases do not appear to offer the same sort of renewal as the cases we cover in
Theorem 1.1. This is discussed more in Remark 2.6. After posting an earlier version of
our article, a solution to the process in which blockades survive multiple collisions was
found in [12].

1.3 Proof methods

The high-level idea for establishing the phase transition is that first we derive an
equation involving only q, a, b, α, and p. Then, we analyze the roots (in p) of this equation
to find pc and show that there is indeed a phase transition.

Our first step is deriving the identity

0 = (1− q)g(p, q) (1.5)

in Proposition 2.7 for an explicit function g. To obtain the identity we partition q in terms
of the velocity assigned to •1. Recall that all events below are restricted to the one-sided
process on (0,∞):

q = P((0← •) ∧ ~•1) + P((0← •) ∧ •̇1) + P((0← •) ∧~•1). (1.6)

In Lemma 2.3, each of these three terms is expanded into a formula involving the pa-
rameters. These formulas are derived by further partitioning on the type of particle that
destroys •1 and then observing some form of renewal. For example, the interdistances

EJP 28 (2023), paper 56.
Page 4/18

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP948
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Three-velocity coalescing ballistic annihilation

2
25

1
4

14
25

1

1

Figure 1: Plots of the formula for q(p) from Theorem 1.1 for different parameter choices
(a, b, α). The horizontal axis is p, and the vertical axis is the probability. The green curve
is for (1/8, 3/4, 0) which gives pc = 2/25. The blue curve is for (0, 0, 0), so the usual BA,
which has pc = 1/4. The orange curve is (1/4, 1/2, 3/4) which gives pc = 14/25.

and types of particles started in (xj ,∞) are conditionally independent of the event
(•̇1 ←→ ~•j). Thus, the probability the origin is visited at least once is again equal to q.

While in the same spirit as the proof of [10, Proposition 5], where the identity
q = 1 − p(1 + q − q2 − q3) is derived, the coalescing case is more complicated. An
important tool is a mass transport principle (Proposition 2.1) derived from translation
invariance. The use of the mass transport principle is inspired by what was done in [13].
Note that Haslegrave and Tournier [11] also found an application of the mass transport
principle for computing a moment generating function associated to BA.

The identity at (1.5) implies that q is either equal to 1 or a root of g. Let p∗ be the
claimed value of pc in Theorem 1.1. It is straightforward to prove that the roots of g fall
outside of [0, 1] for p ∈ [0, p∗), and so q = 1 on that interval. Moreover, at p = p∗ the only
positive root of g is equal to 1. So we additionally have q(p∗) = 1. Recall that there is
no known direct proof that q is continuous. On the interval p ∈ (p∗, 1), we cannot easily
rule out the possibility that q jumps between 1 and a root of g. To rule out this pathology,
we generalize an approach from [10] and prove that the set I = {p ∈ (p∗, 1) : q(p) < 1} is
both open and closed in the subspace topology on (p∗, 1). These observations along with
the fact that I is nonempty (Lemma 4.7) imply that I = (p∗, 1) and thus q must be equal
to the unique positive root of g on this interval.

The proof that Ic is open follows what was done in [10]; we approximate q from below
with continuous functions qk = P((0← •)(0,xk]) to write Ic as a union of sets which are
open because of an explicit comparison to the nonnegative root of g. The proof that I is
open relies on a necessary and sufficient condition for blockades to survive with positive
probability that is similar to what was done in [10]. Coalescence again introduces
new challenges. [10, Lemma 12] concerns showing that the net number of surviving
blockades versus left arrows is superadditive when combining processes on adjacent
intervals. This no longer holds with TCBA since arrows can destroy multiple blockades.
We introduce a weighting scheme to account for this in Lemma 4.3. The argument
concludes by showing that q(p) < 1 if and only if there are on average more surviving
blockades than arrows in our weighting scheme. This condition is different and a little
more efficient than what was used for the analogue in [10]. See Remark 4.5. We use this
condition to prove that I is open in Lemma 4.6 and that I is nonempty in Lemma 4.7.
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1.4 Determining firstness

Since arrows may survive multiple collisions, we give more detail concerning how
reactions are decided. Arrow-arrow collisions are decided in some generic way that is
compatible with (1.2) and consistent when combining the process restricted to different
intervals. For example, left arrows carry a queue of instructions for what reaction occurs
for each right arrow they meet. An upcoming lemma (Lemma 4.3) requires particular
care with how arrow-blockade reactions are decided. To facilitate the presentation of
the proof of Lemma 4.3, we associate to each arrow •i a quiver of σi sharp arrows.
Each sharp arrow represents one blockade that •i is able to destroy. Accordingly,
σi ∼ Geometric1(1 − α) is distributed as a geometric random variable supported on
1, 2, . . . with success parameter 1− α.

Each arrow in the quiver has the same direction and position as •i. If •i is destroyed
by another arrow, then all arrows in the quiver are destroyed as well. Whenever •i
meets a blockade, one of the sharp arrows from its quiver mutually annihilates with
the blockade. When the last sharp arrow in the quiver of •i is destroyed, so is •i. It is
straightforward to verify that the quiver formulation for deciding collisions is equivalent
to TCBA according to (1.2).

Lastly, it will be necessary to distinguish whether the first arrow that visits a location
would destroy and survive, or mutually annihilate with the next blockade it meets.
Accordingly, for u ∈ R, we introduce the events

{u 1⇐ •} :=

{
u is first visited by an arrow whose quiver

contains at least two sharp arrow

}
{u 1←→ •} :=

{
u is first visited by an arrow whose quiver

contains exactly one sharp arrow

}
.

1.5 Organization

In Section 2, we prove a mass transport principle for TCBA. We then use this to derive
a recursive formula for q which leads to the identity at (1.5) in Proposition 2.7. Section 3
contains additional information about g and its roots. Section 4 proves regularity of the
set I = {p ∈ (p∗, 1) : q(p) < 1}. Finally, Section 5 combines the other sections to give a
short proof of Theorem 1.1.

2 Recursion

We begin by stating and proving the two main tools for obtaining a recursive expres-
sion for q.

Proposition 2.1 (Mass Transport Principle). Consider a family of non-negative random
variables Z(m,n) for integers m,n ∈ Z such that its distribution is diagonally invariant
under translation, i.e., for any integer `, Z(m + `, n + `) has the same distribution as
Z(m,n). Then for each m ∈ Z:

E
∑
n∈Z

Z(m,n) = E
∑
n∈Z

Z(n,m)

Proof. Using Fubini’s theorem and translation invariance of E[Z(m,n)], we obtain

E
∑
n∈Z

Z(m,n)=
∑
n∈Z

E[Z(m,n)] =
∑
n∈Z

E[Z(2m− n,m)] =
∑
n∈Z

E[Z(n,m)] = E
∑
n∈Z

Z(n,m).
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Proposition 2.2. Let c = 1 − (a + b). The following equations hold so long as the
parameters in the denominators are nonzero:

1

a/2
P((~•1 ← ~•)(0,∞)) =

1

b
P((~•1

•̂←→ ~•)(0,∞)) =
1

c
P((~•1 ←→ ~•)(0,∞)),

P((u← •)(u,∞)) =
1

α
P((u

1⇐ •)(u,∞)) =
1

1− α
P((u

1←→ •)(u,∞)). (2.1)

Proof. These are simple derivations from the probabilities of the various outcomes that
occur when two particles meet.

We define a few auxiliary probabilities that will be useful when expanding (1.6):

s := P ((0← •) ∧ (~•1 ←→ •̇k for some k > 1)) + P((0← •) ∧ (~•1 ←→ •̂))
r := P ((0 6← •) ∧ (~•1 ←→ •̇k for some k > 1)) + P((0 6← •) ∧ (~•1 ←→ •̂)).

Lemma 2.3. Suppose that c = 1− (a+ b) > 0. For TCBA restricted to (0,∞) it holds that

P((0← •) ∧ ~•1) =
1− p

2
(2.2)

P((0← •) ∧ •̇1) = αpq + (1− α)pq2 (2.3)

P((0← •) ∧~•1) =

(
q +

a/2

c
+
b

c

P((0← •) ∧ •̇1)

p

)
P(~•1 ←→ ~•) + s (2.4)

P(~•1 ←→ ~•) =
1−p
2 − s− r

1 + a/2
c + b

c

=
c
(
pq2(1− α)− 2pq(1− α)− p+ 1

)
−a+ b(2− q)q(1− α) + 2

(2.5)

Proof of (2.2). This is simply the observation that P((0← •) ∧ ~•1) = P( ~•1).

Proof of (2.3). We condition on {•̇1} and consider the two ways that •̇1 can be annihi-
lated:

P((0← •) ∧ •̇1) = pP(•̇1 ← ~• | •̇1) + pP((0← •) ∧ (•̇1 ←→ ~•) | •̇1).

By (2.1), P(•̇1 ← ~• | •̇1) = P(x1
1⇐ ~•) = αq. For the second term,

P((0← •) ∧ (•̇1 ←→ ~•) | •̇1) =
∑
k>1

P((x1
1←→ ~•k)(x1,xk] ∧ (xk ← •)(xk,∞)).

Since the events on (x1, xk] and (xk,∞) are independent, we have

P((0← •) ∧ (•̇1 ←→ ~•) | •̇1) =
∑
k>1

P((x1
1←→ ~•k)(x1,xk])q

= P(x1
1←→ ~•)q = (1− α)q2.

The last equality uses (2.1) again. Putting both terms together, we obtain the claimed
formula.

Proof of (2.4). We partition on the various ways that ~•1 is destroyed to write P((0 ←
•) ∧~•1) as

P((0← •) ∧ (~•1 ←→ ~•)) + P((0← •) ∧ (~•1 ← ~•)) + P((0← •) ∧ (~•1
•̂←→ ~•)) (2.6)

+ P((0← •) ∧ (~•1 ←→ •̇)) + P((0← •) ∧ (~•1 ←→ •̂)). (2.7)

The first term of (2.6) is equal to P(~•1 ←→ ~•)q via the renewal that occurs after
~•1 ←→ ~•. For the second term in (2.6), the left arrow that destroys ~•1 will reach 0.
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The change of measure in Proposition 2.2 gives P(~•1 ← ~•) = ((a/2)/c)P(~•1 ←→ ~•).
For the third term in (2.6), we note that Proposition 2.2 ensures that P(~•1

•̂←→ •) =

(b/c)P(~•1 ←→ ~•). Next, after a blockade is generated by ~•1
•̂←→ •, having 0 visited is a

translation of the event {(0← •) ∧ •̇1} conditional on •̇1 already being present (since a
blockade was generated). Thus, we write the probability as P((0← •) ∧ •̇1)/p.

Lastly, observe that the two terms at (2.7) have sum equal to s.

Proof of (2.5). The proof uses the fact that right arrows in (0,∞) is destroyed with
probability 1. This is proven in [16, Lemma 3.4] and the same observation holds for
TCBA. The basic reason right arrows cannot survive in the right half-line is that, if they
did, symmetry ensures left arrows also survive in the left half-line. Ergodicity gives a
positive density of left and right surviving arrows in the full-line, which is a contradiction.
This lets us form the partition

P(~•1) =
1− p

2
= P(~•1 ←→ •̇) + P(~•1 ← ~•) + P(~•1 ←→ ~•) + P(~•1

•̂←→ ~•).

The first term on the right side is equal to s+ r. The last three terms can be transformed
using Proposition 2.2 which gives

1− p
2

= s+ r +
a/2

c
P(~•1 ←→ ~•) + P(~•1 ←→ ~•) +

b

c
P(~•1 ←→ ~•). (2.8)

Solving for P(~• ←→ ~•) gives the first claimed equality in (2.5).
To obtain the final expression that involves only parameters and q, we use formulas

for s and r which we will derive in Lemma 2.5. Recall that a+ b+ c = 1 and notice that

the formulas for s and r depend only on parameters, q, and p̂ = P(~•1
•̂←→ ~•), which by

Proposition 2.2 can be written as (b/c)P(~•1 ←→ ~•). Substitute this into the formulas
for s and r at (2.9) and (2.10). Then, substitute these expressions into the first equality
at (2.5). This results in a linear equation in P(~•1 ←→ ~•). Solving and simplifying this
linear equation, which we used mathematical software to carry out, gives the claimed
equality.

Remark 2.4. If c = 0, similar formulas as in Lemma 2.3 could be derived using whichever
parameter of a and b is nonzero. For example, if c = 0 and a > 0, then we would write
the terms involving arrow-arrow collision that partition P((0← •) ∧~•1) in (2.6)

P((0← •) ∧ (~•1 ←→ ~•)) + P((0← •) ∧ (~•1 ← ~•)) + P((0← •) ∧ (~•1
•̂←→ ~•))

in terms of P(~•1 ← ~•) using Proposition 2.2, rather than in terms of P(~•1 ←→ ~•) as we
did under the assumption c > 0. The application of Proposition 2.2 to rewrite (2.8) could
be handled similarly.

In the following derivations, we consider events that occur on systems restricted to
various intervals. So moving forward we include all subscripts for clarity.

Lemma 2.5. Recall that we denote a blockade generated from a ~•m
•̂←→ ~•n collision by

•̂m,n. Let p̂ = P((~•1
•̂←→ ~•)(0,∞)). The following identities hold for TCBA:

s = P((0← •)(0,∞) ∧ (~•1 ←→ •̇)(0,∞)) + P((0← •)(0,∞) ∧ (~•1 ←→ •̂)(0,∞))

=
1

2
(p+ p̂)(1− α)q2 (2.9)

r = P((0 6← •)(0,∞) ∧ (~•1 ←→ •̇)(0,∞)) + P((0 6← •)(0,∞) ∧ (~•1 ←→ •̂)(0,∞))

= (p+ p̂)(1− α)q(1− q) (2.10)

EJP 28 (2023), paper 56.
Page 8/18

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP948
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Three-velocity coalescing ballistic annihilation

Proof of (2.9). For m,n ∈ Z define the indicator random variable

Z(m,n) = 1{(~•m ←→ •̇n)[xm,∞) ∧ (xn ← •)(xn,∞)}

+
∑

m<k<n

1{(~•m ←→ •̂k,n)[xm,∞) ∧ (xn ← •)(xn,∞)}.

Note that Z(m,n) = 0 whenm ≥ n. Z(m,n) describes the ways in which ~•m is annihilated
by either •̇n or a •̂-particle generated by ~•n, and subsequently xn is visited by a left arrow.
When the event in the indicator Z(m,n) occurs, we also have xm ← •. The events in the
indicators in the sum

∑
n>1 Z(1, n) form a partition of the event {(0← •)(0,∞) ∧ ((~•1 ←→

•̇)(0,∞) ∨ (~•1 ←→ •̂)(0,∞))}. This gives

s = E
∑
n>1

Z(1, n). (2.11)

Next, let us define ~τ (xn) and ~τ (xn) as the times at which xn is first visited in TCBA
restricted to (−∞, xn) and (xn,∞), respectively. For example, if 0 is first visited by ~•k,
then ~τ (0) = xk. By symmetry ~τ (xn) and ~τ (xn) are i.i.d. Moreover by ergodicity, ~τ (xn1 ) and
~τ (xn2 ) have the same distribution for n1 ≤ n2. Since the interdistances between particles
are according to a continuous distribution, we have

P(~τ (xn1
) < ~τ (xn2 ) | ~τ (xn1

), ~τ (xn2 ) <∞) =
1

2
. (2.12)

By Proposition 2.1 and the fact that Z(m,n) = 0 for m ≥ n, (2.11) is equal to

E
∑
m<1

Z(m, 1) =
∑
m<1

P
(
(~•m ←→ •̇1)[xm,∞) ∧ (x1 ← ~•)(x1,∞)

)
+

∑
m<k<1

P
(
(~•m ←→ •̂k,1)[xm,∞) ∧ (x1 ← ~•)(x1,∞)

)
= P

(
(•̇1) ∧ (~• 1←→ x1)(−∞,x1) ∧ (x1 ← ~•)(x1,∞) ∧ (~τ (x1) < ~τ (x1))

)
+ P

(
∃ k < 1 : (~• ←→ •̂k,1)(−∞,∞) ∧ (x1 ← ~•)(x1,∞)

)
=

1

2
p(1− α)q2 +

1

2
p̂(1− α)q2. (2.13)

We will conclude by justifying the equality at (2.13), which will complete the proof
of (2.9).

For the first term in (2.13), note that (2.1) ensures it is equal to

(1− α)P
(

(•̇1) ∧ (~• → x1)(−∞,x1) ∧ (x1 ← ~•)(x1,∞) ∧ (~τ (x1) < ~τ (x1))
)
.

Notice that the events (~• 1←→ x1)(−∞,x1) and (x1 ← ~•)(x1,∞) imply that ~τ (x1), ~τ (x2) < ∞
but provide no further observation regarding the values of these arrival times, that is,
they are independent of the event (~τ (x1) < ~τ (x1)). Applying (2.12) and independence of
the one-sided processes gives

P
(

(•̇1) ∧ (~• 1←→ x1)(−∞,x1) ∧ (x1 ← ~•)(x1,∞) ∧ (~τ (x1) < ~τ (x1))
)

=
1

2
(1− α)pq2.

For the second term in (2.13), it suffices to show that

P
(
∃ k < 1 : (~• ←→ •̂k,1)(−∞,∞) ∧ (x1 ← ~•)(x1,∞)

)
= P

(
∃ k < 1 : (~• 1←→ xk)(−∞,xk) ∧ (~•k

•̂←→ ~•1)[xk,x1]

∧(x1 ← ~•)(x1,∞) ∧ (~τ (xk) < ~τ (x1))

)
=

1

2
(1− α)p̂q2. (2.14)
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The first equality in (2.14) is justified by observing that, for each k < 1, the event{
(~• ←→ •̂k,1)(−∞,∞) ∧ (x1 ← ~•)(x1,∞)

}
is equal to{

(~• 1←→ xk)(−∞,xk) ∧ (~•k
•̂←→ ~•1)[xk,x1] ∧ (x1 ← ~•)(x1,∞) ∧ (~τ (xk) < ~τ (x1))

}
.

Indeed, observe that the right and left arrows have the same constant speed and the
blockade •̂k,1 is at the midpoint xk,1 = (xk + x1)/2 of the interval [xk, x1]. In order for the

blockade created by the event (~•k
•̂←→ ~•1)[xk,x1] at location xk,1 to be annihilated by a

right-arrow, the visit corresponding to (~• 1←→ xk)(−∞,xk) must occur before the first visit
to x1 by left-arrow.

For the second equality in (2.14), note that the event (~•k
•̂←→ ~•1)[xk,x1] can occur only

for one k < 1, and the restricted processes on (−∞, xk) and [xk, x1] are independent

conditional on (~•k
•̂←→ ~•1)[xk,x1]. It follows that, conditional on (~• •̂←→ ~•1)(−∞,x1], defining

k to be the unique (random) index such that (~•k
•̂←→ ~•1)[xk,x1] occurs, (~• → xk)(−∞,xk)

and (x1 ← ~•)(x1,∞) are independent and symmetric in the sense that the random times

~τ (xk) and ~τ (x1) are independent with the same distribution. This yields the second
equality in (2.14), as desired.

Remark 2.6. It seems that the major obstacle to extending TCBA to a four-parameter
family that includes the reactions [~• − •̇ =⇒ •̇] and [•̇ − ~• =⇒ •̇] consists in an
asymmetry that arises when comparing certain arrival times of arrows in the one-sided
processes. Call a visit to the origin “strong” if the arrow would destroy a blockade there.
Call it “weak” if a blockade at 0 would survive the interaction. Let ~S and ~W be the times
of the first strong and weak visits to 0 from the left in the one-sided process on (−∞, 0),
and similarly for ~S and ~W . Extending (2.9) to these reactions would then require us to
compute

P(( ~S > ~S) ∧ (~S > ~W ) | ~S, ~S <∞). (2.15)

Unlike when comparing ~τ and ~τ , there is no obvious symmetry that allows us to compute
the value of (2.15). Hence one needs to carry (2.15), as well as an additional term to
account for ~•1 being destroyed by weakly visiting a blockade, into the equation for s
at (2.9). And, eventually solving the main recursion for q becomes intractable without a
value for (2.15). A similar difficulty has been observed in the asymmetric BA considered
in [13]. There, ~τ and ~τ may have different distribution so P(~τ ≤ ~τ) cannot be inferred
via symmetry. It may depend on the system parameters.

Proof of (2.10). The proof is similar to (2.9), but uses the modified indicators

Z ′(m,n) = 1{(~•m ←→ •̇n)[xm,∞) ∧ (xn 6← •)(xn,∞)}

+
∑

m<k<n

1{(~•m ←→ •̂k,n)[xm,∞) ∧ (xn 6← •)(xn,∞)}

The difference from the indicators used in (2.9) is that we require that xn not be visited
by a left arrow.

By the definition, Z ′(m,n) = 0 for m ≥ n. Hence

r = E
∑
n>1

Z ′(1, n) = E
∑
n∈Z

Z ′(1, n) = E
∑
m∈Z

Z ′(m, 1) = E
∑
m<1

Z ′(m, 1),
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where the second equality uses the mass transport principle. Using similar reasoning as
in the proof of (2.9), this expands to be the claimed formula for r. Here is the derivation,
but without the similar explanations given in the proof of (2.9):

r =
∑
m<1

P((~•m ←→ •̇1)[xm,∞) ∧ (x1 6← •)(x1,∞)
)

+
∑

m<k<1

P
(
(~•m ←→ •̂k,1)[xm,∞) ∧ (x1 6← ~•)(x1,∞)

)
= P

(
(•̇1) ∧ (~• 1←→ x1)(−∞,x1) ∧ (x1 6← ~•)(x1,∞)

)
+ P

(
∃ k < 1 : (~• ←→ •̂k,1)(−∞,∞) ∧ (x1 6← ~•)(x1,∞)

)
= (1− α)pq(1− q) + (1− α)p̂q(1− q).

Proposition 2.7. For TCBA, it holds for all p ∈ [0, 1) that 0 = (1− q)g(p, q) with g defined
as

g(u, v) =
1− u− 2(1− α)uv − b(1− α)v2 − (1− (a+ b))(1− α)uv2

2− a+ b(1− α)(2− v)v
. (2.16)

Proof. Lemma 2.3 gives a formula for each term in the partition for q at (1.4) that
depends only on p, q, a, b, and α. This yields q = G(p, q, a, b, α) for an explicit function G.
Some algebra gives that 0 = −q +G(p, q, a, b, α) = (1− q)g(p, q) as claimed.

3 Properties of g

We will derive some elementary, but useful properties of the function g from (2.16).
It will be helpful for presenting our arguments to distinguish pc from its claimed formula
in Theorem 1.1. So, we introduce the term

p∗ =
1− b(1− α)

4− 3α− (a+ b)(1− α)
. (3.1)

Note that the denominator is positive as it can be rearranged as 4− (a+b)− (3− (a+b))α.
With the notation of p∗, the first part of Theorem 1.1 could be restated as pc = p∗ for all
TCBA. Note that p∗ is derived by solving the equation g(u, 1) = 0. In some sense this
corresponds to finding the transition point for q being a root of 1− q to being a root of
g(p, q(p)) seen in Figure 1. We record the fact that p∗ is the unique such solution in the
following lemma.

Lemma 3.1. u = p∗ is the unique solution to g(u, 1) = 0.

Proof. It is easily checked that g(p∗, 1) = 0. Moreover, since g is linear in u, it follows
that this solution is unique.

Lemma 3.2. ∂ug(u, v), ∂vg(u, v) < 0 for all TCBA and u, v ∈ [0, 1].

Proof. The partial derivatives of g are

∂ug(u, v) = −v
2(1− α)(1− (a+ b)) + 2v(1− α) + 1

2− a+ b(2− v)v(1− α)
,

∂vg(u, v) = −
2(1− α)((2− a)u+ b(1− u))

(
(1− a)v + bv2(1− α) + 1

)
(2− a+ b(2− v)v(1− α))2

.

As all parameters lie in [0, 1), it is easy to check that both partial derivatives are negative.
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Lemma 3.3.

g(u, v) > 0 for (u, v) ∈ (0, p∗)× [0, 1]

g(u, v) < 0 for (u, v) ∈ (p∗, 1]× [1,∞].

Proof. Lemma 3.1 states that u = p∗ is the unique solution to g(u, 1) = 0. Combining this
observation with Lemma 3.2 immediately implies the claimed inequalities.

Lemma 3.4. For all TCBA, the equation g(p, q(p)) = 0 has two distinct solutions:

q±(p) :=
−p(1− α)±

√
(1− α) (b(1− p)2 − p(a(1− p) + pα− 1))

(1− α)((1− a)p+ b(1− p))
. (3.2)

Moreover, it holds that:

(i) q−(p) < 0 for p ∈ [0, 1).

(ii) q+(p) > 1 for p ∈ [0, p∗).

(iii) q+(p) < 1 for p ∈ (p∗, 1).

Proof. Since the numerator of g is quadratic in v, the formula for q±(p) follows from the
quadratic formula. Notice that the discriminant D of (3.2) can be rewritten as

D

1− α
= p(1− (a+ b)) + b(1− p) + p2(a+ b)− p2α

After multiplying the p(1− (a+ b)) term by p we have for p ∈ [0, 1) that

D

1− α
> p2(1− (a+ b)) + b(1− p) + p2(a+ b)− p2α

= b(1− p) + p2(1− α)

> 0.

Thus, q− and q+ are distinct.
Since the numerator of q− is negative and the denominator is positive, we immediately

observe (i). To deduce (ii) and (iii), first notice that the uniqueness observation in
Lemma 3.1 along with the fact that g(p∗, q+(p∗)) = 0 imply that q+(p∗) = 1. This
observation and Lemma 3.2 together imply (ii) and (iii).

4 Regularity conditions

The goal of this section is to prove the following proposition.

Proposition 4.1. I := {p ∈ (p∗, 1) : q(p) < 1} = (p∗, 1).

Proof. It follows from Lemma 4.2 and Lemma 4.6 that {p ∈ (p∗, 1) : q(p) < 1} and its
complement are both open in the subspace topology on (p∗, 1). Thus, I = ∅ or I = (p∗, 1).
By Lemma 4.7, I is nonempty so the latter holds.

Lemma 4.2. Ic := {p ∈ (p∗, 1) : q(p) = 1} is open in the subspace topology on (p∗, 1).

Proof. Let g be as in (2.16). Lemma 3.3 gives that there are two distinct solutions
v ∈ {q−, q+} to g(p, v) = 0. Lemma 3.3 (i) states that q− < 0 for all p. As q(p) is a
probability, we cannot have q(p) = q−(p). The remaining possibilities are that q = 1 or
q = q+.

Let qk = P((0← •)[0,xk]). The quantities qk ↑ q only involve the initial configurations
concerning finitely many particles. Conditioning on the velocities of particles in the
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configuration and integrating to account for interdistances between particles gives a
polynomial in p. It follows from Lemma 3.3 (iii) that

q(p) = 1 if and only if q(p) > q+(p) for p > p∗. (4.1)

We use (4.1) to give the following characterization of the set on which q(p) = 1:

{p ∈ (p∗, 1) : q(p) = 1} = {p ∈ U : q(p) > q+(p)} =
∞⋃
k=1

{p ∈ U : qk(p) > q+(p)}.

Continuity of the qk and q+(p) ensures that the sets {p ∈ U : qk(p) > q+(p)} are open.
Thus, so is the union which is equal to Ic.

4.1 Superadditivity

The idea underlying the upcoming Lemma 4.6, that I is open, was developed in [16],
and extended in [10, Lemma 10]. A more general version tailored to the asymmetric
setting is proven in [13]. Coalescence makes for new challenges. Before getting to the
lemma, we introduce some additional notation.

Let

B(j, k) =
k∑

i=j

1{(•̇i survives)[xj ,xk]}

be the number of blockades that survive in the process restricted to [xj , xk]. Note
that B(j, k) only counts surviving blockades from the initial configuration of particles;
blockades generated from ~• − ~• =⇒ •̇ reactions do not contribute. We use the quiver
interpretation of TCBA described in Section 1.4.

To briefly summarize, each arrow in the process, call such particles original arrows,
carries a quiver of Geometric(1 − α) many sharp arrows. When the arrow meets a
blockade one of the sharp arrows mutually annihilates with the blockade, but the original
arrow along with its quiver of any remaining sharp arrows continue moving. The original
arrow is destroyed at the moment its last sharp arrow is destroyed. When two original
arrows meet, some arbitrary rule is used to decide the reaction. If an original arrow is
destroyed in a ~• − ~• collision, its quiver of sharp arrows is also destroyed.

In the quiver formulation, we view sharp arrows as distinct particles that follow the
same trajectory as the original arrow. These arrows track how many blockades the
original arrow could potentially destroy. Let A(j, k) be the number of left and right sharp
arrows that survive in [xj , xk]. Define the count

N(j, k) = B(j, k)−A(j, k). (4.2)

This is in some sense a worst-case weighting of surviving blockades; every surviving
sharp arrow is treated like it will ultimately destroy a blockade.

We now show that N is superadditive after merging intervals. In the analogue [10,
Lemma 12], it is required that the right interval have no surviving right arrows. We show
that, with our more general weighting scheme, superaddititivy holds with no hypotheses
about surviving arrows. This extra level of generality ends up being crucial for proving
the upcoming Lemma 4.4. See Remark 4.5.

Lemma 4.3. Let k < ` be positive integers. For any initial assignment of particle types
and spacings to (•i)i∈Z we have

N(1, `) ≥ N(1, k) +N(k + 1, `). (4.3)
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Proof. Let I = [x1, xk] and J = [xk+1, x`]. We show that when sharp arrows that survived
in the process on I or J are destroyed, this has at worst a net-neutral effect on the
difference between surviving blockades and sharp arrows. We track these changes in
real time.

Using any index system that uniquely identifies blockades and sharp arrows, define
BI ,BJ ,AI , and AJ to be the sets of blockades and sharp arrows that survive in the
processes restricted to I and J . The sets BI and BJ only include blockades from the
original configuration; blockades generated from ~• − ~• =⇒ •̇ reactions are not counted.
We will define a pair of set-valued processes (At,Bt) with the following properties:

(i) Bt is the set of blockades from BI ∪ BJ that are still surviving at time t in the
combined process on I ∪ J .

(ii) A0 = AI ∪ AJ .

(iii) At is non-increasing and Bt may decrease only when a decrease of the same
magnitude occurs in At.

(iv) For T := x` − x1, we have |BT | = B(1, `) and |AT | = A(1, `).

Using the characterization of N(1, `) at (4.2), these properties give (4.3) since

N(1, k) +N(k + 1, `)
(i),(ii)

= |B0| − |A0|
(iii)

≤ |BT | − |AT |
(iv)
= N(1, `).

It remains to define (At,Bt) and prove that it satisfies (i), (ii), (iii), and (iv).
We take property (i) as the definition of Bt and (ii) as the definition of A0. Let t0 = 0

and t1 > t0 be the first time in the combined process on I ∪ J that a sharp arrow, say p,
from At0 is annihilated. If the collision involves two sharp arrows from At0 , let p be the
left arrow. There are three possible ways that p is destroyed:

(I) If p is annihilated by a blockade •̇i counted by Bt0 , then set At1 = At0 \ {p} and
Bt1 = Bt0 \ {•̇i}.

(II) If p is annihilated from hitting a blockade •̇ that does not belong to Bt0 , then
Bt1 = Bt0 .

(a) Let p′ be the first sharp arrow that: reaches the location of •̇ in the process
on I ∪ J , has the opposite direction of p, and is not counted by At0 . Set
At1 = (At0 \ {p}) ∪ {p′}.

(b) If there is no such p′, then set At1 = At0 \ {p}.

In this case, the blockade •̇ is generated by an arrow-arrow collision between times
t0 and t1. In (II)(a), we account for the case that p′ would have been annihilated by
•̇ in the combined process if not for p. Note that p′ may or may not have already
been in At0 .

(III) If p is destroyed by another arrow p′′, then define At1 to be At0 minus all of
the sharp arrows in the same quiver as p as well as—if the reaction is mutual
annihilation and p′′ ∈ At0—all arrows in the same quiver as p′′. Set Bt1 = Bt0 .

Iterate this procedure by considering the next sharp arrow from Atj to be destroyed
at time tj+1 > tj . This gives new values of Atj+1 and Btj+1 according to whichever of (I),
(II), or (III) occurs. We make the process right continuous for t ≥ 0 by setting At = Atj

for all t ∈ [tj , tj+1) and j ≥ 0. By construction, we have (iii).
To show (iv), first notice that, since arrows have unit speed, At and Bt must fixate

after the length of the interval T = x`−x1 has elapsed. At tracks all potentially surviving
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sharp arrows. By construction, AT does not contain non-surviving sharp arrows; when a
sharp arrow is annihilated, it is removed from the process. The only time a new sharp
arrow is added to At is when (II.a) occurs, in which case the added sharp arrow has
survived thus far.

Next, we show that all surviving sharp arrows in the combined process are contained
in AT . First observe that AT contains all sharp arrows from A0 that survive in the
combined process, as an arrow is removed only if it is annihilated. If a sharp arrow
survives in the combined process but is not in A0, then it must be because the particle
that it was going to be annihilated by in the separate process is annihilated by an arrow
from the other interval in the combined process. Recall that although blockades can be
generated through collisions, arrows cannot. In fact, the “unleashing” of an arrow is
only possible when it was going to be annihilated with a blockade and this is captured in
case (II.a) when the unleashed arrow is added to At. This gives the first part of (iv), that
AT = A(1, `).

To show the second half of (iv), that |BT | = B(1, l), we first note that B0 contains all
possible surviving blockades in the combined process – non-surviving blockades in the
separate processes would be destroyed by the same sharp arrows that destroyed them
in the separate processes if not by other arrows from opposite intervals prior. Since
the dynamic construction of Bt only removes annihilated blockades, BT consists of all
surviving blockades by the end of the combined process.

4.2 A necessary and sufficient condition for blockade survival

Lemma 4.4. Let Nk = N(1, k) with N defined at (4.2). For all p ∈ (0, 1) it holds that

θ(p) > 0 ⇐⇒ there exists k ≥ 1 with ENk > 0. (4.4)

Proof. The forward implication is analogous to [10, Proposition 11]. The key observation
is that for any xi in an interval I, P ((•̇i survives)I) is decreasing in I. This continues to
hold with the coalescence rules in TCBA. To see why, suppose that we have a configura-
tion of particles in I with (•̇i does not survive)I . Keeping this configuration fixed, there
is no manner in which one could add particles outside of I to intercept the particle that
destroys •̇i in time. This monotonicity ensures that

EB(1, k) =
k∑

i=1

P((•̇i survives)[x1,xk]) ≥
k∑

i=1

P((•̇i survives)R) = kp θ(p)→∞

with B(1, k) from (4.2).

Let ~Ak be the sharp left arrows counted by A(1, k) from (4.2) and ~Ak the sharp right
arrows so that A(1, k) = ~Ak + ~Ak. We will next show that E ~Ak and E ~Ak are bounded.
Symmetry ensures that E ~Ak = E ~Ak, so we only provide the argument for ~Ak. For each
i ≥ 1, the event that ~•i survives from the restriction to [x1, xk] is non-decreasing in k,
since such arrows do not interact with any particles to their right. This monotonicity
implies that ~Ak ↑ ~A∞. Let T denote the number of surviving left arrows counted from
~A∞ so that ~•i1 , . . . , ~•iT reach 0 for some integers i1, . . . , iT ≥ 1. When θ(p) > 0, by using

a renewal property of TCBA, T is a geometric random variable supported on 0, 1, . . . with
parameter 1− q. Hence we have

~Ak ↑ ~A∞ :=
∑T

j=1Gj ,

where each Gj an independent geometric random variable supported on 1, 2, . . . with
parameter 1−α. The Gj count how many additional sharp arrows remain in the quiver of
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the jth arrow to arrive to 0. Gj has a geometric distribution because of the memoryless
property. Hence,

EA(1, k) = 2E ~Ak ≤
2

1− q
1

1− α
<∞.

Since EB(1, k)→∞ as k →∞, we have ENk = EB(1, k)− EA(1, k) > 0 for some large
k. This shows the forward implication of (4.4).

Towards proving the reverse implication of (4.4), suppose that k ≥ 1 is such that
ENk > 0. We reveal the configuration on k consecutive particles at a time. To this end,
let Ñ (i) = N((i − 1)k + 1, ik) and denote S̃n =

∑n
i=1 Ñ

(i), n ≥ 1. Notice that the Ñ (i)

are i.i.d. with common distribution Nk and ENk = EÑ (1) > 0. Hence (S̃n − S̃1)≥1 is
a random walk with positive drift, so it stays strictly above 0 with positive probability.
Independently from this event, with positive probability the first k particles right of 0

are blockades, i.e., Ñ (1) = k. Applying Lemma 4.3 gives that

N(1, nk) ≥ N (1) + (S̃n − S̃1) > k, for all n ≥ 2 (4.5)

with positive probability.
On the event that (4.5) holds, we claim that 0 is never visited by a left-moving

particle. Indeed, consider the (n + 1)st reveal of the k particles from the interval
Jn+1 := [x1+nk, x(n+1)k]. Since N(1, nk) > k, there are least k + 1 surviving blockades
in In := [x1, xnk]. If 0 is reached by one of the particles from Jn+1, then no blockades
survive in In. However, at most k new blockades are introduced by Jn+1. So, if this
occurs, we would have N(1, (n+1)k) ≤ k, which contradicts (4.5). It follows that θ(p) > 0

since 0 is never visited with at least the probability that (4.5) occurs.

Remark 4.5. When we apply Lemma 4.3 at (4.5) it is important that we have a formu-
lation of superadditivity that accounts for the effects of surviving right arrows. Unlike
the approach used in [10], we cannot extend each interval of size k a random amount to
eliminate any surviving right-arrows without changing the distribution of Ñ (i). Indeed,
expanding the interval until the surviving right arrows are removed may bring in left
arrows that not only destroy the surviving right arrows, but also some of the blockades
in the initial segment. Our formulation of subadditivity could be applied to the argument
in [10] and would slightly simplify their proof of the analogue of Lemma 4.4.

One might further wonder why we can get away with what appears to be a stronger
necessary condition (θ > 0 =⇒ ∃k : E[Bk − ( ~Ak + ~Ak)] > 0) than that observed in [10]
(θ > 0 =⇒ ∃k : E[Bk − ~Ak] > 0). As the proof of Lemma 4.4 reveals, there are O(1)

blockades and Ω(n) surviving blockades. Thus, it does not matter if we include the
worst-case remaining impact from the “dust” of surviving arrows. For similar reasons
we do not need to include the blockades resulting from ~• − ~• =⇒ •̇ reactions in Bk.

Lemma 4.6. {p ∈ (0, 1) : q(p) < 1} is open in the subset topology on (0, 1).

Proof. Using Lemma 4.4, we have

{p ∈ (p∗, 1) : θ(p) > 0} =
⋃
k≥1

{p ∈ (p∗, 1) : ENk > 0}.

The function p 7→ ENk is easily seen to be a finite polynomial in p, and so the sets in the
union are open.

Lemma 4.7. For TCBA, it holds that

p+c ≤
1

2− α
< 1.

EJP 28 (2023), paper 56.
Page 16/18

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP948
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Three-velocity coalescing ballistic annihilation

Proof. By Lemma 4.4, it suffices to prove that EN1 > 0 for p large enough. We can easily
compute

EN1 = p− (1− p) 1

1− α
.

This is strictly greater than 0 for p > 1/(2− α) < 1 as claimed.

5 Proof of Theorem 1.1

Proof. Let p∗ be as defined at (3.1). We will write q in place of q(p) and similarly for
the functions q− and q+ from Proposition 2.7. Recall that Proposition 2.7 gives that
v = q is a solution to the equation (1 − v)g(p, v) = 0 which has solutions {1, q−, q+}.
Lemma 3.3 (i) states that q− < 0. Consequently, q must equal either 1 or q+. For
p ∈ [0, p∗), Lemma 3.3 (ii) states that q+ > 1. We immediately deduce that q = 1 for
p ∈ [0, p∗). Next, Proposition 4.1 states that q < 1 for p ∈ (p∗, 1). As q− < 0, this leaves
q = q+ as the only possible value for q for p in the interval (p∗, 1). Lastly, Lemma 3.1
implies that q+(p∗) = 1, and thus q(p∗), which must equal either 1 or q+(p∗), also equals
1. This gives the claimed value of pc and claimed formula for q(p).
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