
https://pubs.acs.org/action/doSearch?field1=Contrib&text1=%22Jianhang+Xu%22&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1=%22Thomas+E.+Carney%22&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1=%22Ruiyi+Zhou%22&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1=%22Christopher+Shepard%22&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1=%22Yosuke+Kanai%22&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/showCitFormats?doi=10.1021/jacs.3c08226&ref=pdf
https://pubs.acs.org/doi/10.1021/jacs.3c08226?ref=pdf
https://pubs.acs.org/doi/10.1021/jacs.3c08226?goto=articleMetrics&ref=pdf
https://pubs.acs.org/doi/10.1021/jacs.3c08226?goto=recommendations&?ref=pdf
https://pubs.acs.org/toc/jacsat/146/8?ref=pdf
https://pubs.acs.org/toc/jacsat/146/8?ref=pdf
https://pubs.acs.org/toc/jacsat/146/8?ref=pdf
https://pubs.acs.org/toc/jacsat/146/8?ref=pdf
pubs.acs.org/JACS?ref=pdf
https://pubs.acs.org?ref=pdf
https://pubs.acs.org?ref=pdf
https://doi.org/10.1021/jacs.3c08226?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://pubs.acs.org/JACS?ref=pdf
https://pubs.acs.org/JACS?ref=pdf


development of the real-time propagation approaches for
electronic structure theory methods in general.26 In the last few
decades, the real-time propagation approach for TDDFT (RT-
TDDFT)27 has garnered great attention as a particularly
practical methodology for studying the nonequilibrium
response of complex systems including extended condensed
phase matters because of its appealing balance between
accuracy and efficiency. The real-time propagation approach
allows us to expand the scope of the investigation beyond the
linear response or the traditional perturbative regimes with
TDDFT, and RT-TDDFT simulations are increasingly
employed to help answer various outstanding questions,
especially of nonequilibrium electron dynamical phenomena.
While its first use can be found as early as in the late 80s and
early 90s,27,28 the RT-TDDFT approach became rather
popular only in the past decade. This is partly due to the
growing availability of powerful high-performance computers,
since RT-TDDFT simulations are computationally much more
demanding than the ground-state DFT calculations. This
Perspective will focus on how recent advances in the RT-
TDDFT method enable us to gain new scientific insights from
first-principles theory by discussing a few examples from our
own work. Although the mathematical/numerical aspects of
RT-TDDFT simulation are essential for method developers in
the community, we refrain from such technical discussion in
this Perspective.

2. REAL-TIME PROPAGATION APPROACH FOR
TDDFT

Since Theilhaber29 and Yabana and Bertsch27,28 reported some
of the first uses of the real-time propagation approach with
TDDFT, the RT-TDDFT simulation has gained great
popularity in various areas of chemistry and condensed-matter
physics.30−36 In addition to its utility in calculating optical
absorption spectra,28,30,37−39 especially when the linear
response approach faces difficulty,40 RT-TDDFT has become
a valuable method for studying a wide range of excited-state
phenomena such as interfacial charge transfer,41,42 electronic
stopping,4,43−52 core electron excitations,4,53−56 electronic
circular dichroism spectra,57 exciton dynamics in nanostruc-
tures,58,59 atom-cluster collisions,60,61 high harmonic gener-
ation,62,63 laser-induced water splitting,64 topological quantum
matter,2,5,65,66 etc. The RT-TDDFT method has been
implemented nowadays in a variety of electronic structure
codes, including NWChem,30,67 SIESTA,54,68,69 CP2K,70,71
SALMON,72 Octopus,73,74 Q-Chem,75−77 GAUSSIAN,34,78
MOLGW,79,80 Qbox/Qb@ll,81−83 FHI-aims,84 etc. Numerical
implementations vary greatly among these computer codes,
especially in the underlying basis sets used, and the periodic
boundary conditions have been adapted for investigating
extended systems in some of these codes. While we do not
discuss the technical aspects of RT-TDDFT in this Perspective,
we note that the numerical implementation details are relevant
also for users of these computer codes because the most
appropriate and convenient implementation of the theory is
often dictated by the type of phenomena investigated. For
instance, plane-wave pseudopotential (PW−PP) formula-
tion83,85 is highly suitable when the ionization is dominant in
the excitation phenomenon investigated because the basis set
functions are highly extended and not centered on atomic
nuclei. At the same time, the PW−PP formulation may not be
the most convenient framework for investigating core−
electron excitation because it would require very large numbers

of plane-waves for achieving convergence along with great care
in generating accompanying pseudopotentials.4 All-electron
formulations such as those based on a numeric atom-centered
orbital (NAO) approach84 are likely more suitable in such
situations.84
Before discussing how RT-TDDFT simulation is used for

obtaining new scientific understanding, we briefly outline the
underlying theory without dwelling on methodological details,
which are important but discussed elsewhere in the literature.14
TDDFT is based on the one-to-one correspondence between
the time-dependent one-particle probability density and the
time-dependent external potential. This correspondence is
formally established by the Runge-Gross theorem,13 which
extends the Hohenberg−Kohn theorem to time-dependent
cases. There are several notable assumptions in the proof, such
as the Taylor-expandable potential, and we refer to the
textbook by Ullrich for a thorough discussion of these aspects
of TDDFT as a formal theory in quantum mechanics.14 While
many problems in electronic structure theory can be cast as
some form of an eigenvalue problem, RT-TDDFT instead
entails solving a set of coupled nonlinear differential equations.
At the heart of RT-TDDFT simulation, there is the time-
dependent Kohn−Sham (TD-KS) equationlmono |}o~o
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where ϕn(r, t) is the n-th TD-KS single-particle orbital and ρ(r,
t) is the electron density. The Brillouin zone integration is
often important for modeling extended systems, and then, the
index n needs to be understood as a composite index that
consists of both the momentum wavevector in the first
Brillouin zone and the state index; the TD-KS orbitals would
then obey Bloch’s theorem such that ϕs,k(r, t) = eik·rus,k(r, t) in
which us,k(r, t) is the lattice periodic part. A(r, t) and v̂ext(r, t)
terms account for all external potentials acting on electrons,
including those due to atom nuclei and applied external
electric and magnetic fields. v̂XC is the exchange-correlation
(XC) potential, which is approximated in practice, as discussed
later. While the XC vector potential, AXC(r, t), is typically
absent in most XC approximations, this term becomes highly
relevant for describing exciton dynamics using the RT-current-
TDDFT formulation,14 as briefly discussed in a later section.
This TD-KS differential equation looks as if it were a time-
dependent Schrödinger equation. However, a particular
numerical complexity arises because the electron density is
given by the TD-KS orbitals as t tr r( , ) ( , )n n

Occ. 2= | | . The
Kohn−Sham Hamiltonian (the curly bracket in eq 1) depends
on the electron density (thus, on the TD-KS orbitals), and this
dependence makes TD-KS differential equations nonlinear.
The nonlinearity makes the numerical integration of the TD-
KS orbitals particularly susceptible to the instability,85 and this
nonlinear feature also makes it difficult to apply some analytical
approaches developed for model Hamiltonians. For instance,
for Hamiltonians with a periodically driven potential, it is
usually straightforward to obtain a stationary solution via the
construction of an effective Hamiltonian within the framework
of the Floquet theory. However, the KS Hamiltonian’s
dependence on the TD-KS orbitals complicates applying
such well-established analytical formalisms.
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For the numerical propagation, the time evolution of the
TD-KS orbitals can be expressed in the integral form as

t U t t t( ) ( , ) ( )n n n0 0 1...Occ.
{| = | } = (2)
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where is the time-ordering operator and ĤKS is the KS
Hamiltonian. Note that the Hamiltonians at different times do
not commute in general, and the propagation operator (eq 3)
needs to be approximated with a sequence of many but a finite
number of propagation steps with a small dt, making numerical
integration essential for the real-time propagation approach. In
practice, one needs to ensure that dt is small enough for
performing an accurate integration in time. Simply put, RT-
TDDFT simulation amounts to numerically integrating the
TD-KS orbitals in time according to the TD-KS equation (eq
1) for a given initial state {ϕn(r, t = 0)}n=1···Occ.. Numerical
methods for solving nonlinear differential equations like the
TD-KS equation continue to remain a very active area of
computational mathematics research with great impacts on
various fields including RT-TDDFT simulation, and a more
detailed discussion of this aspect is found elsewhere.85−87

Importantly, the time-dependent electron density, ρ(r, t),
remains invariant with respect to different sets of TD-KS
orbitals that one can obtain through a unitary transformation
of the time-dependent orbitals. This gauge freedom (choice) is
inconsequential to physical observables which are formally
dependent on the density. This gauge invariance yields certain
constraints on the XC potential form in the context of TDDFT
as a formal theory. In practical simulations, this gauge freedom
has been exploited for numerical convenience88,89 as well as for
deriving conceptual understandings from RT-TDDFT simu-
lation.3,90 For instance, Lin and co-workers have developed so-
called parallel transport gauge in which an optimal gauge is
found to minimize oscillations of individual TD-KS orbitals.88
This allows for a much larger integration time step to be used
than normally possible. The concept of the natural transition
orbitals91 has been also extended to the RT-TDDFT approach
using this gauge freedom such that nonequilibrium dynamics
can be optimally represented in the particle-hole excitation
picture.90 For developing a molecular-level understanding, the
so-called maximally localized Wannier functions (MLWFs)
have proved particularly useful.92 For isolated molecular
systems, the Boys orbitals that minimize the spatial extent of
individual orbitals have been widely used for deriving insights
into the nature of chemical bonds. MLWFs are generalizations
of the Boys orbitals for extended systems with the Brillouin
zone, and they constitute a set of maximally localized orbitals
that are constructed through unitary transformation of the
single-particle KS orbitals. The underlying electron dynamics
remain invariant even when the MLWFs are propagated in RT-
TDDFT simulation since t w tr r( , ) ( , )i i

Occ. 2= | | 2 and the
quantum dynamics of electrons are governed by the time-
dependent electron density ρ(r, t) according to the Runge-
Gross theorem.13 Figure 1 depicts how MLWFs are obtained
through the unitary transformation for the H2 chain and
crystalline silicon as examples. In condensed phase systems,

TD-KS orbitals are usually highly delocalized, as shown in
Figure 1a,b. Application of the suitable unitary operator, as
denoted by “A”, allows one to maximally localize the set of the
valence (occupied) TD-KS orbitals without changing physi-
cally observable time-dependent properties. Performing RT-
TDDFT simulation by propagating the MLWFs has proved
particularly useful,92 and we extensively refer to this concept in
this Perspective.

3. NOVEL INSIGHTS FROM RT-TDDFT SIMULATION
Owing to its nonperturbative description of quantum
dynamics, RT-TDDFT methodology has been used extensively
for studying nonlinear effects in photoexcitation such as the
Landau-like damping of plasmon excitation58,93−95 and photo-
induced charge transfer at heterojunctions.41,96 RT-TDDFT
can also provide physical insights into other types of dynamical
phenomena by explicitly simulating nonequilibrium electron
dynamics with atomistic details. We focus on this relatively
underexplored aspect by illustrating how this first-principles
approach has helped advance a few important fields by
contributing to new understanding at the molecular level. As
examples from our recent work, we discuss here the electronic
stopping of DNA in water and the emergence of the Floquet
topological phase in molecular systems. The DNA electronic
stopping is an exemplifying case of how first-principles theory
contributes to advancing a century-old field of study,44 and
new molecular-level understanding can be developed for the
promising medical technology of ion beam cancer therapy at
the same time. We discuss the study of the Floquet topological
phase as another example to showcase how the first-principles
simulation of nonequilibrium electron dynamics helps advance
the emerging field of fundamental scientific interest and
excitement, while the field has progressed mostly within the
model Hamiltonian framework.

3.1. Electronic Stopping of DNA. When the energy/
momentum transfer from a fast-moving charged particle to
electrons is responsible for slowing down the projectile particle
in matter, this dynamical process is generally termed electronic
stopping. Stopping power, as a property of a particular matter
to decelerate the penetrating high-energy charged particle, has
been studied for more than a century since Rutherford’s first
experiment with α-particles.44,97 At low velocities, the charged
particle loses its kinetic energy to the lattice ions in the target
matter, while the electrons largely remain in the ground state in
this so-called nuclear stopping regime. When the velocity is
much higher, the charged particle loses its kinetic energy to

Figure 1. A representative delocalized Bloch state and a maximally
localized Wannier function (MLWF) resulting from the unitary
transformation for (a) an infinite H2 chain and (b) the crystalline
silicon. (c) Time evolution of the MLWF in the crystalline silicon in
the RT-TDDFT simulation. Adapted with permission from ref 2.
Copyright 2019 AIP Publishing.
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electrons via electronic excitations due to Coulomb inter-
action. From the viewpoint of electronic structure theory,
electronic stopping is particularly interesting because the
chemical bonding environment has a significant effect on the
stopping power.47 The quantum-mechanical energy-transfer
dynamics responsible for electronic stopping is a highly out-of-
equilibrium process, and its rate depends strongly on the
velocity of the charged particle. Electronic stopping power is
the rate at which the kinetic energy (momentum) of the
charged particle is transferred to matter via electronic
excitation. This velocity-dependent function is generally
given per unit distance of the traveling particle, and great
efforts have been devoted to the calculation of this property
over the last century. Along with the seminal Bethe formula
from 1930,98 Lindhard’s linear response theory based on the
dielectric function99 in 1954 marks a major milestone in the
long history of electronic stopping power calculation. A few
informative reviews on this topic are available elsewhere.100,101
In more recent years, parameter-free first-principles calcu-
lations have been used to calculate the dielectric function of
real matter within the framework of linear response theory.102
In the past decade or so, an accurate determination of the
electronic stopping power has become possible using RT-
TDDFT nonequilibrium simulation,44,45,101 and this first-
principles theory approach has been successfully applied to
various matters, including metallic and semiconductor solids,
liquids, and DNA.4,44,45,47−50,103−105 In addition to accurate
calculation of this important property, the RT-TDDFT
simulation also provides molecular-level details of the
electronic excitations induced by the charged particle as it
transfers its kinetic energy to electrons in the target matter.
Such molecular-level understanding of the electronic excitation
is particularly important for studying the electronic stopping
process of highly heterogeneous systems like DNA in water.10
The electronic stopping process of high-energy protons in

DNA/water has garnered significant interest in recent years
because of its central role in proton beam cancer therapy,
emerging as a highly promising radiation oncology treat-

ment.4,10,51,106 The electronic stopping power for high-energy
protons (with the initial kinetic energy of a few hundred keV
or higher) in liquid water is used as the baseline for calibrating
the proton beam by developing an energy deposition profile
for human tissue together with the computed tomography
scan.107 At the same time, DNAs in tumor cells are the physical
target in which damaging electronic excitation is induced as a
result of the electronic stopping process via the “direct” effect,
which is believed to be the dominant mechanism for ion beam
therapies.108 In addition to providing an accurate electronic
stopping power for liquid water, which is a very difficult
property to obtain experimentally due to the use of particle
accelerators,6,7 RT-TDDFT can be used to directly simulate
how high-energy protons transfer the kinetic energy to DNA
via electronic excitation. Formulating it as the nonadiabatic
retarding force,46,101 the electronic stopping power can be
calculated from the electronic energy change as the projectile
particle travels at a constant velocity, v, in a nonequilibrium
simulation.47 In such simulations, the constant of motion is not
the energy by itself but the energy and the work done on the
system by the projectile ion. Then, the electronic stopping
power can be obtained as Se(v) = ⟨Ė[ρ(t)]⟩vv−1.44,101 The
angle bracket here denotes the classical ensemble average as
the projectile particle travels through the target matter at a
constant velocity v, and Ė here represents the time derivative of
the total electronic energy. This velocity-dependent function,
the stopping power, is obtained by performing a series of RT-
TDDFT simulations with various values for the projectile
particle velocity, v. This RT-TDDFT approach was successfully
used to calculate an accurate parameter-free electronic
stopping power of liquid water including the crucial part of
the stopping power curve near the peak,4 which was not
accessible in the experiments by Shimizu and co-workers.6,7
Excellent agreement of the RT-TDDFT electronic stopping
power curve with the available experimental data is seen in
Figure 2b while various linear response theory models
including the Bethe theory98 deviate considerably from the

Figure 2. (a) Solvated DNA structure in water, with the equilibrium MLWF centers shown as light blue spheres (on water), dark blue spheres (on
nucleobases), and magenta spheres (on sugar−phosphate side chains). The Base path for the projectile proton is denoted by the blue line, and the
Side path is denoted by the red line. (b) Electronic stopping power of DNA in water for the proton with the Base and Side paths. Electronic
stopping power of liquid water is shown with a black dashed line as the reference.4 The experimental electronic stopping power of liquid water by
Shimizu and co-workers is shown in cyan for comparison.6,7 Adapted with permission from ref 10. Copyright 2023 the American Physical Society.
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RT-TDDFT simulation result and from the experimental data
as discussed in ref 4.
The electronic stopping power curve for liquid water is

central to developing the energy deposition profile for patients
in ion beam radiation therapy.109 At the same time, the
fundamental scientific question of how the kinetic energy is
transferred from the high-energy protons to the DNA remains
despite its importance for developing a mechanistic under-
standing of DNA damage.110−112 Many studies indicate that
the proton beams yield complex clustering lesions with strand
breaks, including double-strand breaks, as the direct effect of
high-energy proton irradiation on DNA.113 These strand
lesions, particularly with other lesions nearby, are much more
likely to lead to cell death.114 The direct effect appears
relatively more important for ion radiation than for photon-
based radiation when compared to the indirect effect in which
DNA damage is indirectly caused by byproducts of radiation-
induced excitation/ionization of water molecules.108 Currently,
how the proton beam induces DNA lesions is not understood
at the molecular level,115 and details of the energy-transfer
mechanism from irradiating high-energy protons to DNA are
needed to help fill this crucial knowledge gap.116
RT-TDDFT simulation can be used to examine how

electronic excitations are induced in different molecular motifs
of DNA as a high-energy proton penetrates through the DNA
in water as shown in Figure 2.10 The simulated system of DNA
solvated in water contains more than 11,000 electrons, and
Figure 2a shows the position expectation values of all the
MLWFs at equilibrium, together with the two projectile proton
paths studied. The calculated electronic stopping power is
shown for these Side and Base paths in Figure 2b.
Counterintuitively, a much greater stopping power (i.e., the
energy-transfer rate) is observed for the Side path, and the
stopping power for the Side path is much higher than that of
water, particularly near the peak of the stopping power curve.
High-energy protons would irradiate uniformly in space on the
scale of individual DNAs in a proton beam, and thus, an
important question is which parts of DNA are electronically
excited by the high-energy protons. The use of the Wannier
gauge is very helpful here, as we can examine the extent to
which individual time-dependent MLWFs, which are spatially
localized on different DNA moieties, dynamically respond to
the projectile proton. The RT-TDDFT simulation shows that
significant electronic excitations take place on the sugar−
phosphate side chains rather than on the nucleobases of DNA
for the Side path, which exhibits a particularly large electronic
stopping power.10 Interestingly, the significant excitations
induced on the phosphate side chains are due to the lone-
pair electrons, which, in water, are exposed on the
deprotonated phosphate groups. These electrons tend to be
highly polarizable, but the perturbing electric field from the
projectile proton is confined close to the proton path.
Therefore, these lone-pair electrons are effectively excited
only by the projectile protons that come close to them around
the sugar−phosphate side chains. Because of the localized
nature of the electric field from the projectile proton, the Base
path does not show significant excitation on the DNA side
chains as discussed in detail in ref 10. These RT-TDDFT
simulations address only the initial excitation stage. To develop
a complete picture of DNA damage with ion irradiation,
dynamics on longer times also need to be studied as they
involve relaxation of the charge carriers117,118 and chemical
reaction dynamics.10

First-principles approaches like RT-TDDFT also provide a
convenient means to study how atomistic changes impact
nonequilibrium electron dynamics, especially when experi-
ments are challenging and costly. The proton beam has been
increasingly used in radiation oncology116,119 in spite of the
high cost of constructing and operating cyclotrons for
accelerating protons,120−123 and some have even advocated
for the use of heavier ions. This is because a larger energy
transfer can be expected for higher-Z ions according to linear
response theory.120,124−128 However, for higher-Z ions, such as
α-particles and carbon ions, our understanding of the
electronic stopping process is even more tenuous. In addition
to having various contradicting experimental measure-
ments,129−131 widely used models based on the linear response
theory fail to predict the electronic stopping power change
with the projectile ion type.49 The RT-TDDFT approach
enables us to move beyond such a linear response theory
description, allowing us to examine how the electronic
stopping power changes with α-particles and carbon ions as
the irradiating high-energy particles.132 Figure 3 shows the

stopping power for the Side path as a function of the ion
velocity for protons, α-particles, and carbon ions. The stopping
power changes considerably but not as predicted by the linear
response theory, according to which the stopping power scales
quadratically with the ion charge and the stopping power peak
position depends only on the target matter (i.e., DNA/water).

Figure 3. (a) Electron density changes (with respect to the
equilibrium ground state) for different irradiating ion types of proton,
α-particle, and carbon ion as the projectile particle in the Side path at
the stopping power peak velocities. The simulation supercell with the
periodic boundary conditions is outlined by the black line. Blue
(orange) isosurfaces represent increases (decreases) in the electron
density in response to the projectile ion. (b) Electronic stopping
power of DNA in water for the different irradiating ion types for the
Side path. The stopping powers for α-particle and carbon ion,
obtained by applying the linear response (LR) theory to the proton’s
stopping power, are also shown as the dashed lines. For the LR
models, the velocity dependence of the projectile ion charge was
accounted for by calculating the values from RT-TDDFT simulation.
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Even when the velocity dependence of the ion’s charge is taken
into account, the linear response theory results deviate
considerably from the RT-TDDFT simulation results for the
α-particle and carbon ion as seen in Figure 3b. For both α-
particles and carbon ions, the linear response theory
underestimates the stopping power by as much as 40% at
velocities close to the stopping power peak while also failing to
predict the correct peak velocity. RT-TDDFT offers a direct
nonperturbative approach to examining how the electronic
stopping dynamics change for complex heterogeneous systems
with different high-energy ions beyond the usual linear
response theory.133
Although we do not wish to dwell on the computational

details of RT-TDDFT simulation in this Perspective, let us
discuss a few practical considerations. These simulations of
DNA in the water represent some of the largest first-principles
quantum dynamics simulations with more than 11,000
electrons. In terms of the basis set functions, more than six
million plane-waves were necessary to converge the calculation.
In practical calculations, the accuracy of such simulation
depends not only on the underlying theory and related
approximations such as the XC approximation (so-called
generalized gradient approximation (GGA)134 was used here)
but also on the computational setups like the convergence of
the simulation box size for complex extended systems and the
basis set functions, etc. In order to converge the calculations
with respect to these computational settings/parameters, the
capability to perform large-scale simulations on modern
massively parallel high-performance computers (HPCs) is
essential. Therefore, tremendous efforts are spent on the
numerical implementation of RT-TDDFT methodology as a
code/software83,135,136 such that simulations can take advant-
age of modern HPCs with hundreds of thousands of
processors. For the RT-TDDFT simulation of DNA in water,
more than 250,000 processors of Theta HPC at Argonne
National Laboratory are used for the computation. The
software needs to evolve also in response to the changing
landscape of HPCs such as those represented by the
emergence of GPU-based machines,137 and this aspect tends
to be underappreciated in many fields despite its practical
importance.
This particular example showcased how RT-TDDFT

simulations can help answer some of the most outstanding
scientific questions of great societal importance using modern
HPCs, especially notable since experiments are difficult to
perform (e.g., due to the necessary use of particle accelerators).
At the same time, there are still various challenges in the
theoretical aspect. In particular, the adequacy of the XC
approximation is one of the most important considerations in
any DFT-based calculations, including RT-TDDFT simulation.
Whenever possible, it is important to assess its accuracy by
performing certain aspects of simulation using a higher-level
XC approximation as we have done, for example, for liquid
water in ref 4. With advanced XC approximations, however,
the computational cost tends to increase rather dramatically,
especially with some of the advanced XC approximations based
on so-called hybrid functionals. New algorithmic innovations
continue to play an important role in advancing our ability to
perform more accurate calculations on increasingly complex
systems like solvated DNA in water, and this aspect is
discussed in the following section (Section 4).
3.2. Floquet Topological Phase. The second example

here illustrates how RT-TDDFT can advance our fundamental

understanding, in this case, of how certain physical properties
are determined by the topological character of the time-
dependent Hamiltonian. We focus on a particular work that
connects the mathematical formulation of nonadiabatic
Thouless pumping to a chemically intuitive description on
the molecular level.5,138 One of the earliest realizations that
topological characteristics of the Hamiltonian govern certain
dynamical properties came from Thouless in 1983 when the
quantized pumping phenomenon was predicted.139 This
seminal work on quantized particle transport in a one-
dimensional system showed that the quantization derives
from the topology of the underlying quantum-mechanical
Hamiltonian. Under the adiabatic (i.e., instantaneous eigen-
states) and time-periodic evolution of the Hamiltonian, one
can show that the particle current is given by a topological
invariant called winding number. For topological insulators,
the winding number can take a nonzero integer value while it is
zero for normal/trivial insulators. The intricacy of the
Hamiltonian can be recovered conveniently in the phase
information on wave function (particularly important for
studying real systems instead of model Hamiltonians), and it
has a close connection to the modern theory of polarization
developed in the 90s.140,141 In recent years, Thouless pumping
has been demonstrated experimentally in various systems142,143
including an ultracold Fermi gas144 and atoms in optical
lattice.145
An interesting recent development is the idea of so-called

topological Floquet engineering; that is to use a time-periodic
field to induce a topological phase in a driven system that is
otherwise a trivial insulator.146,147 In a Floquet system, the
time-dependent Hamiltonian satisfies Ĥ(t + T) = Ĥ(t) and an
effective time-independent Hamiltonian can be defined via the
evolution operator over one periodic time T such thatÄÇÅÅÅÅÅÅÅ ÉÖÑÑÑÑÑÑÑH k iT i t H k t( ) ln exp d ( , )

T
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time-ordering operator and k is the reciprocal wavenumber of a
one-dimensional system. The winding number, being equal to
the integrated particle current over the periodic time T, can be
given in terms of the energy spectrum of this effective Floquet
Hamiltonian, εi (quasienergy), or equivalently in terms of
nonadiabatic Aharonov-Anandan geometric phase148 of the
Floquet states. Conveniently for electronic structure theory,
the winding number can be expressed in terms of time-
dependent Bloch states, un(k, t), as5,138ÄÇÅÅÅÅÅÅÅÅ ÉÖÑÑÑÑÑÑÑÑ
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One may note that the winding number can be expressed
ana logous ly to the s ta t i c Chern insu l a to r , a s
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Occ.= where C would be the
first Chern number of the Floquet states, and the generalized
Berry curvature is given by Fn(k, t) = i[⟨∂tun(k, t)|∂kun(k, t)⟩ −
⟨∂kun(k, t)|∂tun(k, t)⟩].141 Using the Blount identity
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| | = | | , the winding
number can be expressed in terms of the time-dependent
MLWFs, wn(r, t), as5
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where the position operator here is defined according to the
formula given by Resta for extended periodic systems149 and L
is the lattice length of the unit cell. The Berry phase
formulation is now related to the time-dependent MLWFs,
and the winding number can be interpreted intuitively as the
number of the geometric centers of the Wannier functions (i.e.,
Wannier centers) pumped over one driving cycle, T, in the
Thouless pumping.150,151 This formulation provides a chemi-
cally intuitive description of how the winding number
physically represents the number of electrons pumped in
time T, and we can connect this behavior to chemical motifs at
the molecular level.138
Using the RT-TDDFT simulation to propagate the MLWFs

in time, we can calculate the winding number via eq 5, and the
topological Floquet engineering was demonstrated by inducing
topological phases in a trans-polyacetylene polymer.5 Trans-
polyacetylene is an ideal molecular system since it embodies
key features of the classic Su-Schrieffer-Heeger model, which is
widely used to study the transition between topological
insulator and normal/trivial insulator phases by artificially
changing the empirical hopping parameters in the Hamiltonian
between the single and double C−C bonds.152 Two distinct
carbon atom sites, due to the Peierls instability, give rise to the

chiral (i.e., sublattice) symmetry in the Hamiltonian. External
time-periodic electric field, E(t) = A sin(2πt/T), is applied to
the system, and we calculate the number of electrons
transported, Q, in a single time period T (i.e., driving cycle)
as a function of the field amplitude |A| and the period T using
RT-TDDFT simulation. We must note that the single-particle
Kohn−Sham (KS) Hamiltonian depends on the time-depend-
ent KS orbitals in TDDFT, and the Floquet condition (i.e., Ĥ(t
+ T) = Ĥ(t)) is not always satisfied even when the perturbating
external potential is time-periodic. Figure 4a shows the time-
integrated current, Q, as a function of the field amplitude |A|
and the time period T, for those combinations in which the
Floquet condition is satisfied. The Floquet condition is
satisfied when the determinant of the overlap matrix between
the time-dependent KS orbitals at t = 0 and t = T is unity,5 and
Figure 4a shows the value for Q when the determinant is larger
than 0.98. For these areas, the number of transported
electrons, Q, is equal to the topological invariant, the winding
number, W, and the RT-TDDFT simulation shows that Q is
indeed quantized within the numerical precision one would
expect. In the purple-colored region where Q ≈ 0, the trivial
insulator phase (i.e., W = 0) is observed. With a higher field
amplitude, the topological phase emerges in other areas,
exhibiting W = 1, 2, and 3. The RT-TDDFT simulation can
also yield physical insights for understanding how Floquet
topological phases emerge by analyzing the quantum dynamics
of electrons in terms of valence bond theory.5 The spatially

Figure 4. (a) Integrated electron current per monomer unit over one driving cycle, Q, is shown as a function of the driving electric field period (T)
and amplitude (|A|). When the Floquet condition is satisfied, the current is an integer, given by the winding number, which is a topological
property. RT-TDDFT simulation shows that the computed value is indeed an integer within some numerical accuracy. In addition to the trivial/
normal insulator phase (shown in purple), Floquet topological phases with different values for the winding number are observed. See ref 5 for more
details. (b) Trans-polyacetylene with MLWFs that represent CC (red), C−C (green), and C−H (light blue) bonds. (c) Time evolution of the
Wannier centers for different MLWFs, for the W = 1 topological phase indicated by the magnifying glass icon in (a).

Figure 5. (a) The particle population, p t( )n
2 , as a function of time for the three dynamical transition orbitals (DTOs) with the most changes. A

particular case of the winding number of one (W = 1) is shown with the driving field period, T, of 150 au and the field amplitude, A, of 4 × 10−3 a.u.
See Figure 4a. (b) Spatial changes of the most dominating DTO (DTO1) over one driving cycle and the corresponding chemical bond structures.
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localized maximally localized Wannier functions (MLWFs)
here provide an intuitive description of chemical bond-
ing,153,154 linked with the concept of valence bonds in
chemistry. In trans-polyacetylene, two CC, one C−C, and
two C−H MLWFs can be identified in each monomer unit as
shown in Figure 4b, and the dynamics of the topological
pumping is governed by the Wannier center movement of both
CC double bonds and C−C single bonds but not of C−H
bonds as seen in Figure 4c.5 While the double and single bond
Wannier centers move in opposite directions, having more
electrons in the double bonds than in the single bonds results
in a net unidirectional transport overall. This interpretation of
the topological property in terms of the valence bond model
can be used to predict the emergence of the Floquet
topological phase with respect to molecular changes to trans-
polyacetylene as discussed in detail in ref 138.
TDDFT is gauge-invariant with respect to the unitary

transformation of the time-dependent KS orbitals such that the
underlying quantum dynamics remain unchanged. In the so-
called dynamical transition orbital (DTO) gauge,90 the
nonadiabatic Thouless pumping can be represented in terms
of minimal particle-hole transitions. The DTOs are obtained
through the unitary transformation such that each DTO is
given by a pair of the hole and particle orbitals (i.e., |ψn

DTO(t)⟩
= hn(t)|ψn

hole(t)⟩ + pn(t)|ψn
particle(t)⟩). The real-valued positive

expansion coefficients satisfy hn(t)2 + pn(t)2 = 1, and the
particle/hole orbitals are obtained from the unoccupied/
occupied eigenstates of the system at equilibrium. Figure 5a
shows how the particle population, pn(t), changes in time for
the three DTOs with the most dominant changes in the case of
the Floquet topological phase with W = 1. In this minimal
transition representation, the quantum dynamics responsible
for the topological pumping largely manifest in the time-
dependent changes of a single DTO orbital (i.e., Δρ(r, t) ≈
|Δφ1

DTO(r, t)|2). Figure 5b shows how this particular DTO
orbital changes from having π bonding character to acquiring
π* antibonding character of the molecular orbital theory.5 The
RT-TDDFT simulation here allows us to connect the
nonadiabatic Thouless pumping to these familiar concepts in
chemistry. Topological matter has become a very active topic
of research in the past decade, and RT-TDDFT simulation can
contribute greatly to its development, especially for connecting
various model Hamiltonian descriptions to real chemical
systems. There are growing efforts to develop a molecular-level
understanding of topological materials from the perspective of
chemistry,155,156 and the gauge transformation was utilized
here to rationalize how the Floquet topological phase emerges
in the framework of well-recognized chemistry concepts.138
Although RT-TDDFT simulation provides fundamental
molecular-level understanding, quantitative prediction of the
specific conditions, such as the electric field amplitudes/
frequencies, remains challenging. This is again largely due to
the approximated nature of the XC potential used in practical
RT-TDDFT simulations, and the “phase diagram” for the
topological phase is certainly susceptible to the XC
approximation. The ability to quantitatively predict the specific
electric field needed for inducing the Floquet topological phase
and guide experiments will require further advancement of
TDDFT.

4. CHALLENGES AND FUTURE DEVELOPMENT
While RT-TDDFT has rapidly garnered great interest in recent
years, especially for studying various nonequilibrium electron

dynamical phenomena, it is certainly not without outstanding
challenges. The exchange-correlation (XC) approximation
continues to be the key approximation in RT-TDDFT. Future
development must also include theoretical/computational
work on how various effects of the “environment” can be
coupled to electron dynamics, as we aim to model increasingly
more complex situations. While there are many exciting
developments, we focus on a few key developments of
particular relevance for chemistry here.

4.1. Advancing Exchange-Correlational Approxima-
tion. It was not until sufficiently accurate exchange-correlation
(XC) approximations were developed that DFT became
widely accepted in the chemistry community,157 and the
importance of XC approximation cannot be overstated. Like its
ground-state counterpart, the accuracy of TDDFT is ultimately
dependent on the XC approximation. For ground-state DFT
calculations, the XC approximation has become increasingly
sophisticated in recent years. Even those XC approximations
that belong to the fifth-rung of the so-called DFT’s Jacob’s
ladder158 like the exact exchange (EXX) plus the random phase
approximation (RPA)140 have been employed for calculations
of extended systems.159,160 Machine-learning techniques have
also been increasingly used to devise sophisticated XC
approximations in recent years.161−163 Another key approx-
imation in practical RT-TDDFT simulations is that the XC
potential depends only on the instantaneous electron density,
using the XC approximations developed for the ground-state
DFT while the true XC potential is a function of the electron
density at all previous times in principle.164 This so-called
adiabatic approximation to the XC potential is widely adapted,
but it is known to fail in describing certain types of electronic
excitation, like those with the double-excitation charac-
ter.165,166
For applications of RT-TDDFT on extended systems, local

and semilocal XC approximations remain most prevalent.
Aside from the obvious benefit of having increasingly more
quantitative predictions through the development of accurate
XC approximations, RT-TDDFT simulations will benefit
greatly from XC functionals suitable for modeling long-range
charge transfer and exciton formation/dissociation in partic-
ular.167 So-called hybrid XC functionals, in which a fraction of
EXX is included,168 have become a practical and promising
approach in this regard. Screened range-separated169 and
dielectric-dependent170,171 hybrid XC approximations have
emerged as a particularly interesting paradigm, and they could
provide an alternative to the computationally expensive many-
body Green’s function theory framework for studying excited-
state properties. These advanced XC functionals likely lead to
an accurate RT-TDDFT description of exciton dynamics in
complex extended systems. Screened range-separated hybrid
XC functionals have already been used in linear-response
TDDFT, and excitonic features in the optical absorption
spectrum were successfully modeled.172,173 Capturing excitonic
features as well as an accurate description of long-range charge-
transfer excitations typically lie beyond standard semilocal XC
approximations. However, the use of hybrid XC functionals
remains particularly difficult for studying extended systems
with delocalized KS orbitals because of its prohibitively large
computational cost, and such a difficulty is further com-
pounded in RT-TDDFT simulation. Various numerical
techniques have been devised to reduce the computational
cost, often by taking advantage of the spatially localized nature
of basis set functions.174−178 The orbital gauge invariance
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discussed in Section 2 can also be exploited to reduce the
prohibitively large computational cost associated with
EXX3,88,89 by noting that the unitary transformation of the
time-dependent KS orbitals does not change the underlying
quantum dynamics. This is particularly useful when the basis
set functions are delocalized, as for the plane-waves, which are
widely used to model extended systems in electronic structure
theory. Our recent work,3 for example, describes that the
computational cost of calculating the exchange integral is
significantly reduced by expressing the EXX part of v̂XC(r, t) as

v t w t
w t w t

w tr r
r r
r r

r( ) ( , ) d
( , ) ( , )

( , )i
j

j i
j

EXX =
*

| |
(6)

where {wi(r, t)} are the spatially localized MLWFs that are
propagated in the RT-TDDFT simulation. The EXX integral
with the time-dependent MLWFs indexed with i and j is
essentially zero if, for instance, the two MLWFs are located on
different chemical motifs separated by several tens of
Angstroms. The integral needs to be calculated only if the
MLWFs are spatially close such that |⟨wi|r|̂wi⟩ − ⟨wj|r|̂wj⟩| <
Rcutoff, where Rcutoff is a distance cutoff parameter. Since time-
dependent MLWFs generally remain spatially localized even in
RT-TDDFT simulations,2 the integral does not need to be
calculated for many MLWF pairs that are situated on different
parts of the system. This reduction becomes increasingly more
significant for large complex systems, due to the nearsighted-
ness principle of electrons.179 Such an idea has already been

employed for the ground-state DFT in the context of first-
principles molecular dynamics simulation,180,181 and the
approach works quite well also for RT-TDDFT. Figure 6
illustrates how the MLWF distance cutoff can be used to
significantly reduce the computational cost for the calculation
of the optical absorption spectrum of crystalline silicon as an
example with the PBE0182 hybrid XC functional. A small
simulation cell can be used to assess the sensitivity with respect
to the MLWF distance cutoff, and Figure 6a shows that the
spectrum does not change until the MLWF distance cutoff is
reduced to less than 15 bohr. Using the cutoff distance of 15
bohr, we can compute the converged optical absorption
spectrum of crystalline silicon using a large 2048-atom (8192
electrons) simulation cell, as shown in Figure 6b. Figure 6c
shows that only 4.06% of all of the EXX integrals need to be
calculated, and the overall computational cost is reduced
significantly by an order of magnitude. Even with the massively
parallel HPC we used here (Theta machine at Argonne
National Laboratory, using 32,768 processors), such a large
hybrid-XC RT-TDDFT simulation would have not been
practical without the use of the MLWF distance cutoff
approach.
Let us discuss how hybrid XC approximations improve the

RT-TDDFT accuracy by using the description of electronic
excitation as an example, particularly the excitonic effect. In the
simplest approximation, we might neglect the quantum-
mechanical interaction between the excited electron and the
hole. At the same time, the interaction between the excited
electron and the hole, often called the excitonic effect, can be

Figure 6. (a) Sensitivity of the calculated optical absorption spectrum with respect to the MLWF cutoff distance, Rcutoff, for PBE0 hybrid XC
approximation. A small 512-electron simulation cell of crystalline silicon with periodic boundary conditions (PBCs) was used to determine the
minimal necessary MLWF cutoff distance. An optical absorption spectrum can be calculated from the RT-TDDFT simulation of electron dynamics
as discussed in ref 3. (b) An optical absorption spectrum of crystalline silicon according to the PBE0 hybrid XC approximation was obtained with a
large simulation cell (8192 valence electrons) with the PBC. The result using the LDA XC approximation is shown for comparison. (c) The
number of EXX integrals calculated is shown for PBE, PBE0, and PBE0 with the MLWF cutoff distance, Rcutoff = 15 bohr. The relative
computational cost is also shown for these simulations performed on an ALCF-Theta machine using 32,768 processors (512 KNL nodes), and only
MPI (no open-MP/SIMD) was used for the benchmarking purpose.
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important in various situations, and accurate atomistic
modeling of this quasi-particle, the exciton, with first-principles
theory is of great interest. An infinite chain of elongated H2
molecules is often used as a test case for modeling the excitonic
effect in the optical absorption spectrum of an extended
system.1 Figure 7 shows the comparison of optical absorption

spectra computed from a RT-TDDFT simulation using several
popular XC approximations of different sophistications from
the LDA to GGA (PBE),134 meta-GGA (SCAN),183,184 and
hybrid-GGAs (PBE0182 and B3LYP185). The spectra are also
compared to the linear-response TDDFT calculation using the
long-range corrected (LRC) XC kernels1,186−188 and to the
Bethe−Salpeter equation (BSE) calculation.189−191 The BSE is
a many-body Green’s function theory approach and is
currently the state-of-the-art method for studying electronic
excitation in condensed matter systems even though its large
computational cost often prevents us from applying the
calculation routinely. The BSE formalism explicitly takes into
account the excitonic effect that derives from the quantum-
mechanical interaction between the excited electron and hole.
As seen in Figure 7, semilocal XC approximations like LDA,
PBE, and SCAN erroneously yield a much broader absorption
spectrum in addition to having the peak position red-shifted.
The hybrid XC approximation, PBE0, greatly improves on
these shortcomings, and a similar improvement is also
observed for the B3LYP hybrid XC approximation.192,193
Recent advances, especially via the screened and dielectric-
dependent hybrid XC framework,171−173 are likely to further
improve the accuracy of DFT-related methodologies including
RT-TDDFT simulation.
Alternatively to the hybrid XC methodology, incorporating

the long-range screening of electron−hole interaction through
the XC vector potential has also become a promising avenue
for modeling exciton dynamics in RT-TDDFT.9 While such an
approach has been successfully demonstrated within a linear-

response TDDFT calculation186,187 (e.g., see Figure 7), its
adaptation in RT-TDDFT simulations was reported only
recently by the groups of Schleife and Ullrich.9 The electronic
current tends to become rather unstable due to the explicit
dependence of the XC vector potential on the time-dependent
current, and further advancement is needed before its
widespread usage can be expected for practical application.
Despite practical challenges, the TD current-DFT14,194−196

formulation provides a more general formalism of RT-TDDFT
for remedying another important limitation, the adiabatic
approximation to the XC effect.22,164,165 As mentioned briefly,
a key approximation in practical RT-TDDFT simulations is
that the XC potential depends on only the instantaneous
electron density. Vignale and Kohn showed that the “history”
dependence of the XC effect can be incorporated through the
time-dependent current as a basic variable.195 This formulation
within the linear response theory was later extended to the
mathematical form applicable to RT-TDDFT through the XC
vector potential with the time-dependent current.197,198
Alleviating the adiabatic approximation for the XC potential
remains a fundamental TDDFT topic of great importance,165
and RT-TDDFT can potentially benefit greatly from new
advances in TD current-DFT formulation.199

4.2. Coupled Quantum Dynamics with Protons. While
the positions of atomic nuclei are often held fixed in a RT-
TDDFT simulation, it is straightforward to incorporate the
nuclear movement with the so-called Ehrenfest dynamics
approach.200 This approach can be employed with various
electronic structure methods.201 When it is used in
conjunction with RT-TDDFT, the dynamics of the classical
nuclei are governed by Newton’s equation of motion and the
forces on nuclei are obtained by calculating the gradient of
DFT energy functional with respect to their positions. In this
description, the Coulomb interaction with the time-dependent
electron density is responsible for the forces. Although the
Ehrenfest dynamics is a powerful and popular mixed quantum-
classical dynamics method, some key physics are missing and
some well-recognized phenomena cannot be properly modeled
(e.g., the Joule heating).202 Perhaps most imperative in
chemistry, the dynamics of some light nuclei like those of
protons sometimes require explicit quantum mechanical
treatment. For studying concerted dynamical phenomena
such as proton-coupled electron transfer (PCET) and
excited-state proton transfer (ESPT), the quantum dynamical
nature of protons can be important for obtaining a correct
description. The Hohenberg−Kohn theorem has been formally
extended in the so-called multicomponent DFT formalism
such that more than one type of particle can be described as
quantum particles without the Born−Oppenheimer approx-
imation.203−205 This is a particularly powerful theoretical
formulation because it naturally incorporates quantum-
mechanical correlation among electrons and other nuclei like
protons. In parallel, Hammes-Schiffer and co-workers
developed the so-called nuclear electronic orbital (NEO)
method such that electronic and nuclear degrees of freedom
can be treated quantum-mechanically on an equal footing in
electronic structure theory.206,207 The NEO method has been
extended to the Kohn−Sham ansatz of DFT, making the
multicomponent DFT a particularly practical approach for
studying interesting phenomena in which both protons and
electrons need to be treated quantum-mechanically. In this
context, Yang et al. developed electron−proton correlation
functionals via the Colle-Salvetti ansatz,208,209 and the

Figure 7. Optical absorption spectrum for the infinite chain of
elongated H2 (see ref 1 for more details), obtained from the RT-
TDDFT simulation using several XC approximations. The simulation
cell consists of 116 H2 with periodic boundary conditions. We also
show the BSE calculation with a GW quasiparticle energy shift9 and
linear-response TDDFT calculation with the tuned long-range
corrected kernel (LRC-LDA)1 for comparison.9 For hybrid XC
approximations, only 11% of the EXX integrals needed to be
computed because MLWFs are propagated in the RT-TDDFT
simulations. This made the computational cost with hybrid XC
approximations only five times more expensive than that of GGA
calculations.
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extension of NEO−DFT to the real-time propagation method
by Li26 and Hammes-Schiffer206,207 has further advanced the
exciting realm of RT-TDDFT210 (RT-NEO-TDDFT). With
reliable approximations for the electron−proton correlation
functional along with further development for adapting the
periodic boundary conditions to study extended systems,211 it
is now possible to study coupled quantum dynamics of
electrons and protons in complex chemical systems.8
Let us briefly discuss how such an RT-NEO-TDDFT

methodology is opening up a new research direction through
an example. Excited-state intramolecular proton transfer
(ESIPT) is a prototypical class of chemical dynamics in
which quantum-mechanical proton transfer is induced by
electronic excitation in a molecule. Intramolecular proton
transfer in an o-hydroxybenzaldehyde (oHBA) molecule has
been studied as a classic example of ESIPT, including via the
RT-NEO-TDDFT approach.210 New advances further enable
us to examine how nonequilibrium electron dynamics impact
the ESIPT process when the molecule is part of a complex
heterogeneous environment like being chemisorbed at a
semiconductor surface.8,211 The initial electronic excitation,
modeled here by simply promoting an electron from HOMO
to LUMO of the oHBA molecule, causes the quantum-
mechanical proton to transfer between two oxygen atoms (OD
and OA) on the femtosecond time scale as discussed in ref 210
(see Figure 8a). When the molecule is adsorbed on an H−

Si(111) surface, the orbital hybridization results in having
three KS eigenstates with an appreciable molecular HOMO
character and only one KS eigenstate with significant molecular
LUMO character, as shown in Figure 8b,c. Even when a −C
C− linker group is inserted between the oHBA molecule and
the Si(111) surface (instead of directly chemisorbed), this
electronic structure description does not change. Mulliken
charge analysis shows that more than 80% of the hybridized
LUMO is spatially localized on the molecule while each
hybridized HOMO shows only about 20% is on the molecule.
In the RT-NEO-TDDFT simulation, an electron is promoted
from one of the three hybridized HOMOs to the hybridized
LUMO at the beginning of the simulation (i.e., t = 0) as
depicted in Figure 8c. Figure 9a shows the distances between
the position expectation value of the quantum proton to the

accepting (OA) and donating (OD) oxygen atoms (see Figure
8a). The proton transfer does not take place when the
molecule is directly adsorbed on the surface, while the proton
transfer still takes place when the linker group is present.
Figure 9b shows the time-dependent probability amplitude of
the excited electron within the oHBA molecule. When the
molecule is directly bonded to the surface, the excited electron
quickly transfers to the semiconductor surface on the same
time scale as the proton transfer. However, the excited electron
largely remains within the molecule on that time scale when
the molecule is adsorbed with the linker group and situated
farther away from the surface. Even for the ultrafast proton
transfer here, the time scale of the interfacial excited electron
transfer is comparatively fast in the direct attachment case and
the driving force for the proton transfer rapidly diminished as
schematically depicted in Figure 9c. In summary, the RT-
NEO-TDDFT simulation of the coupled quantum dynamics of
electrons and protons enabled us to study the competition
between the interfacial excited electron transfer and proton
transfer from first principles.8 This type of RT-TDDFT
simulation in which protons are quantized via the NEO
method opens an exciting new research direction, and
understanding such coupled quantum dynamics of protons
and electrons in heterogeneous systems is particularly
important in the context of the CO2 reduction reaction at
molecular-functionalized photocathodes as pursued in the
DOE Energy Innovation Hub: Center for Hybrid Approaches
in Solar Energy to Liquid Fuels (CHASE).212
Quantum dynamics of nuclei, particularly of protons, is

receiving great attention nowadays in general. The NEO
method is certainly not the only formalism that we can employ
for RT-TDDFT simulation. Meng and co-workers recently
extended the RT-TDDFT simulation with a path-integral
representation for nuclei213 via ring-polymer molecular
dynamics.214−216 They have successfully applied this method
to study the ultrafast proton transfer in liquid water, as it is
experimentally observed with the ionization of water
molecules. They found that the quantum nature of the proton
is essential to ultrafast proton transfer. Exact factorization is

Figure 8. (a) The o-hydroxybenzaldehyde (oHBA) molecule which
exhibits ultrafast intramolecular proton transfer upon HOMO−
LUMO electronic excitation. Blue and yellow isosurface plots show
the LUMO and HOMO, respectively. (b) oHBA adsorbed directly on
a H−Si(111) semiconductor surface. Hybridized HOMO and LUMO
are also shown. (c) Electronic density of states for the interfaced
system of oHBA adsorbed directly on the H−Si(111) surface. At t = 0
in the RT-NEO-TDDFT simulation, an electron is manually
promoted from one of the three hybridized HOMOs to the
hybridized LUMO. Adapted with permission from ref 8. Copyright
2023 the American Physical Society.

Figure 9. RT-NEO-TDDFT simulation of oHBA on the H−Si(111)
surface with and without a −CC− linker between the oHBA
molecule and the surface. (a) The distances between the position
expectation value of the quantum proton to the accepting (OA) and
donating (OD) oxygen atoms in oHBA. The comparison to the result
for the molecule in the gas phase is also shown. (b) Fraction of the
excited electron in the oHBA molecule, according to the Mulliken
population analysis. (c) Schematics of how the linker group impacts
the interfacial excited electron transfer and the intramolecular proton
transfer. Adapted with permission from ref 8. Copyright 2023 the
American Physical Society.
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another emerging formalism that enables incorporation of
nuclear quantum dynamics. The general formulation of the
exact factorization was introduced in 2010 by Gross and co-
workers,217 and it has also been extended in the context of
DFT.218 Their work has shown that the total multicomponent
wave function can be expressed as a simple product of a
nuclear wave function and a conditional electronic wave
function. These two wave functions are coupled via additional
effective vector and scalar potentials in their respective
Hamiltonians for the nuclear and electronic degrees of
freedom. While the exact factorization has not been extensively
used to study the dynamics of complex chemical systems, this
formalism is also promising for simulating coupled quantum
dynamics within RT-TDDFT framework.219,220

5. CONCLUDING REMARK AND FUTURE OUTLOOK
Time-dependent density functional theory (TDDFT) has
become the first-principles method of choice for studying
various electronic excitation properties of a wide range of
systems from molecules to condensed phase systems such as
liquids and solids. In particular, the linear response theory
formulation of TDDFT has garnered great popularity for
calculating the optical properties of molecules. At the same
time, new advances in computational methods and the
availability of increasingly powerful computing hardware have
facilitated the growing popularity of the explicit real-time
propagation approach for TDDFT (RT-TDDFT) in the last
few decades. In addition to studying nonlinear effects in
photoexcitation, RT-TDDFT is used to study various non-
equilibrium electron dynamics phenomena. In this Perspective,
we discussed studies on the electronic stopping of DNA in
water and the emergence of the Floquet topological phase in
molecular systems as examples of how RT-TDDFT simu-
lations have enabled us to gain new scientific understandings.
Recent advances have made it possible to simulate non-
equilibrium electron dynamics in complex chemical systems
from first-principles, and this new computational paradigm
offers an exciting alternative to the traditional approach to
quantum dynamics with model Hamiltonians.
Despite its great success in recent years, the RT-TDDFT

method is certainly not without outstanding challenges. RT-
TDDFT simulations are not free from the same challenges that
DFT practitioners continue to face concerning the exchange-
correlation (XC) approximation. In addition to accuracy, the
efficiency of approximated XC functionals is an important
practical consideration for computationally expensive RT-
TDDFT simulations. Additionally, the history-memory de-
pendence of the XC approximation remains a challenging
question for TDDFT and is particularly difficult to handle in
RT-TDDFT simulations. For RT-TDDFT to contribute to
greater scientific impacts by studying increasingly complex
systems and phenomena, future development must also include
theoretical/computational work on incorporating various
effects of the “environment” in explicit electron dynamics. In
this Perspective, we discussed the coupled quantum dynamics
of electrons with protons as an example in this direction.
Modeling the quantum nature of photons221,222 and macro-
scopic electromagnetic fields223 with the nonequilibrium
electron dynamics is another important direction for RT-
TDDFT simulation. Coupling with phonons/vibrations is
another important consideration, as it is largely responsible for
the relaxation/thermalization of excited electrons, which
usually takes place over picoseconds or even longer. While

the surface hopping method224 has been combined with the
quantum dynamics simulation in the KS single-particle picture
with great success,225,226 direct RT-TDDFT simulation of such
a long time scale process is computationally impractical in
most cases. An emerging use of machine learning for quantum
dynamics simulation227,228 can potentially alleviate this time
scale problem for RT-TDDFT simulations in the future.
Another challenge in describing this type of coupling is the
decoherence/dephasing effect due to nuclear dynamics.229,230
Under certain approximations, it is possible to incorporate the
decoherence effect even in the mixed quantum-classical
dynamics methods by calculating the decoherence rate from
first principles.231−233 At the same time, accounting for the
decoherence directly within the RT-TDDFT simulation
remains an active area of research.234−236 There are many
outstanding and exciting challenges for RT-TDDFT, and they
continue to require active computational and theoretical
development in the field.
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M. H.; Weber, V.; Borsťnik, U.; Taillefumier, M.; Jakobovits, A. S.;
Lazzaro, A.; Pabst, H.; Müller, T.; Schade, R.; Guidon, M.;
Andermatt, S.; Holmberg, N.; Schenter, G. K.; Hehn, A.; Bussy, A.;
Belleflamme, F.; Tabacchi, G.; Glöß, A.; Lass, M.; Bethune, I.; Mundy,
C. J.; Plessl, C.; Watkins, M.; VandeVondele, J.; Krack, M.; Hutter, J.
CP2K: An electronic structure and molecular dynamics software
package - Quickstep: Efficient and accurate electronic structure
calculations. J. Chem. Phys. 2020, 152 (19), 194103.
(72) Noda, M.; Sato, S. A.; Hirokawa, Y.; Uemoto, M.; Takeuchi, T.;
Yamada, S.; Yamada, A.; Shinohara, Y.; Yamaguchi, M.; Iida, K.; Floss,
I.; Otobe, T.; Lee, K.-M.; Ishimura, K.; Boku, T.; Bertsch, G. F.;
Nobusada, K.; Yabana, K. SALMON: Scalable Ab-initio Light−Matter
simulator for Optics and Nanoscience. Comput. Phys. Commun. 2019,
235, 356−365.
(73) Marques, M. A. L.; Castro, A.; Bertsch, G. F.; Rubio, A.
octopus: a first-principles tool for excited electron−ion dynamics.
Comput. Phys. Commun. 2003, 151 (1), 60−78.
(74) Tancogne-Dejean, N.; Oliveira, M. J. T.; Andrade, X.; Appel,
H.; Borca, C. H.; Le Breton, G.; Buchholz, F.; Castro, A.; Corni, S.;
Correa, A. A.; De Giovannini, U.; Delgado, A.; Eich, F. G.; Flick, J.;
Gil, G.; Gomez, A.; Helbig, N.; Hübener, H.; Jestädt, R.; Jornet-
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