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Abstract

The high computational and memory requirements of gener-
ative large language models (LLMs) make it challenging to
serve them cheaply. This paper aims to reduce the monetary
cost for serving LLMs by leveraging preemptible GPU in-
stances on modern clouds, which offer accesses to spare GPU
resources at a much cheaper price than regular instances
but may be preempted by the cloud provider at any time.
Serving LLMs on preemptible instances requires addressing
challenges induced by frequent instance preemptions and the
necessity of migrating instances to handle the preemptions.

This paper presents SpotServe, the first distributed LLM
serving system on preemptible instances. Several key tech-
niques of SpotServe realize fast and reliable serving of gener-
ative LLMs on cheap preemptible instances. First, SpotServe
dynamically adapts the LLM parallelization configuration
for dynamic instance availability and fluctuating workload,
while balancing the trade-off among the overall throughput,
inference latency and monetary costs. Second, to minimize
the cost of migrating instances for dynamic reparallelization,
the task of migrating instances is formulated as a bipartite
graph matching problem in SpotServe, which uses the Kuhn-
Munkres algorithm to identify an optimal migration plan that
minimizes communication cost. Finally, to take advantage of
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the grace period offered by modern cloud platforms, we intro-
duce stateful inference recovery, a new inference mechanism
that commits inference progress at a much finer granular-
ity and allows SpotServe to cheaply resume inference upon
preemption. We evaluate SpotServe on real spot instance
preemption traces and various popular LLMs and show that
SpotServe can reduce the P99 tail latency by 2.4 - 9.1X com-
pared with the best existing LLM serving systems. We also
show that SpotServe can leverage the price advantage of
preemptive instances, saving 54% monetary cost compared
with only using on-demand instances. The code is publicly
available at: https://github.com/Hsword/SpotServe.
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1 Introduction

Large language models (LLMs), such as ChatGPT [13] and
GPT-4 [39], have demonstrated remarkable capabilities of
creating natural language texts across various application
domains, including summarization, instruction following,
and question answering [29, 58]. However, the high compu-
tational and memory requirements of LLMs make it challeng-
ing to efficiently serve them on modern hardware platforms.
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To address this challenge, recent work has introduced a va-
riety of approaches [31] to parallelizing LLM inference by
partitioning an LLM into multiple sub-models, each of which
is deployed on a dedicated device. For example, GPT-3 in-
cludes 175 billion parameters and requires more than 16
NVIDIA A100-40GB GPUs to store the model parameters in
single-precision floating points, which costs more than $66
per hour to serve a single inference pipeline on AWS [13].
As the size of LLMs progressively increases, serving them on
regular cloud instances becomes prohibitively expensive for
most organizations, especially those with limited budgets.

Modern clouds offer a variety of preemptible GPU in-
stances (e.g., AWS spot instances and Azure spot VMs [1, 3]),
which provides a more affordable approach to serving LLMs.
These instances run on spare capacity on modern clouds at
a price up to 90% lower than on-demand instances [3]. How-
ever, different from on-demand instances, spot instances may
be preempted at any time when the capacity is needed by
other instances. When a spot instance is preempted, modern
cloud platforms generally provide a grace period (e.g., 30 sec-
onds for AWS spot instances), which allows the instance to
complete running tasks and gracefully stop.

Prior work has introduced several DNN serving systems
that leverage spot instances to reduce the monetary cost of
DNN inference. Most of these systems (e.g., MArk [57], Cock-
tail [19]) target small DNN models that can fit on a single
spot instance with one or multiple GPUs [23, 56], and han-
dle preemptions using request rerouting [57] or redundant
computation [23, 48]. While these approaches can effectively
serve small models using data parallelism, they cannot scale
to LLMs, serving which requires combining data, tensor
model, and pipeline model parallelism [34, 47, 50, 61]. Model
parallelism enlarges the minimal inference granularity from
a single GPU instance to a group of instances (i.e., an in-
ference pipeline), which requires more efficient methods to
handle preemptions than rerouting and redundant computa-
tion, since preemptions are no longer independent and each
preemption affects all other instances in the same pipeline.

This paper presents SpotServe, the first distributed gener-
ative LLM serving system on spot instances. SpotServe par-
allelizes LLM inference across multiple spot GPU instances
by combining data, tensor model, and pipeline model par-
allelism, and produces identical results as serving the LLM
using on-demand instances. Serving LLMs on spot GPU in-
stances requires addressing three main challenges: (1) dy-
namically reparallelizing LLM inference, (2) cheaply migrat-
ing instances, and (3) effectively leveraging grace period. We
elaborate on these challenges and the key ideas SpotServe
uses to overcome them.

Challenge #1: dynamic reparallelization. Serving LLMs
requires parallelizing the model parameters and computa-
tions across multiple GPUs using a combination of intra-
operator (e.g., data and tensor model [8, 22]) and inter-operator
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(e.g., pipeline model [35, 61]) parallelization strategies. The
first challenge SpotServe must address is the frequently
changing number of available spot instances due to instance
preemptions and acquisitions, which requires dynamically
adapting the parallelization configuration to achieve opti-
mized LLM serving performance, a problem we called dy-
namic reparallelization.

To address this challenge, SpotServe’s parallelization con-
troller dynamically adapts the parallelization strategy for
serving LLMs in response to changes in spot-instance avail-
ability. SpotServe considers both the inference latency of a
parallelization strategy and its serving throughput, and uses
a hybrid optimization algorithm to balance the trade-off be-
tween throughput and latency. Dynamically reparallelizing
LLM inference allows SpotServe to quickly adapt to changes
to spot instances’ availability and requests’ arrival rates.

Challenge #2: instance migration. A second challenge
SpotServe must tackle is minimizing the cost of migrating
GPU instances for reparallelization. In particular, when tran-
sitioning to a different parallelization strategy, SpotServe
must reinitialize all spot instances to incorporate new model
parameters and establish new communication groups. Prior
work on serving small DNN models on spot instances pre-
sumed negligible overheads to reinitialize a spot instance [19,
57]. However, we have observed that this assumption is not
valid for LLMs, since restarting LLM serving from scratch
results in substantial overheads. For example, loading a GPT
model with 120 billion parameters from persistent storage
takes more than 2 minutes on AWS.

To minimize the migration cost for reparallelization, Spot-
Serve opportunistically reuses the model parameters and
intermediate results such as key/value cache of an inference
request (see Section 2) to minimize inter-instance commu-
nication. The task of mapping available spot instances to
the device mesh of a parallelization strategy is formalized
as a bipartite graph matching problem in SpotServe, which
leverages the Kuhn-Munkres (KM) algorithm to identify an
optimal device mapping that minimizes the cost of migrat-
ing spot instances for reparallelization. In addition, to decide
in which order to migrate instances, SpotServe’s migration
planner leverages the sequential execution order of pipeline
stages to overlap instance migration with inference compu-
tation.

Challenge #3: grace period. Leveraging the grace pe-
riod provided by modern clouds presents another challenge
as the inference time for LLMs may surpass the grace pe-
riod, therefore leading to unfinished requests. In existing
spot-instance serving systems, these unfinished requests are
generally rerouted to other inference pipelines, where the
inference computation of these requests is restarted from
the beginning. This approach does not efficiently use grace
period and results in redundant computations.
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To take advantage of grace period, SpotServe leverages the
autoregressive nature of LLMs and introduces stateful infer-
ence recovery, which allows inference engines in SpotServe
to commit their progresses at the token level, rather than the
request level as used in prior work. SpotServe’s inference
engine uses a just-in-time (JIT) arrangement to determine
when to migrate the key/value cache of committed tokens to
other available instances, which will use the cached results
to resume inference.

The above techniques allow SpotServe to significantly
outperform existing approaches for serving LLMs on spot
instances. We have evaluated SpotServe on real traces and
a variety of LLMs and shown that SpotServe reduces the
P99 tail latency by 2.4 - 9.1x compared with existing LLM
serving systems. In addition, SpotServe can utilize spot in-
stance to reduce the monetary cost for serving LLMs by up to
54% compared with on-demand LLM serving systems while
maintaining the same serving latency.

2 Background
2.1 Generative LLM Inference

LLMs generally stack several identical Transformer [51] lay-
ers, each of which contains multi-head attention mechanisms
and feed-forward networks (FFNs), as shown in Figure 1a.
Most LLMs adopt the auto-regressive decoding mechanism,
leading to an incremental inference process consisting of
several iterations. We dive deeper into the iterative process
to provide a better understanding of LLM inference. Given a
batch of input requests, the corresponding execution latency
lexe is divided into two components in E.q.(1):

Sout

lexe(Sout|Sin) = lexe (Sin) + Z texe (Sin + i) (1)
i=1

~ texe(Sin) + Sout X texe(1) (2)

where t.,. indicates the LLM’s execution time as a function
of decoding sequence length, S;, is the length of the prompt
tokens provided the user, and S, is the length of the output
tokens generated by the LLM. The first decoding iteration
of a request is called its initial phase, where the LLM takes
all prompt tokens as input, processes them in parallel, and
produces the first output token. After that, each incremental
decoding iteration considers all prompt tokens together with
currently generated output tokens as input and generates
one additional output token. Figure 1a illustrates an example
where an LLM takes “ABCD” as the input sequence (i.e.,
Sin = 4) and generates one output token in each iteration.
Existing generative inference systems (e.g., FasterTrans-
former [5], Orca [56], Speclnfer [32], vLLM [25]) use a key-
value (KV) caching optimization that caches the keys and
values of all Transformer layers in GPU device memory.
The KV cache avoids recomputing preceding tokens dur-
ing attention calculation, resulting in an almost constant
per-iteration decoding time (i.e., fex. (1) in Equation (2) and
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Figure 1a). However, as the output sequence grows, the mem-
ory requirement of KV cache keeps expanding and can be
significant in real workloads (e.g., 1.7 GB per-sequence for
LLaMA-13B [25], or several TBs for OPT-175B [44]).

2.2 Distributed Inference of DNNs

Existing distributed DNN serving systems such as NVIDIA
Triton [2] generally maintain multiple concurrent inference
pipelines, each of which independently serves an inference
engine such as FasterTransformer [5] on several GPU devices.
An inference server receives input requests, partitions them
into small batches, and dispatches them to these inference
pipelines. All GPUs of each inference pipeline work collabo-
ratively to perform DNN inference and send the output back
to the inference server. For each inference request, its end-
to-end inference latency I,.q is divided into two parts: the
scheduling overhead ., and the execution latency l.x.. The
former is determined by the arrival rate of input requests and
the peak serving rate of the inference system. If the arrival
rate exceeds the peak serving rate, input requests cannot
be processed in time, resulting in an increase of scheduling
overhead. In this case, the inference system must improve
the serving capability by improving the overall throughput.
When the arrival rate is lower than the peak serving rate, [;.p
still exists because the requests’ arrival intervals can be non-
uniform, in which case burst requests introduce scheduling
overheads. All GPUs within an inference pipeline parallelize
inference computation by combining two categories of par-
allel paradigms, as illustrated in Figure 2.

Inter-operator parallelism. Pipeline model parallelism [21]
is a commonly used inter-operator parallelism strategy, which
partitions the operators of a DNN into multiple stages with
data dependencies. Figure 2a shows an example of partition-
ing a multi-layer Transformer model into two stages, each of
which has half of the layers. These stages can form a pipeline
based on certain pipeline scheduling mechanisms [35, 36].

Intra-operator Parallelism. Tensor model parallelism [45]
splits each DNN operator into several shards across the de-
vices. As shown in Figure 2b, the corresponding tensors are
also sharded based on certain distributed data layout. The
participating devices perform computation in parallel and
communicate with others to exchange intermediate results.

Note that both the data dependencies in pipeline model
parallelism and the collective communications in tensor
model parallelism do not naturally provide fault tolerance.
The preemption of a single instance can potentially hang all
the other instances in the same inference pipeline. A pre-
emption may also break multiple inference pipelines if these
pipelines are supported by different GPUs located on the
same preempted instance. This chain crashing problem en-
larges the affects of a single instance’s preemption from itself
to several pipelines. The affected instances are not physically
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terminated but stay idle until new instances are allocated to
establish new inference pipelines.

2.3 Preemptible LLM Inference

Recent work has introduced a variety of techniques to han-
dle instance preemptions when using cheap spot instances
for DNN computation. For example, Varuna [12] maximizes
training throughput by dynamically changing the hybrid
data and pipeline parallel configuration after each instance
preemption. Bamboo [48] uses a redundancy-based preemp-
tion recovery mechanism in pipeline parallel training by
replicating each instance’s computation on another spot in-
stance. These techniques are designed for distributed DNN
training and do not apply to generative LLM serving. Since
distributed LLM serving is an important and timely research
topic, accompanied by huge emerging demands in practice,
it is obvious that serving LLM over spot instances could be a
worthwhile attempt. Existing LLM serving systems such as
FasterTransformer [5] do not provide preemption handling
capability for distributed LLM inference.

Figure 1b illustrates the obstacle of existing systems when
serving LLMs on preemptible instances. We show an exam-
ple of one distributed LLM inference pipeline deployed over
4 instances (one GPU per instance) through the combina-
tion of 2-way pipeline model parallelism and 2-way tensor
model parallelism. The inference process starts after system

initialization and functions normally for request ry. During
the incremental decoding process of request r1, GPU 1 gets
preempted at the timestamp highlighted in red and the other
three GPUs have to be halted since the inference pipeline is
broken. Due to the preemption, the state of r; (i.e., KV cache)
is lost. When a new GPU instance is launched, it can join the
inference pipeline and these 4 GPUs reinitialize and restart
the inference process of r;. As a result, the request latency
is significantly increased due to preemption.

3 SpotServe Design

The increased request inference latency caused by instance
preemption is mainly manifested in three aspects. Firstly,
once a preemption happens, the entire inference pipeline
comes to a halt, which may result in request waiting over-
head and/or additional request pending overhead (i.e., rerout-
ing to another inference pipeline). Secondly, after a new in-
stance joins, there are necessary system initialization costs,
such as launching the distributed inference engine and load-
ing model parameters. Finally, throughout this process, the
overall reduction in system throughput can potentially lead
to an accumulation of subsequent incoming requests, thereby
amplifying their inference latency.

We develop SpotServe to mitigate the impacts of these
issues on the end-to-end inference latency. First, to alleviate
the waiting time caused by the integration of new instances,
SpotServe facilitates the integration of on-demand instances
to ensure swift instance acquisition. Second, to reduce the
runtime overhead of system re-initialization, SpotServe in-
troduces an efficient context management mechanism that
leverages inter-instance network links to preserve inference
progress (in the form of KV cache) and obviate the need
for expensive model parameter reloading. Third, to strike a
better balance among serving throughput, latency, and mon-
etary cost during node availability fluctuations, SpotServe
incorporates a workload-aware adaptive configuration opti-
mization algorithm, which dynamically selects an optimal
parallel configuration, enabling real-time dynamic context
migration and seamless configuration transitions.
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Figure 3. An overview of SpotServe.

3.1 System Overview

Figure 3 illustrates an overview of SpotServe. The inference
server is deployed on a dedicated on-demand CPU instance
and hosts a request manager, a meta-context manager, and
an instance manager. The request manager is responsible
for receiving input requests, dynamically partitioning them
into batches, assigning these batches to inference instances
running on spot GPU instances, collecting generated outputs
from the inference instances, and finally sending the results
back to users. The instance manager interacts with the cloud
and receives instance preemption/acquisition notifications.

An inference engineis deployed on each spot or on-demand
GPU instance to serve LLM inference. Each inference engine
includes a context daemon that manages the model param-
eters (i.e., model context) and intermediate activations (i.e.,
cache context) for different requests inside a certain GPU.
The inference engine can access these context information
through the proxy provided by the context daemon. If the
inference engine has to be interrupted due to the preemption
of dependent instances, the context daemon process is still
alive, which avoids reloading the context into the GPU when
restarting the inference.

When the system’s serving capability becomes incom-
patible with the workload or is about to, the meta-context
manager manages the adjustment of the parallel configura-
tion by sending instructions for context migration to all GPU
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Algorithm 1 Adaptive configuration optimizer.

1: function CONFIGOPTIMIZER(Ny, Cy, ;)
2: if 3C.¢(C) > a; and cloud has enough instances for C
then

3: Ct+1 ¢ arg minclqs(c)Zat lreq(C)

4: else

5: Ci41 « arg maxc|n, $(0)

6: A « #Instances(Cs+1) — Nt

7: if A > 0 then

8: InstanceManager.alloc(A, ondemand_and_spot)
9: else

10: InstanceManager. free(—A, ondemand_first)

11: ConfigUpdate(Cy, Cr41)

instances. The new configurations are proposed by the par-
allelization controller and materialized by the device mapper
and migration planner. Each inference engine also launches
an interruption arranger to support stateful inference recov-
ery to further reduce inference latency.

For the rest of this paper, we first introduce SpotServe’s
design, including the parallelization controller in §3.2, device
mapper in §3.3, migration planner in §3.4, and interruption
arranger in §4. Finally, we introduce SpotServe’s implemen-
tation in §5 and evaluate its performance in §6.

3.2 Parallelization Controller

SpotServe uses parallel configurations to identify a strategy
to parallelize LLM serving across multiple GPU instances. A
parallel configurationis represented as a tuple C = (D, P, M, B),
where D, P, and M indicate the data, pipeline-model and
tensor-model parallelism degrees, and B is the maximum
mini-batch size. A key difference between SpotServe and
existing spot-instance serving systems is that SpotServe can
proactively adjust its parallel configuration by leveraging
the ahead-of-time notifications provided by the cloud to
handle instance preemptions and acquisitions. For each pre-
emption and acquisition notification, SpotServe’s paralleliza-
tion controller opportunistically adjusts the parallelization
configuration to improve LLM serving performance. Such
reparallelization mechanism is also adaptive for fluctuating
inference workload, which has been extensively studied in
prior work [57].

Grace period of spot instance. Modern clouds generally
offer a grace period (e.g., 30 seconds on Azure [3]) to allow a
spot instance to complete running tasks before preempting
the instance. Allocating new instance doesn’t have a grace
period, but initializing inference engine also takes a short
period of time (e.g., 2 minutes for launching and initializing
in our evaluations), which can be measured in advance and
treated as the acquisition grace period in SpotServe.

Adaptive configuration optimizer. SpotServe uses an
adaptive optimization algorithm to balance the trade-off
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Figure 4. Figure 4a shows an example of SpotServe changes the parallel configuration from (1,2,8) to (1,3,4) through context
migration within the grace period and continues previous decoding progress of request 3. Figure 4b shows an example bipartite
graph between six available instances (i.e., g ~ us) and topology positions in the new configuration (2,3,1). Here we only draw

the weighted edges starting from u;.

among throughput, latency, and cost. We use two time-varying
variables C; and N; to denote the parallel configuration and
the number of available instances at time step t. Note that
N; considers instances in the grace period, which includes
newly allocated instances and excludes instances to be pre-
empted. Let $(C) denote the serving throughput of Spot-
Serve with a parallel configuration C and a; be the request
arrival rate at time step ¢!. Algorithm 1 shows the workflow
of the optimizer, which mainly works when the current serv-
ing capability is not compatible with a; due to changes in
instances’ availiability or serving workload.

Overall, the optimizer minimizes the end-to-end inference
latency [..q(C) while maintaining a throughput higher than
a; (line 3). Specially, if there are multiple configurations that
can achieve similar minimum inference latency, SpotServe
selects the configuration with the lowest monetary cost (i.e.,
using fewest instances). In addition to minimizing l;.4(C),
other targets are also feasible in practice. For example, some
SLO-sensitive scenarios (e.g., interactive applications) re-
quire a strict latency guarantee, rather than throughput. In
that case, we can prioritize meeting the SLO requirement (i.e.,
lreq(C) < Isto) and then minimize monetary cost if possible.
When SpotServe’s peak serving throughput can not exceed
the request arrival rate a; (ie., AC.¢(C) > a;), SpotServe
updates its parallel configuration to maximize the overall
serving throughput (line 5). The suggested configuration
C;4+1 may require more or less instances than before (line
6). Since the allocation of spot instance might not always
success, SpotServe also supports optionally allocating on-
demand instances to further improve serving throughput.

ISince the request arrival rate might change randomly, we estimate a; by
observing the request arrivals within a short past duration (e.g., 30s).

Specifically, the instance manager allocates on-demand and
spot instances at the same time (line 8) to avoid the waiting
overhead when spot-instance allocation fails. The instance
manager is also in charge of releasing the allocated instances
(line 10) to alleviate over-provision, where on-demand in-
stances have higher priority due to their costs. To alleviate
the impacts of frequent disturbance of instance availability,
SpotServe often maintains a few addition instances (e.g., two
in our evaluation) as a candidate pool for smoother instance
substitution. Finally, SpotServe updates the parallel configu-
ration (line 11), and the interruption arranger (§4) decides
when to complete reparallelization, especially for the cases
triggered by instance availability changes. This step is still
necessary even when C;;q = C;, since instance preemptions
and acquisitions update instances’ memberships.

The optimizer runs online and has negligible overhead (i.e.,
less than 1s) since the latency estimation of different configu-
rations is done offline in advance. SpotServe’s configuration
exploration space is much larger than that considered by
prior work such as Varuna [12], which only considers data
and pipeline parallelism. It is also possible to extend Spot-
Serve to more complicated model-parallel strategies [50, 61],
which we leave as future work.

3.3 Device Mapper

Given a target configuration Cy.4, a straightforward approach
to migrating instances is to restart the inference engines on
all current instances and reinitialize all GPU instances from
scratch. However, this approach does not leverage the op-
portunity to reuse the model parameters and KV cache avail-
able on existing GPU instances, resulting in unnecessary
migration cost and inference delay. As shown in Figure 4a,
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instead of destroying and rebuilding these contexts, Spot-
Serve adopts a more lightweight context migration mecha-
nism that can resume the inference process of interrupted
requests without recomputation. As migrating these con-
text information among GPU instances may also increase
latency, a key challenge SpotServe must address is mapping
the available GPU instances to the logical device mesh iden-
tified by the new parallel configuration to maximally reuse
previous contexts. We ignore batch size and use (D, P, M) to
denote a parallel configuration, where D, P, and M indicate
the data, pipeline model, and tensor model parallel degrees.
SpotServe binds each GPU instance with a pipeline-stage-
shard topology position (d, p, m), which represents the m-th
shard (1 < m < M) of the p-th stage (1 < p < P) in the d-th
pipeline (1 < d < D).

To switch between different parallel configurations, Spot-
Serve formalizes device mapping as a bipartite graph match-
ing problem, and uses the Kuhn-Munkres (KM) algorithm [24]
to find an optimal device mapping that minimizes total data
transmission during context migration. We next describe
SpotServe’s bipartite graph matching algorithm.

Bipartite graph matching. SpotServe uses a bipartite
graph G = (V,, V1, €) to describe device mapping, where
each node u € V, is a GPU device, each node v € V; rep-
resents a pipeline-stage-shard position of the parallel con-
figuration, and a weighted edge e,, (u € V,,0 € V;) indi-
cates the amount of reusable model parameters and key/-
value cache when mapping GPU u to position v of the par-
allel configuration. As shown in Figure 4b, given the cur-
rent state of each GPU’s context daemon (i.e., organized as
(D =2,P=2M = 2))and a target parallel configuration
(D =2,P=3,M=1), SpotServe builds a complete bipartite
graph and computes the edge weight between every (u,0)
pair using the size of their intersection contexts. For example,
u; holds half of the sharded context of the first stage in the
first pipeline, and overlaps the most model context with v,
and v since they are in charge of the first stage of the new
pipeline. Suppose the new pipeline 0" inherits the interrupted
inference requests from pipeline 0, we may prefer to match
u; with vy as it has more cache context to reuse. SpotServe
transforms the optimal device mapping problem to a bipar-
tite graph matching task and uses the KM algorithm to find a
maximum-weight match, which maximally reuses the model
parameters and KV cache on all available GPU instances and
minimizes the total data transmission.

SpotServe also considers the cases when each instance
has multiple GPUs with higher inter-GPU bandwidth (e.g.,
NVLink). We facilitate a hierarchical architecture by con-
ducting a two-step matching (i.e., intra-instance and inter-
instance) to discover an optimal solution. More details can
be found in the appendix [7].

When the new parallel configuration Cyy; handles less
concurrent inference requests than the original configuration
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Algorithm 2 Workflow of the SpotServe migration planner.

> Progressive Migration
1: function MIGRATIONPLANNER(context ctx, plan = [ ])
2 plan.append(<migrate, ctx.cache>)
3 O « Layer migration order from MemOptMigPlanner
4: for layer index i in range(0, #layers) do
5 plan.append(<migrate, ctx.weight[O;]>)
6 p < Get pipeline stage index of layer O;
7 if stage p completes all context migration then
8 plan.append(<start, instances of stage p>)
> Memory Optimized Migration
9: function MEMOPTMIGPLANNER(maximum buffer size Upax)
10: O—[],X«<{}

11: Instance buffer memory usage U € {0}

12: for layer index i in range(0, #layers) do

13: if (migrate, ctx.weight[i]) doesn’t exceed Up,qx then
14: Update buffer memory usage U

15: O.append(i)

16: else

17: X.add(i)

18: while X is not empty do

19: Xopt <

argmin max {U; | (migrate, ctx.weight[x])}
xeX <i<N-1

20: O.append(ropt)

21: X.remove(xopt)

C; (i.e., DyXB; > Dysy1XBry1)?, SpotServe discards part of the
cached results to avoid exceeding the memory capacity of the
new parallel configuration. To minimize recomputation cost,
SpotServe keeps the batches of requests with more decoding
progresses (i.e., iterations).

3.4 Migration Planner

After mapping all available devices into the logical paral-
lel positions, the next challenge is to determine the exact
migration plan to finish the configuration adjustment. A
naive approach is to make all instances follow a default ten-
sor transmission order and wait until the contexts of all
instances are successfully transferred. This solution has two
drawbacks. First, sending all contexts is time-consuming
especially for LLMs. To alleviate the context migration over-
heads, we propose a progressive migration schedule that uti-
lizes the pipeline structure and prioritizes the migration for
the first stages of the LLM. This design allows the instances
assigned to the first pipeline stages to start serving immedi-
ately, which can be potentially overlapped with the following
stages’ migration. Ideally, the context migration overheads
could be reduced to the cost of transferring a single stage’s
context. Note that we also prioritize the transfer of all layers’
cache context considering the interruption fault-tolerance.

?Recall that in a parallel configuration C = (D, P, M, B), D and B indi-
cate the number of inference pipelines and the batch size of each pipeline,
respectively. Therefore, D X B is the total number of concurrent requests.
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Although this design does not maximize overlapping, it min-
imizes the possibility of losing LLM decoding progresses.

A second challenge we must address is the memory con-
sumption of the buffer space for context communication. The
migration of every context tensor changes the runtime mem-
ory usage. Specifically, the sender’s memory can be released
while the receivers’ memory consumption will increase. An
improper migration plan may significantly increase the peak
memory usage and leads to sub-optimal inference config-
urations (e.g., splitting the model into more stages) with
higher latency. To provide a memory efficient migration
plan, we propose to consider the memory usage during the
progressive migration process. As shown in Algorithm 2, we
start from a naive plan in sequential order of the layer index
(line 12), migrates the context of each layer (line 13), and
tracks the buffer memory usage of each instance (line 14).
The algorithm requires a hyper-parameter Uy, to represent
the maximum threshold of buffer memory consumption for
every instance. We first skip those layers whose context mi-
gration exceeds this upper bound (line 17). After that, the
algorithm decides an order for the remaining layers by solv-
ing a min-max problem (line 19). In particular, it selects the
layer whose context migration minimizes the maximum in-
stance buffer memory usage. In this way, the combined layer
context migration order has lower memory consumption
and is used by the final migration plan (line 3).

4 Stateful Inference Recovery

This section introduces SpotServe’s stateful inference recov-
ery, a new inference mechanism that recovers interrupted
inference requests without recomputation. In addition, we
discuss SpotServe’s mechanism to handle frequent interrup-
tions.

4.1 Just-in-time Arrangement

When instance preemption or acquisition notifications trig-
ger reparallelization, SpotServe must decide when to termi-
nate the inference engine and start the context migration for
each GPU instance. A conservative approach is to immedi-
ately suspend the inference engine to preserve enough time
for context migration. However, this approach would inter-
rupt all active requests on the instance. These unfinished
requests must be rerouted and restarted on other inference
pipelines, resulting in high end-to-end inference latency. An
aggressive alternative is to finish all active requests first,
which might prevent the instance from finishing migration
before preemption.

To address these issues, SpotServe leverages the grace pe-
riod offered by existing cloud platforms to opportunistically
commit inference progress at the token level, which allows
an inference request to be interrupted at any incremental
decoding iteration. Since SpotServe’s context daemon main-
tains the state (i.e., cache context) of an inference request, the
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request can be rerouted to another inference pipeline, which
can directly continue its inference using the cached state
without recomputing previously generated output tokens.

To determine how many iterations to run during a grace
period, SpotServe adopts an just-in-time (JIT) arrangement
and let the inference engine decide when to stop decoding.
Specifically, each spot GPU instance includes an interruption
arranger that receives a notification when a grace period
starts. Based on this notification, the interruption arranger
checks the remaining time before feeding a new batch of
requests into the inference engine. Suppose a batch of input
requests are ready to serve at time ¢, SpotServe determines
the number of the decoding iterations S; differently based
on the interruption type. For instance preemption, we have
S; = argmaxosSSsom{lexe(S | Ct) < T™ = Tnig}, where
lexe (S | Cy) is the execution time to generate S tokens with
Cy, T~ is the remaining grace period before preemption, and
Tinig is the cost of migrating instances for reparallelization.

For instance acquisition, let S; = argmin;_gg, {lexe(S |
C;) > T*}, where T* is the remaining grace period for this ac-
quisition (i.e., initialization). A key difference between these
two arrangements is that we maximize the arranged itera-
tions before preemption and minimize that before acquisition.
This is because, unlike in-advance preemption handling, a
context migration occurs after instance acquisition. Besides,
both cases should also guarantee that the arrangement will
not increase a request’s latency (i.e., Tnig < lexe(S: | Ct)).
For example, if the remaining time is only sufficient to gener-
ate a few tokens, rerouting may work better than migration
since it doesn’t add context migration overheads, especially
when the arrival requests are spare.

4.2 Interruption Fault-tolerance

A remaining issue with SpotServe’s stateful inference recov-
ery is that previous arrangements only consider individual
interruptions. For multiple consecutive and compact inter-
ruptions, their grace periods might overlap with each other
and be insufficient to finish the arranged iterations and/or
migrate the context. In addition, if we underestimate the
migration costs due to unforeseen reasons (e.g., network vi-
bration), the remaining time might also not be enough for
the instance to follow the arrangements.

To build a reliable serving system, SpotServe has several
fault-tolerance mechanisms to handle these unexpected fail-
ures. First, SpotServe manages to delay the acquired instance
joining and make the arrangements for prior interruptions
feasible. Second, if one instance indeed gets preempted be-
fore expected, SpotServe has to give up the cache context
and only migrates the model context with the remaining
instances. Specially, when all replicas of the same piece of
model context are lost due to unexpected failures, the migra-
tion can not work and SpotServe has to restart by loading
weights locally (e.g., from disk) or from remote cloud storage
(e.g., S3) to fetch the required model parameters.
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Table 1. Overview of LLMs evaluated.

Model | Size min #GPUs (P, M) lexe(B=1)
OPT-6.7B 25.0 GB 4 (1,4 5.447s
GPT-20B 74.5 GB 12 (3.4) 14.373s
LLaMA-30B | 111.8 GB 16 (28) 17.540s

5 Implementation

We implemented the inference server of SpotServe in 5.6K
LoC in C++ and 2.2K LoC in Python, including three resident
processes responsible for the request manger, instance man-
ager, and meta-context manager respectively. The generated
migration plan is organized in a JSON format and sent to run-
ning instances with a TCP connection. We built SpotServe’s
inference engine over FasterTransformer [5], a highly op-
timized Transformer inference framework built on top of
CUDA, cuBLAS [16], and C++. We implemented the context
daemon and interruption arranger inside the inference en-
gine. Specifically, the memory allocation of model context
and cache context in FasterTransformer was replaced by
acquiring the corresponding GPU tensors from the context
daemon. The context migration operations are implemented
by the batched asynchronous NCCL send/recv primitives [6].
The context migration requires additional communication
buffer space in GPU memory, which is dynamically allocated
and released based on the migration plan. Since the con-
text daemon and FasterTransformer belong to two different
processes, SpotServe uses CUDA Inter-Process Communi-
cations (IPC)[4] to share the context pointers. To support
overlapping in progressive migration, SpotServe uses a mu-
tex lock to each context tensor to block the inference before
its migration is finished.

SpotServe includes a cost model and an offline profiler to
estimate the required inference latency, system throughput
and the context migration overheads in advance. As shown in
E.q.(2), SpotServe decomposes the latency and models each
component individually. Specifically, SpotServe estimates
the cost using piece-wise linear functions of the number of
tokens parameterized by other model and hardware configu-
rations, which is similar to concurrent approaches [37]. To
make the estimation more accurate, we carefully consider
the resource under-utilization affects (i.e., GPU SMs, net-
work and PCle bandwidth) due to several practical factors
(e.g., rarely small batch size, single input token, over-sharded
intra-op parallelism, GPU memory accessing, and too small
communication data volume) during cost profiling and mod-
eling.

6 Evaluation
6.1 Experiment Setup

Baseline. To our knowledge, SpotServe is the first dis-
tributed LLM serving system for spot instances. Therefore,
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Figure 5. Trace As and B are extracted from real trace, while
As+o and Bg,o are traces created by Algorithm 1 mixing on-
demand instances based on As and Bs. Each instance has
four GPUs.

we build two baseline systems on top of FasterTransformer
by generalizing two representative ideas of prior work. The
first baseline is request rerouting, which dynamically reroutes
interrupted requests to other available pipelines when pre-
emption happens. It takes a fixed pre-defined model parallel
configuration and adaptively drops/adds inference pipelines.
The second baseline performs model reparallelization, which
changes the parallel configuration like SpotServe but has to
restart and reinitialize all instances without context migra-
tion. Both of them handle preemption in a reactive manner
that interrupts all current requests and recompute them later.
They are implemented using the same inference engine as
SpotServe to conduct fair comparisons. Redundancy-based
approaches, which serve several model replicas at the same
time, are not included due to the huge cost of serving LLMs.

Models. We evaluate SpotServe on three LLMs at different
scales, including OPT-6.7B [60], GPT-20B [40], and LLaMA-
30B [49]. Table 1 summarizes the minimum number of GPUs
to serve these models and the corresponding model parallel
configurations and their single-request execution latencies.

Setting. We collect a real 12-hour availability trace using
the AWS g4dn spot instances and extract two representative
20-minute segments (i.e., As and Bs in Figure 5) with differ-
ent dynamic behaviors. For reproducible comparisons, we
replay these traces on the AWS g4dn.12x1large instances (4
NVIDIA Tesla T4 GPUs per instance) in our evaluations. We
include both stable and fluctuating inference request arrival
workloads. For static workloads, considering that different
models have different computational requirements, we set
different request arrival rates for them (i.e., 1.5, 0.35 and 0.2
requests/s for OPT-6.7B, GPT-20B and LLaMA-30B by default
respectively). To simulate the bursty in real workloads [28],
we use the Gamma request arrival process with a coefficient
of variance (CV) of 6. Moreover, we separately evaluate the
system performance under the condition of whether to allow
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Figure 7. Monetary cost comparison on GPT-20B.

mixing with on-demand instances. To achieve that, we gener-
ate two additional traces (i.e., As+o and Bs.o in Figure 5) fol-
lowing Algorithm 1 to opportunistically allocate on-demand
instances and mix them up with spot instances. For dynamic
workloads, we include a production trace MAF [42] publicly
released by Microsoft and discussed in §6.3. In our exper-
iments, we set S, and S,,; to be 512 and 128 respecitlvey,
and select the maximum batch size B from {1,2,4,8}.

6.2 Comparison on Stable Workload

End-to-end inference latency. Figure 6 shows the la-
tency performance of all three models on stable workloads.
SpotServe outperforms both Rerouting and Reparalleliza-
tion in terms of all latency metrics on four different traces.
Taking the P99 latency as an example, SpotServe outper-
forms Reparallelization and Rerouting by 1.34-2.43x and
2.14-9.13% respectively on the largest LLaMA-30B model.
The improvement mainly comes from three aspects: dynamic
reparalleization, efficient proactive migration, and stateful
inference recovery.

Compared with Reparallelization, a key advantage of Spot-
Serve is its lightweight context migration mechanism. Prior
approaches such as Varuna [12] require restarting the sys-
tem for each reparallelization and their contexts are lost. In
addition, reloading all model parameters and recomputing
all interrupted requests also incur long tail latency.
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Compared with Rerouting which directly drops an entire
inference pipeline to handle preemption, SpotServe achieves
better resource utilization thanks thanks to the reparalleiza-
tion and migration optimizations. It also explains why many
cases of Rerouting in Figure 6 are overload (i.e., marked
with dashed line, representing the system serving capability
becomes lower than the request arrival rate and request ac-
cumulation happens). Taking GPT-20B as an example, when
the instance availability is high (> 8 instances), Rerouting
supports a configuration of (D = 2,P = 2,M = 8) with
minimum inference latency and sufficient system through-
put (i.e., larger than 0.35 requests/s). Once an instance is
preempted, Rerouting has to drop one inference pipeline
and degenerates to (D = 1,P = 2,M = 8), which makes
upcoming requests stacked and unable to be served in time.
However, SpotServe will serve requests using the parallel
configuration (D = 2, P = 3, M = 4) to avoid overload. Spot-
Serve may occasionally propose the same configuration as
Rerouting but still achieves superior performance because
of the KV-cache recovery mechanism. Another observation
is that mixing on-demand instances helps alleviate overload
due to the faithful instances acquisitions.

Monetary cost. Besides inference latency, we also study
their monetary cost to understand whether it is cost-effective
to serving LLM using preemptive instances. Figure 7 presents
the per-token costs of all baseline systems and their latency
on GPT-20B. We also show the results (with the dashed line)
of only using on-demand instances, which are more expen-
sive than spot instances (e.g., 3.9 USD/h v.s. 1.9 USD/h for
each g4dn.12x1large instance). As the cost decreases, the la-
tency of on-demand instances exhibits a significant increase
since it is unable to meet the required serving capability with
fewer on-demand instances. In contrast, serving LLMs on
spot instances strikes a better balance between inference
latency and monetary cost. SpotServe reduces monetary cost
by up to 54% while tolerating a relatively modest increase
(i-e., less than 18%) in average latency and 90% reduction in
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Figure 8. (a) Rescaled MAF trace. (b) The selected trace segment. (c)(d) Two traces based on the fluctuating workload trace.
(e)(f) End-to-end serving performance. (g)(h) Per-request latency throughout the traces, and parallel configurations (D,P,M)
after each re-parallelization. Note that the configuration of Rparallelization is always consistent with SpotServe.

P99 tail latency. Such cost advantage would be more signif-
icant on other instance types with higher ratios between
on-demand and spot prices.

Ablation study. Figure 9 shows the P99 tail latency and
average latency of GPT-20B on two traces with different Spot-
Serve components. We start from SpotServe and gradually
disables each system optimization one by one. By remov-
ing the parallelization controller, the tail latency increases
by 179% on trace Bs. This is because the parallelization con-
troller suggests switching to a new configuration with higher
throughput to handle the stacked requests. If we further dis-
ables the migration planner, the tail latency further increases
by 1.4X and 3.1X on traces As and Bs respectively. Note that
the migration planner also reduces the minimum number of
GPUs to serve GPT-20B from 16 to 12, which enlarges the
parallelization controller’s exploration space. The interrup-
tion arranger also contributes to 29% tail latency reduction
on trace Bg as it transfers the cache context during migration
and avoids redundant computation for interrupted requests.
Finally, after removing the device mapper, the system de-
grades to a plain approach that only enables model context
maintenance without any other optimizations. On the whole,
combining these optimizations reduces the tail latency by
1.61X on trace As and 3.41X on trace Bs respectively.

6.3 Comparison on Fluctuating Workload

To study SpotServe’s auto-scaling performance, we replay a
piece of the MAF trace [42] and rescale its arrival intensity
like prior work [10, 18, 59] to make it compatible with our
experimental setup. Figures 8a and 8b show that the selected
trace includes fluctuating and bursty workload, which is rep-
resentative in real-world environments. We enable mixing
with on-demand instances in this experiment, and the gen-

erated instance availability traces (i.e., A 5.0 and Bs Lo) are
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Figure 9. Ablation study of GPT-20B on traces As and Bs.

listed in Figures 8c and 8d. The end-to-end inference latency
statistics are shown in Figures 8e and 8f. Compared with
Reparallelization and Rerouting, SpotServe reduces the P99
tail latency by up to 2.94x and 1.73X, respectively.

Per-request latency study. Figures 8g and 8h show the
inference latency of individual arrival requests over time for
both traces. SpotServe almost always achieves the lowest
latency during the whole trace due to its flexible parallel
configuration optimization and the lightweight context mi-
gration. We take Figure 8h as an example to conduct an
in-depth analysis. First, all approaches start with a feasible
parallel configuration of (D = 2,P = = 8) as there
are ten spot instances available at t = 0s. Preemption first
occurs at t = 120s and t = 240s but the total available in-
stances are still enough to support (D = 2,P = 2,M = 8).
Two short concave segments (i.e., 120s-310s, 240s-330s) in
the number of available instances are following because
the new instance launching and initialization overhead is
longer than the 30s grace period. From t = 270s, the increas-
ing arrival rate overwhelms the system processing capac-
ity. After 30s, such overload is detected and both SpotServe
and Reparallelization change the parallel configuration to
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(D =3,P =3, M = 4). The instance acquisition completes at
t = 450s, so they change to (D = 3,P = 2, M = 8) for lower
latency. But Reparallelization is suffering from expensive
restarting overheads, resulting in the highest peak latency.
Rerouting only changes the number of pipelines and incurs
some request waiting overheads. After t = 600s, the arrival
rate decreasing is detected and on-demand instances start
to be released, then both SpotServe and Rerouting turn back
to (D =2,P =2,M = 8). As a result, SpotServe significantly
outperforms the two baselines for the fluctuating workloads.

7 Related Work

DNN inference system. The widespread DL applications
bring great market values and lead to significant DL serving
traffics. Some prior approaches (e.g., Clipper [15], Clock-
work [18], Nexus [43], and so on) consider temporal multi-
plexing and increase the GPU utilization through batching
and better scheduling. INFaaS [41] studies the model selec-
tion problem when considering multiple models with differ-
ent inference efficiency or accuracy. Shepherd [59] considers
both the resource utilization and the serving system effec-
tive throughput and improves the request scheduling. There
are also some inference systems take customized GPU ker-
nel optimization for Transformer models, like TurboTrans-
former [17] and LightSeq [52]. Some recent inference sys-
tems (e.g., FasterTransformer [5], Orca [56], DeepSpeed [11],
Speclnfer [32], AlpaServe [28]) support LLM inference by
leveraging the parallelization techniques from distributed
training approaches. Among them, AlpaServe is designed for
resource multiplex scenarios and does not show performance
superiority in our empirical study on single LLM inference
scenarios (i.e., around 3X lower than FasterTransformer C++
version). Almost all of these prior work are designed for ded-
icated instances and can not tolerate instance preemptions.

ML Serving over Spot Instance. Previous approaches
have also involved spot instances into ML inference systems.
Cocktail [19] leverages cheap spot instances to increase the
number of ensembling models and instance preemptions can
lead to certain intermittent loss in accuracy. MArk [57] stud-
ies the over-provisioning problem in previous auto-scaling
systems (e.g., SageMaker) for ML serving and improves the
cost-effectiveness by using a SLO-aware resource provision
algorithm. It also considers involving spot instances for more
cost savings but requires burstable CPU instances to han-
dle the outstanding requests during instance interruptions.
More importantly, these systems are mainly designed for
traditional ML/DL workloads (e.g., stateless, image/text clas-
sification), which are fundamentally different from recent
LLM workloads (e.g., stateful, text generation), no matter
on per-request inference latency, model parallelization tech-
nique or preemption handling complexity. These approaches
take a first step to use preemptible instances to serve ML
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models and motivate our approach on distributed inference
of LLMs.

Serverless Computing and ML Serving. There are some
recent approaches [9, 27, 46] applying serverless computing
to support ML inference workloads for better cost-effectiveness.
However, severless functions are designed to be lightweight
with limited computational power, memory and storage, and
hard be provisioned with GPUs [14]. And serverless func-
tions cannot directly communicate with each other, which
is also necessary to support distributed inference of LLMs.
As aresult, it works well for small models but can not easily
serve LLMs due to the hardware constraints.

8 Limitations and Future Work

We introduce the limitations of our approach and outline
avenues of future research in SpotServe. First, the key idea
of SpotServe is to proactively handle instance availability
changes, which strongly relies on the grace period. Although
all cloud providers offer this functionality at present, it is
still worth exploring more visionary solutions to improve
the system performance, such as the combination with in-
ference workload prediction [59] or instance availability
prediction [54]. Second, our approach mainly focuses on
single-type GPU instances. It is also possible to integrate
heterogeneous instances [14, 30, 33] or even instances from
different clouds (e.g., SkyPilot [55]) for monetary advan-
tages. These scenarios also bring new challenges to context
migration in SpotServe. Last, our approach currently takes
inference latency minimization as the optimization target. As
we mentioned in §3.2, it is still meaningful to explore other
targets (e.g., strict SLO [20], high throughput [44]) to meet
the needs of different inference scenarios. Besides, the explo-
ration space of parallelization configurations can be enlarged
to support emerging variants of large models (e.g., mixutre-
of-experts [26, 38]) in the future. While SpotServe focuses on
spot instances, our techniques can easily generalize to other
preemptible resources, e.g., resource scheduler may preempt
resources for urgent jobs with switching overheads [53]. We
believe that our approach inspires a new paradigm for dis-
tributed inference on preemptible instances, and the insights
gleaned from SpotServe’s design can motivate a variety of
following-up research along this direction.

9 Conclusion

This paper presents SpotServe, the first distributed LLM serv-
ing system on preemptible instances. Several key techniques
in SpotServe enable fast and reliable serving of generative
LLMs on preemptible instances. First, SpotServe dynami-
cally adapts the parallelization configuration to make the
system serving capability compatible with the workload. The
configuration optimization considers the trade-offs among
throughput, latency and monetary cost. Second, to minimize
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the reparallelization overheads, we design the device map-
ping algorithm and the migration planning mechanism to
achieve efficient context migration. Finally, to take advantage
of the grace period offered by the cloud provider, we intro-
duce stateful inference recovery, which allows SpotServe to
commit inference progress at a much finer granularity. We
evaluate SpotServe on real traces and various scales of pop-
ular LLMs and show that SpotServe can save 54% monetary
cost compared with on-demand instance and reduce the P99
tail latency by 2.4 - 9.1x compared with existing approaches.
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A Artifact
A.1 Abstract

This artifact includes codes and scripts for reproducing all ex-
periments in the paper. We also release the collected available
trace using the g4dn spot instances in our artifact. To repro-
duce our experiments, we require twelve network-accessible
AWS g4dn.12x1large instances, each with 4 NVIDIA Tesla
T4 GPUs, all of which require CUDA, NCCL, MPI, Python de-
pendencies to be installed. This artifact consists of three com-
ponents: Global Server (i.e. Inference Server), Params Client
(i.e. Context Daemon), and modified FasterTransformer (i.e.
Inference Engine). The first component is written in Python,
while the other two are in C++. Our provided scripts will
automatically launch all of them to perform experiment.

A.2 Artifact check-list (meta-information)

e Program: GlobalServer, ParamsClient, FasterTrans-

former(modified).

Compilation: CMake.

Run-time environment: CUDA, NCCL, MPI, Python3.

Hardware: 12 AWS g4dn.12xlarge instances

Execution: Inference are performing in GPUs, and the

Global Server are managing requests and instances on CPUs.

Metrics: End-to-end average/tail latency.

e Output: End-to-end latency for each requests, and figures.

Experiments: End-to-End, Price Comparison, Fluctuating

Workload, Ablation Study.

e How much disk space required (approximately)?:
600GB per instance.

e How much time is needed to prepare workflow (ap-
proximately)?: 2 hours to install dependencies, build com-
ponents and complete configuration.

e How much time is needed to complete experiments

(approximately)?: 16 hours.

Publicly available?: Yes.
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e Code licenses (if publicly available)?: The SpotServe
artifact is released under the Apache-2.0 License.

e Archived (provide DOI)?: https://doi.org/10.5281/zenodo.
10558752

A.3 Description

A.3.1 How to access. The artifact is available on
Github: https://github.com/Hsword/SpotServe/blob/artifact/
README.md, including installation guide and benchmark
scripts to reproduce results.

A.3.2 Hardware dependencies. We conduct the experi-
ments with twelve AWS g4dn.12x1large instances, and each
is equipped with four NVIDIA Tesla T4 GPUs and x86_64
CPU. The network bandwidth across instances is 50Gbps.

A.3.3 Software dependencies. Following toolkits are re-
quired: CUDA (> 10.2), NCCL (> 2.10), MPI, and CMake
(> 3.8) is highly recommended for building the components.

A.4 Installation

To install the artifact, users need to build ParamsClient and
our modified FasterTransformer individually. It is recom-
mended that compile the components on single instance
and send them to other nodes by rsync command later (See
Experiment workflow).

Install FasterTransformer. If dependencies are not sat-
isfied, CMake will report the missing dependencies:

cd ./FasterTransformer

mkdir build && cd build

cmake -DSM=75 -DCMAKE_BUILD_TYPE=Release
-DBUILD_MULTI_GPU=0ON

make multi_gpu_gpt_example_iter -j 8

Install ParamsClient. Installation command is similar:

cd ./ParamsClient

mkdir build && cd build
cmake

make -j 8

Preparing Checkpoints. Since we focus on the end-to-
end latency, using randomized checkpoints is acceptable,
we provide a python script to randomly generate model
checkpoints. To save disk space, the first layer weights are
the only generated files, all weights in succeeding layers are
linked to the corresponding files of the first layer. Following
command will generate checkpoint files for specified model
that can be directly used by out system. Available candidates
of model_name are 6.7B, 20B, 30B.

cd ./ckpt
python generate_random_gpt_ckpt.py \
-0 <model_name>
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Configure Environment. Configuration is reqiured:

e ./elastic_switch/trace/hostfile_aws_T4: The
IP address of your instances, one entry each line, and
at least 12 entries.

e ./elastic_switch/scripts_ae/env.sh: Set NIC,
path to MPI, and your base directory. See its contents
for details.

Sync Codes and Data. Make sure that all nodes are acces-
sible to each other, and the Hostfile has been configured. We
provide a Python script to automatically send built compo-
nents and checkpoints (optional) to all the instances. Please
set base directory and the IP address where components are
built in sync_code. py, and run following command:

python sync_code.py --n 12 --sync-dataset \
--hostfile elastic-switch/trace/hostnameT4

A.5 Experiment workflow

Performing Experiments. We provide shell scripts to
generate per-request end-to-end latency, which will be
used for plotting figures later. All scripts are located in
./elastic_switch/scripts_ae/, please set working direc-
tory to ./elastic_switch/ before running the following
scripts. It is not necessary to run all of them before go to
next step.

e aws_e2e.sh will start the end-to-end latency evalua-
tion in §6.2. In the following command, the approach
can be one of reparallelization, rerouting,
spotserve, and the model_name should be one of
6.7B, 20B, 30B, while the trace_name should be
one of As, Bs, As+o, Bs+o. Each execution will be
corresponding to a single curve in Figure 6:

./scripts_ae/aws_e2e.sh <approach> \
<model_name> <trace_name>

aws_ondemand.sh will start the monetary cost eval-
uation in §6.2, generating the dashed blue line in Fig-
ure 7. The num_node can be one of 3, 4, 6, 8, but
the dashed line will be plotted only when all of the
four experiments have been conducted:

./scripts_ae/aws_ondemand.sh <num_node>

aws_workload.sh will start the fluctuating work-
load evaluation in §6.3 on specified trace (can be ei-
ther A or B), where the approach can also be one of
reparallelization, rerouting, spotserve:

./scripts_ae/aws_workload.sh \
<approach> <trace_name>

aws_ablation.sh will start the ablation study evalu-
ation in §6.2 on specified trace (can be either A or B),
where the ablation_level is from 0 to 4, correspond-
ing to the five bars in Figure 9:
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./scripts_ae/aws_ablation.sh \
<ablation_level> <trace_name>

Plotting Figures. All the scripts above only generate the
end-to-end latency for each request. To analysis these data
and plot figures presented in the paper, we also provide a
plot.py together with the scripts:

pip install matplotlib seaborn
python ./scripts_ae/plot.py <mode> \
[-m MODEL] [-t TRACE]

This script works even when only part of the experiment
has been completed (just ignoring missing results), allowing
users to check partial experimental data. Here is the available
options for mode:

e e2e Plot the corresponding figure as in Figure 6, both
-m, -t flags are required to be specified.

e price Plot the monetary cost comparison figure as
Figure 7, in which the scatters come from aws_e2e. sh.

e workload-e2e Plot the end-to-end latency figure as
Figure 8(e)(f) on the trace specified by -t flag.

¢ workload-case Plot the per-request latency figure as
Figure 8(g)(h) on the trace specified by -t flag.

e ablation Plot the ablation study figure as Figure 9.

A.6 Evaluation and expected results

The specific results differ on the hardware, bandwidth, and
sometimes sensitive to unpredictable GPU/network/batch-
ing fluctuations. However, we expect the results users repro-
duced roughly match the trends as the figures presented in
the paper within the same environment. (i.e. Figures 6,7,8,9)

A.7 Experiment customization

Artifact users can customize the evaluation scripts to test the
system performance on other workloads. For example, users
can use their own model checkpoints in different volumes,
or spot instances traces with different availability changes.
Please refer to README . md for detailed instructions.

A.8 Notes

Occasionally, some processes on certain nodes may not
exit even though the evaluation is finished. We provide
kill_all.sh. Running following command to kill all con-
cerning processes after each experiment is highly recom-
mended:

./scripts_ae/kill_all.sh 12 \
./trace/hostfile_aws_T4
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