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Abstract
Let k be a field and Q ∈ k[x1, . . . , xs] a form (homogeneous polynomial) of degree
d > 1. The k-Schmidt rank rkk(Q) of Q is the minimal r such that Q = ∑r

i=1 Ri Si
with Ri , Si ∈ k[x1, . . . , xs] forms of degree < d. When k is algebraically closed
and char(k) doesn’t divide d, this rank is closely related to codimAs (∇Q(x) = 0)
- also known as the Birch rank of Q. When k is a number field, a finite field or a
function field, we give polynomial bounds for rkk(Q) in terms of rkk̄(Q) where k̄ is
the algebraic closure of k. Prior to this work no such bound (even ineffective) was
known for d > 4. This result has immediate consequences for counting integer points
(when k is a number field) or prime points (when k = Q) of the variety (Q = 0)
assuming rkk(Q) is large.

1 Introduction

In [16], Schmidt made the following definition:

Definition 1.1 Let k be a field and Q ∈ k[x1, . . . , xs] a form, i.e. homogeneous
polynomial. The Schmidt rank rkk(Q) is the smallest natural number r such that
Q = ∑r

i=1 Ri Si with Ri , Si ∈ k[x1, . . . , xs] forms of positive degree. If Q is any
degree d polynomial, we define rkk(Q) as the rank of its degree d part.

Note that for l ∈ k[x1, . . . , xs] linear and non-constant, rkk(l) = ∞. Schmidt
introduced this quantity when k = Q and Q is homogeneous and proved that if
rkQ(Q) is sufficiently large then a certain local–global rule applies for counting the
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number of integer points in the set {x ∈ Zs, |x | ≤ P : Q(x) = 0}. He also showed
that rkC(Q) is essentially equivalent to codimCs (∇Q(x) = 0), known as the Birch
rank of Q (we will define Birch rank more generally in the next section). Note that
it follows immediately from the definition that rkC(Q) ≤ rkQ(Q). The object of this
paper is to prove a polynomial bound in the opposite direction, for k = Q and several
other fields. For perfect fields k, inequalities bounding rkk(Q) in terms of rkk̄(Q) are
known for d = 2, 3 [5] and for d = 4 there is an ineffective bound when char(k) �= 2
[10]. The bound we prove is quite interesting in its own right, but also has a number
of immediate applications to Diophantine equations, since many results which use the
Hardy-Littlewood circle method assume the Birch rank is large. Our result allows us
to relax this assumption to large Schmidt rank over the base field.

We describe some direct applications of our result in the next section - counting
prime solutions to Diophantine equations, counting integer solutions to polynomial
equations over number fields, and an analogue for function fields.

Definition 1.2 We call the following fields admissible: number fields, finite fields and
finite separable extensions of Fq(t).

We prove the following:

Theorem 1.3 (Schmidt rank and field extensions) Let k be an admissible field, k̄ its
algebraic closure, and Q ∈ k[x1, . . . , xs] a polynomial of degree d > 1 such that
char(k) > d or char(k) = 0. Then there exist constants A = A(k, d), B = B(k, d)

such that

rkk(Q) ≤ A[rkk̄(Q)+ 1]B .

We will soon give explicit values for the constants A, B. Our result generalizes to
collections of forms of the same degree, with an appropriate definition of rank.

Definition 1.4 Let Q1, . . . , Qn ∈ k[x1, . . . , xs] be homogeneous polynomials all of
degree d > 1. Their collective Schmidt rank is defined to be

rkk(Q1, . . . , Qn) := min
0 �=a∈kn rkk

(
n∑

i=1
ai · Qi

)

.

If Q1, . . . , Qn are all of degree d but not necessarily homogeneous, we define
rkk(Q1, . . . , Qn) in terms of their degree d parts.

Theorem 1.5 (Schmidt rank and field extensions) Let k be an admissible field, k̄ its
algebraic closure, and Q1, . . . , Qn ∈ k[x1, . . . , xs] a collection of polynomials of
common degree d > 1 such that char(k) > d or char(k) = 0. Then there exist
constants A = A(k, d), B = B(k, d) such that if k is a perfect field we have

rkk(Q1, . . . , Qn) ≤ A[n · rkk̄(Q1, . . . , Qn)+ 1]B,
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and if k is an imperfect field we have

rkk(Q1, . . . , Qn) ≤ A
[
n1+1/d · (rkk̄(Q1, . . . , Qn)+ 1)

]B
.

We can take A(k, d), B(k, d) as follows:

(1) A = 4d−1d
( d
�d/2�

)d
, B = d when k = Q.

(2) A = 22
O(d2)

, B = 22
O(d2)

when k is a finite field.

(3) A = 2d−1
( d
�d/2�

)d
, B = d when k is a finite field and |k| ≥ F(rkk(Q1, . . . , Qn),

n, d).

(4) A = 2d−1(d−1)
( d
�d/2�

)2d
, B = 2d when k is a number field or a finite separable

extension of Fq(t).

We mention a conjecture stated in [1]

Conjecture 1.6 Let d > 1 and let k be a field with char(k) > d or char(k) = 0 There
exists a constant C(d) such that for any polynomial Q ∈ k[x1, . . . , xs] of degree d
we have

rkk(Q) ≤ C · rkk̄(Q).

This conjecture is known for d = 2, 3 when k is a perfect field [5].
The paper is organized as follows: In section 2 we give some number theoretic

applications of our results. In section 3 we explain how to deduce them from an
analogous theorem about multilinear polynomials. In section 4 we prove theorem 1.5
for finite fields and for Q (the result for Q relies on the finite fields result), and in
section 5 we prove it for number fields and for finite separable extensions of Fq(t).

2 Applications

In [2], Birch defined a geometric notion of rank which is closely related to the singular
locus of the variety defined by a collection of polynomials. In many applications of
the Hardy-Littlewood circle method, it’s necessary to assume that the Birch rank of
the polynomials we are interested in is large.

Definition 2.1 Let Q ∈ k[x1, . . . , xs] be a form of degree d. The Birch rank of Q is
rkB(Q) = codimAs (∇Q(x) = 0). Given a collection Q1, . . . , Qn ∈ k[x1, . . . , xs]
of forms of degree d, we define S(Q1, . . . , Qn) to be the variety where the matrix
of partial derivatives (∂Qi/∂x j ) has rank < n. The Birch rank of the collection is
rkB(Q1, . . . , Qn) = codimAs S(Q1, . . . , Qn).For a general collection of polynomials
Q1, . . . , Qn ∈ k[x1, . . . , xs] of degree d, we define their Birch rank in terms of the
homogeneous degree d parts. As a matter of convention, set rkB(∅) = s.

It’s not difficult to show that there is an inequality

rkB(Q1, . . . , Qn) ≤ 2rkk(Q1, . . . , Qn).
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Let us discuss for a moment what happens with quadratics. For a single quadratic
Q, there is an elementary inequality in the opposite direction rkk(Q) ≤ rkB(Q). If k
is algebraically closed, we can take the union of the Birch singular loci of non-trivial
linear combinations c1Q1 + · · · + cnQn, which correspond to points of Pn−1, and
apply the above inequality to deduce:

rkk(Q1, . . . , Qn) ≤ rkB(Q1, . . . , Qn)+ n − 1.

As a consequence, when rkk(Q1, . . . , Qn) ≥ 2n − 1 we deduce that X = {Q1 =
. . . = Qn = 0} is a complete intersection of codimension n. For suppose Y ⊂ X has
codimension < n. Since rkB(Q1, . . . , Qn) ≥ n, there exists a point y ∈ Y such that
the Jacobian matrix has rank n at y. But then the tangent space at y has codimension
n, contradicting the fact that the local codimension at y is < n.

Kazhdan, Polishchuk and the first author [9] extended results of Schmidt to show
that a similar inequality holds also for higher degrees. Cohen and Moshkovitz [3]
proved a similar result for a single multi-linear polynomial.

Theorem 2.2 (Theorem 1.4 in [9]) Assume that d ≥ 2, k is algebraically closed, and
char(k) doesn’t divide d. Then we have

rkk(Q1, . . . , Qn) ≤ (d − 1) [rkB(Q1, . . . , Qn)+ n − 1] .

In particular, if rkk(Q1, . . . , Qn) ≥ (d − 1)(2n − 1) then (Q1 = . . . = Qn = 0) is a
complete intersection of codimension n.

Corollary 2.3 Let k be an admissible field, and Q1, . . . , Qn ∈ k[x1, . . . , xs] forms
of degree d ≥ 2, such that char(k) > d or char(k) = 0. Then there exist con-
stants A′ = A′(k, d), B ′ = B ′(k, d) such that if rkk(Q1, . . . , Qn) ≥ A′(nr)B′ then
rkB(Q1, . . . , Qn) ≥ r . In particular, if r ≥ n then (Q1 = . . . = Qn = 0) is a
complete intersection of codimension n.

Proof If A′, B ′ are taken sufficiently large then by theorem 1.5 we obtain

rkk̄(Q1, . . . , Qn) ≥ (d − 1)(r + n − 1).

Plugging this into theorem 2.2 proves the corollary. 
�
As we mentioned above, many applications of the Hardy-Littlewood circle method

require that the Birch rank of the collection of forms be large. The above corollary
which follows immediately from theorem 1.5 allows us to replace this condition by
requiring the Schmidt rank to be large. We now give some examples of this.

2.1 Prime solutions

Yamagishi [19], extending a result of Cook and Magyar [4], proved a local to global
rule holds for counting prime solutions to systems of integral polynomial equations
with sufficiently large Birch rank. Cook and Magyar conjectured that it’s sufficient
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to assume that the Schmidt rank over Q is large. The conjecture was proved for
polynomials of degree ≤ 3 in [18]. As a consequence of our results, we can prove
their conjecture for polynomials of any degree. Let D ≥ 1, and let Q̄ = (Q̄1, . . . , Q̄D)

be a system of polynomials in Z[x1, . . . , xs], where Q̄d = (Qd,1, . . . , Qd,td ) is the
subsystem of degree d polynomials of Q̄ (1 ≤ d ≤ D). Let X = {Q̄ = 0} be the
affine variety defined by Q̄. Following Cook and Magyar, we use a different notion
of rank for systems of linear polynomials. If l1, . . . , ln are linear polynomials with
degree one homogeneous parts L1, . . . , Ln we define r(l1, . . . , ln) to be the minimum
number of non-zero coefficients in a non-trivial linear combination

λ1L1 + · · · + λnLn,

where λ = (λ1, · · · , λn) ∈ Qn\{0}. Let � be the von Mangoldt function, Given
x = (x1, . . . , xs), we let

�(x) = �(x1) . . . �(xs).

Set

MQ̄(N ) :=
∑

x∈[0,N ]s
�(x) 1X (x).

As an immediate consequence of combining corollary 2.3 with Yamagishi’s result
we obtain:

Theorem 2.4 There exists a constant χ = χ(D, t1, . . . , tD) such that if r(Q̄1) ≥ χ

and rkQ(Q̄d) ≥ χ for each 2 ≤ d ≤ D with td > 0 then there exist constants
C = C(Q̄), and c > 0 such that

MQ̄(N ) = C(Q̄) Ns−∑D
d=1 dtd + O

(
Ns−∑D

d=1 dtd

(log N )c

)

.

Furthermore, if the system of equations Q̄ = 0 has a non-singular solution in Z×p ,
the units of the p-adic integers, for each prime p, and the system of homgeneous
equations given by the leading forms has a non-singular real point in (0, 1)s , then

C(Q̄) > 0.

2.2 Number fields

Frei and Madritsch [7], extending an earlier result of Skinner [17], proved a local to
global rule for counting integral solutions to a system of polynomial equations over a
number field, assuming the Birch rank is sufficiently large. Let K be a number field
of degree n over Q. Let Q̄ be a system of polynomials in s variables over the ring of
integers O of K with maximal degree D. We assume the polynomials to be ordered
by their degrees, that is, for each d ∈ {1, . . . , D}, we are given polynomials

Q̄d = (Qd,1, . . . , Qd,td ) ∈ OK [x1, . . . , xs]
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of degree d, where td ≥ 0 with tD ≥ 1. Fix an integral ideal η of O and a Z-basis
ω1, . . . , ωn of η. We will also consider ω1, . . . , ωn as an R-basis of V := K ⊗Q R.
By a box B aligned to the basis, we mean the set of all x = (x1, . . . , xs) ∈ V s , where
each xi has the form xi,1ω1 + · · · + xi,nωn , such that the coordinates (xi, j )i, j ∈ Rns

lie in a given box B ⊆ [−1, 1]ns with sides aligned to the coordinate axes of Rns .
Given such a box B, we define the counting function

N (P) := ∣
∣{x ∈ ηs ∩ PB : Qd,i (x) = 0 for all 1 ≤ d ≤ D, 1 ≤ i ≤ td}

∣
∣ .

Let
� := {1 ≤ d ≤ D : td ≥ 1}.

Let D0 := 0 and, for 1 ≤ d ≤ D,

Dd := t1 + 2t2 + · · · + dtd ,

so that D := DD is the sum of the degrees of all the polynomials Qd,i . Set

ud :=
D∑

k=d
2k−1(k − 1)tk for 1 ≤ d ≤ D + 1,

s0(d) := Dd(2
d−1 + ud+1)+ ud+1 +

D∑

j=d+1
u j t j

s0 := max{s0(d) : d ∈ � ∪ {0}}.

By combining corollary 2.3 with the result of Frei and Madritsch we obtain:

Theorem 2.5 There exist constants A(d), B(d) such that if for all d ∈ � we have
rkK (Q̄d) > A(tds0)B then there is a positive δ with

N (P) = SJ · Pn(s−D) + O(Pn(s−D)−δ)

for P →∞. Here,S is the usual singular series and J is the usual singular integral.

2.3 Function fields

For function fields, Lee proved a local to global rule for systems of polynomials
with high Birch rank [13]. Suppose k = Fq(t) where q is a prime power and write
A = Fq [t]. Let Q̄ = (Q1, . . . , Qn) ∈ A[x1, . . . , xs] be forms of degree d. Let | · |
be the absolute value on k given by | f /g| = qdeg f−deg g. For x ∈ ks we define
‖x‖∞ = maxi∈[s] |xi |. For P > 0 set

N (P) = #{x ∈ As : ‖x‖∞ < qP , Qi (x) = 0 ∀i ∈ [n]}.

Corollary 2.3, together with Lee’s result yields:
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Theorem 2.6 There exist constants A(d), B(d)) such that the following holds: Assume
char(k) > d, rk(Q̄) > AnB, and that {Q̄ = 0} contains a non-singular point in the
completion of k at every place. Then we have

N (P) = μqP(s−nd) + O(qP(s−nd)−δ)

where μ, δ > 0.

3 Reduction tomultilinear polynomials and universality

In this sectionwe reduce theorem1.5 to a statement aboutmultilinear forms. Let V be a
finite dimensional vector space overk andQ ∈ k[V ] a formof degreed.Suppose either
char(k) = 0 or char(k) > d.Then there is an associatedmultilinear form Q̃ : V d → k
given by Q̃(x1, . . . , xd) = ∇x1 . . .∇xd Q which satisfies Q(x) = 1

d! Q̃(x, . . . , x). For
multilinear forms such as this there is a finer notion of rank.

Definition 3.1 Let k be any field, V1, . . . , Vd finite dimensional vector spaces over
k, and P : V1 × . . . × Vd → k a multilinear form. We say that P has partition
rank 1 if there exists a partition [d] = I � J with I , J �= ∅ and multilinear forms
R :∏i∈I Vi → k, S :∏ j∈J Vj → k such that

P(x) = R((xi )i∈I ) · S((x j ) j∈J ).

In general the partition rank prkk(P) is the smallest natural number r such that P =
P1 + · · · + Pr and Pi has partition rank 1 for all 1 ≤ i ≤ r .

The next claim states that the partition rank of Q̃ is essentially equivalent to the
rank of Q.

Claim 3.2 Let V be a finite dimensional vector space over k and Q ∈ k[V ] a form of
degree d. Suppose either char(k) = 0 or char(k) > d. then

rkk(Q) ≤ prkk(Q̃) ≤
(

d

�d/2�
)

rkk(Q).

Proof For the left inequality, suppose Q̃(x) =∑r
i=1 R(x) · S(x) and plug in

Q(x) = 1

d! Q̃(x, . . . , x) = 1

d!
r∑

i=1
Ri (x, . . . , x) · Si (x, . . . , x).

For the right inequality, suppose Q(x) =∑r
i=1 Ri (x)Si (x) and take derivatives

Q̃(x1, . . . , xd) =
r∑

i=1

∑

J⊂[d],|J |=deg Ri
R̃i ((x j ) j∈J )S̃i ((xk)k∈[d]\J ).


�
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Partition rank is also defined for collections of multi-linear forms.

Definition 3.3 Let P1, . . . , Pn : V1 × . . . × Vd → k be multilinear forms. Their
partition rank is

prkk(P1, . . . , Pn) = min
0 �=a∈kn prkk

(
n∑

i=1
ai · Pi

)

.

By claim 3.2, we can deduce theorem 1.5 from a corresponding theorem for multi-
linear forms.

Theorem 3.4 (theorem 1.5 for multi-linear forms) Let k be an admissible field,
V1, . . . , Vd finite dimensional vector spaces over k, and P1, . . . , Pn : V1×. . .×Vd →
k multi-linear forms. There exist constants Ã(k, d), B̃(k, d) such that if k is a perfect
field we have

prkk(P1, . . . , Pn) ≤ Ã[n · prkk̄(P1, . . . , Pn)+ 1]B̃,

and if k is an imperfect field we have

prkk(P1, . . . , Pn) ≤ Ã[n1+1/d · (prkk̄(P1, . . . , Pn)+ 1)]B̃ .

Proof of theorem 1.5 assuming theorem 3.4 We will show that theorem 1.5 holds with

A = Ã
( d
�d/2�

)B̃
and B = B̃. Let k be an admissible field and let Q1, . . . , Qn be degree

d polynomials with char(k) > d or char(k) = 0. Let Q̃1, . . . , Q̃n be the associated
multi-linear forms. If k is perfect then by claim 3.2 and theorem 3.4

rkk(Q1, . . . , Qn) ≤ prkk(Q̃1, . . . , Q̃n) ≤ Ã[n · prkk̄(Q̃1, . . . , Q̃n)+ 1]B̃

≤ Ã

[

n ·
(

d

�d/2�
)

rkk̄(Q1, . . . , Qn)+ 1

]B̃

≤ Ã

(
d

�d/2�
)B̃ [

n · rkk̄(Q1, . . . , Qn)+ 1
]B̃

.

If k is imperfect then again by claim 3.2 and theorem 3.4

rkk(Q1, . . . , Qn) ≤ prkk(Q̃1, . . . , Q̃n) ≤ Ã[n1+1/d · (prkk̄(Q̃1, . . . , Q̃n)+ 1)]B̃

≤ Ã[n1+1/d · (
(

d

�d/2�
)

rkk̄(Q1, . . . , Qn)+ 1)]B̃

≤ Ã

(
d

�d/2�
)B̃ [

n1+1/d · (rkk̄(Q1, . . . , Qn)+ 1)
]B̃

.


�
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We prove theorem 3.4 for all of the above fields (except Q) via a universality
result, which may be of independent interest. This generalizes a universality result of
Kazhdan and Ziegler appearing in [12].

Theorem 3.5 (Universality) Let k be an admissible field and R1, . . . , Rn : (kt )d → k
multilinear forms of degree d. There exist constants C(k, d), D(k, d) such that when-
ever P1, . . . , Pn : V1× . . .×Vd → k are multilinear forms with prkk(P1, . . . , Pn) >

C(ntd)D, there exist linear maps Ti : kt → Vi such that Pj ◦ (T1 × . . .× Td) = R j .

We now explain how theorem 3.4 follows from theorem 3.5. Theorem 3.5 will be
proved in the following sections.

Proof of theorem 3.4 assuming theorem 3.5 We will show that theorem 3.4 holds with
Ã = C, B̃ = dD. Supposing

prkk(P1, . . . , Pn) > C(n1+1/d r̄)dD,

we will show that prkk̄(P1, . . . , Pn) ≥ r̄ . By theorem 3.5 with t = nr̄ , there exist
linear maps Ti : kt → Vi such that

Pj ◦ T =
j r̄∑

k=( j−1)r̄+1

d∏

i=1
xi (k) =: Dj .

Clearly prkk̄(P1, . . . , Pn) ≥ prkk̄(D1, . . . , Dn). To show that the right hand side
equals r̄ , we need the following simple claim:

Claim 3.6 Let k be a field and P : V1× . . .×Vd → k a multilinear form. The variety

ZP := {(v2, . . . , vd) : P(·, v2, . . . , vd) ≡ 0}

satisfies

codimV2×...×Vd ZP ≤ prkk(P).

Proof Suppose P =∑r
k=1 Rk((xi )i∈Ik ) · Sk((x j ) j∈[d]\Ik ) and assume without loss of

generality that 1 /∈ Ik for all k.Then the variety {R1 = . . . = Rr = 0} has codimension
≤ r and is contained in ZP . 
�
Lemma 3.7 prkk̄(D1, . . . , Dn) = r̄ .

Proof Obviously the partition rank is ≤ r̄ . On the other hand, let D = ∑n
j=1 a j D j

be a non-trivial linear combination, and assume without loss of generality that
a1, . . . , am �= 0 and am+1 = . . . = an = 0 for some m ≥ 1. We can decompose
ZD explicitly,

ZD =
{

d∏

i=2
xi (k) = 0 : ∀k ∈ [mr̄]

}

=
⋃

σ :[mr̄ ]→[2,d]
{xσ( j)( j) = 0 : ∀ j ∈ [mr̄ ]}.
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ZD is a finite union of linear subspaces of codimension mr̄ , so codimV2×...×Vd ZD =
mr̄ ≥ r̄ . By the previous claim, we get prkk̄(D1, . . . , Dn) ≥ r̄ . 
�

This completes the proof of theorem 3.4 for all fields in the case n = 1 and
for imperfect fields in the case of general n. To obtain our improved bounds for
perfect fields and general n we use the following argument which we learned from A.
Polishchuk.
Proof of theorem 3.4 for perfect fields assuming the case n = 1. Let

r̄ = prkk̄(P1, . . . , Pn),P = spk̄(P1, . . . , Pn)

Choose 0 �= P ∈ P with rkk̄(P) = r̄ .LetP ′ ⊂ P be the k̄-subspace spanned by P and
itsGalois conjugates. ByGalois descent,P ′ = spk̄(P

′
1, . . . , P

′
m) for somepolynomials

P ′1, . . . , P ′m ∈ spk(P1, . . . , Pn). Let P ′(k) := spk(P
′
1, . . . , P

′
m) and choose 0 �= P ′ ∈

P ′(k). Since dimP ′ ≤ n, there are Galois conjugates σ1 · P, . . . , σn · P such that
P ′ ∈ spk̄(σ1 · P, . . . , σn · P). By our assumption on P this means rkk̄(P

′) ≤ nr̄ ,
which by theorem 3.4 implies

rkk(P
′) ≤ Ã(nr̄ + 1)B̃ .


�
We now begin the proof of theorem 3.5, which will be completed in subsequent

sections. Assume without loss of generality that Vi = ksi . Then linear maps Ti :
kt → Vi are of the form Ti (x) = Ai · x where Ai ∈Msi×t (k). For j1, . . . , jd , l the
coefficient of y1j1 · . . . · ydjd in Pl ◦ (T1 × . . .× Td) is given by a multilinear form

Pl
j1,..., jd :Ms1×t (k)× . . .×Msd×t (k) → k,

namely Pl
j1,..., jd

(A1, . . . , Ad) = (Pl ◦ (A1 × . . .× Ad)) (e j1 , . . . , e jd ).

Claim 3.8 The collection of multi-linear forms thus obtained satisfies

prkk
(
(Pl

j1,..., jd )l, j1,..., jd

)
= prkk(P1, . . . , Pn).

Proof For a multilinear form P = ∑
k1,...,kd ak1,...,kd

∏
i∈[d] xi (ki ) and indices

j1, . . . , jd

Pj1,..., jd (A1, . . . , Ad) =
∑

k1,...,kd

ak1,...,kd
∏

i∈[d]
Ai (ki , ji ).

Therefore, Pj1,..., jd (A1, . . . , Ad) is just P with relabeled variables, meaning they have
the same rank. So for any c1, . . . , cn and fixed j1, . . . , jd we have

prkk

(
∑

l

cl P
l
j1,..., jd

)

= prkk

(
∑

l

cl Pl

)

.
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Now let P ′ =∑
l, j1,..., jd c

l
j1,..., jd

Pl
j1,..., jd

be a non-trivial linear combination with, say,

cl1,...,1 �= 0 for some l. Restricting to the subspace

U = {Ai (k, j) = 0 : ∀i, k ∀ j �= 1}

gives P ′ �U=∑
l c

l
1,...,1P

l
1,...,1 so

prkk(P
′) ≥ prkk

(
∑

l

cl1,...,1P
l
1,...,1

)

= prkk

(
∑

l

cl1,...,1Pl

)

≥ prkk(P1, . . . , Pn).


�
The desired equalities Pl ◦ (A1 × . . .× Ad) = Rl are in fact ntd equations of the

form
Pl
j1,..., jd (A1, . . . , Ad) = rlj1,..., jd (1)

andwehave just proved that the collection ofmulti-linear forms appearing has partition
rank prkk(P1, . . . , Pn). Our goal in the next sections is to show that such a system of
equations has a k-solution.

4 Proof of results for finite fields and forQ

4.1 Proof for finite fields

We start by defining bias.

Definition 4.1 Let V be a finite dimensional vector space over a finite field k and
f : V → k some function. The bias of f is

bias( f ) = |Ex∈Vχ( f (x))|

where χ : k → C is some non-trivial character, and Ex∈X denotes 1
|X |

∑
x∈X for a

finite set X .

The bias of f depends also on the choice of character χ but this won’t matter in
what follows. The key to proving theorem 3.5 is the following theorem relating rank to
bias for multilinear polynomials. The first part is due to Milicevic [15], with a similar
result proved independently by Janzer [8], and the second to Cohen-Moshkovitz [3].

Theorem 4.2 Let k be a finite field and P : V1 × . . . × Vd → k a multilinear form.
Assume either of the following conditions holds for some r ≥ 1:

(1) prkk(P) ≥ αrβ, for constants α(d) = 2d
2O(d2)

, β(d) = 22
O(d2)

.

(2) |k| ≥ F(r , d) and prkk(P) ≥ 2d−1r .

Then bias(P) ≤ |k|−r .
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The proof of theorem 3.5 for finite fields, and hence of theorems 3.4 and 1.5, now
follows by a routine Fourier-analytic argument.

Proof We will show that theorem 3.5 holds for finite fields with C = 2d
2O(d2)

, D =
22

O(d2)
or with C = 2d−1, D = 1 under the additional assumption that |k| ≥

F(ntd , d). Recall that we want to show the existence of a k-solution to the system of
ntd multilinear equations (1)

Pl
j1,..., jd (A1, . . . , Ad) = rlj1,..., jd .

We showed in claim 3.8 that

prkk
(
Pl
j1,..., jd

)

l, j1,..., jd
= prkk(P1, . . . , Pn).

Applying theorem 4.2, we get that any nontrivial linear combination satisfies

bias

⎛

⎝
∑

l, j1,..., jd

αl
j1,..., jd P

l
j1,..., jd

⎞

⎠ ≤ |k|−ntd .

We can therefore estimate the number of solutions

EA1,...,Ad

∏

l, j1,..., jd

1Pl
j1,..., jd

(A1,...,Ad )=rlj1,..., jd

= Eαl
j1,..., jd

EA1,...,Ad χ

⎛

⎝
∑

l, j1,..., jd

αl
j1,..., jd

(
Pl
j1,..., jd (A1, . . . , Ad )− rlj1,..., jd

)
⎞

⎠

= |k|−ntd
⎛

⎜
⎝1+

∑

αl
j1,..., jd

�=0
EA1,...,Ad χ

⎛

⎝
∑

l, j1,..., jd

αl
j1,..., jd

(
Pl
j1,..., jd (A1, . . . , Ad )− rlj1,..., jd

)
⎞

⎠

⎞

⎟
⎠

≥ |k|−ntd
⎛

⎜
⎝1−

∑

αl
j1,..., jd

�=0
bias

⎛

⎝
∑

l, j1,..., jd

αl
j1,..., jd P

l
j1,..., jd

⎞

⎠

⎞

⎟
⎠ > 0.

As we saw in the previous section, this proves theorem 3.4 with the constants

(1) Ã = C = 2d
2O(d2)

, B̃ = dD = 22
O(d2)

.

(2) Ã = C = 2d−1, B̃ = dD = d if |k| ≥ F(prkk(P1, . . . , Pn), n, d),

and theorem 1.5 with the constants

(1) A = Ã
( d
�d/2�

)B̃ = 22
O(d2)

, B = B̃ = 22
O(d2)

.

(2) A = Ã
( d
�d/2�

)B̃ = 2d−1
( d
�d/2�

)d
, B = B̃ = d if |k| ≥ F(rkk(Q1, . . . , Qn), n, d).


�
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4.2 Proof forQ

Now we turn to proving theorem 3.4 for the rationals. We prove it in the case n = 1.
The case of general n follows by the argument given for perfect fields in the previous
section. Let P : Qs1×. . .×Qsd → Qbe amulti-linear form, andwrite s = s1+· · ·+sd .
Assume without loss of generality that P has integer coefficients. We will show that
for all but finitely many primes p, the reduction P mod p has partition rank which
is bounded from below in terms of prkQ(P).

Proposition 4.3 Let P : Qs1 × . . . × Qsd → Q be a multi-linear form with integer
coefficients. Then for all sufficiently large primes p we have

prkQ(P) ≤ 2d−1d · prkFp
(P mod p).

We now complete the proof of theorem 3.4 and theorem 1.5 forQ assuming propo-
sition 4.3.

Proof Suppose prkQ(P) ≥ 4d−1d · r̄ d . By proposition 4.3 we get that for sufficiently
large primes p, we have prkFp

(P mod p) ≥ 2d−1 · r̄ d . By theorem 3.4 for suffi-
ciently large finite fields, we conclude that for p sufficiently large we have prk

F̄p
(P

mod p) ≥ r̄ . By a model-theoretic result (corollary 2.2.10 in [14]), we deduce that
prk

Q̄
(P) ≥ r̄ . This completes the proof of theorem 3.4 with

Ã = 4d−1d, B̃ = d.

By the argument given in the last section this proves theorem 1.5 with

A = Ã

(
d

�d/2�
)B̃

= 4d−1d
(

d

�d/2�
)d

, B = B̃ = d.


�
In order to prove proposition 4.3, we will need a simple scaling result for solutions

to systems of multilinear equations.

Lemma 4.4 Let Q̄ = Q1, . . . , Qn : Zs1×· · ·×Zsd → G be a collection ofmultilinear
maps where G is some abelian group. For a positive integer R let

NR(Q̄) = |{x ∈ Zs : Qi (x) = 0 ∀i ∈ [n], 0 ≤ x j < R ∀ j ∈ [s]}|
N ′R(Q̄) = |{x ∈ Zs : Qi (x) = 0 ∀i ∈ [n],−R < x j < R ∀ j ∈ [s]}|.

Then for any positive integer L we have

NLR(Q̄) ≤ LsN ′R(Q̄),

where s = s1 + · · · + sd .
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Proof By induction on d. For the base case d = 1, first note that for any ci ∈ G
the number of solutions to Qi (x) = ci in [0, R)s is bounded above by N ′R(Q̄).

This follows by substracting a single solution from every one of the others. Writing
R̄ = (R, . . . , R), we have

NLR(Q̄) =
∑

0≤xi<LR

1Qi (x)=0 =
∑

ω∈{0,1,...,L−1}s

∑

0≤xi<R

1Qi (x+ω·R̄)=0

=
∑

ω∈{0,1,...,L−1}s

∑

0≤xi<R

1Qi (x)=−Qi (ω·R̄)

≤
∑

ω∈{0,1,...,L−1}s
N ′R(Q̄) = LsN ′R(Q̄).

For general d, we have

NLR(Q̄) =
∑

0≤x1(i)<LR

NLR(Q̄(x1, ·)) ≤
∑

0≤x1(i)<LR

Ls2+···+sd N ′R(Q̄(x1, ·))

= Ls2+···+sd ∑

‖x2‖∞,··· ,‖xd‖∞<R

NLR(Q̄(·, x2, · · · , xd))

≤ Ls
∑

‖x2‖∞,··· ,‖xd‖∞<R

N ′R(Q̄(·, x2, · · · , xd)) = LsN ′R(Q̄),

where the first inequality follows from the inductive hypothesis and the second one
follows from the base case d = 1. 
�
Proof of proposition 4.3 Let s = s1 + · · · + sd−1. Suppose p is a prime and prkFp

(P

mod p) = r . By the inequality bias(P mod p) ≥ p−r , proved in [11], we have

|{x ∈ Zs : P(x1, . . . , xd−1, ·) = 0 mod p}| ≥ ps−r .

Given 0 < η < 1, we can apply lemma 4.4 to the collection of multilinear maps

Q̄ = Q1, . . . , Qsd : Zs1 × . . .× Zsd−1 → Fp,

where

Qi (x) = P(x1, . . . , xd−1, ei ) mod p,

to get

Np(Q̄) ≤ �p1−η�s N ′�pη�(Q̄)�s ps(1−η)N ′�pη�(Q̄),

so

N ′�pη�(Q̄)�s pη(s−r/η) �s,η,r �pη�s−r/η.
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For η = 1
d and ‖x‖∞ < �pη� we have |P(x, ei )| � p

d−1
d so for sufficiently large p,

P(x, ei ) = 0 mod p �⇒ P(x, ei ) = 0.

Therefore,

|{x ∈ Zs : P(x, ·) = 0, ‖x‖∞ < �p1/d�}| �s,r �p1/d�s−dr .

By corollary 5.7, which will be proved in the next section, this implies prkQ(P) ≤
2d−1dr . 
�

5 Proof for number fields and finite separable extensions of Fq(t)

The obstruction to the solution to a system of equations given by multi-linear forms
is the Birch singular locus.

Definition 5.1 Let P : V1 × . . . × Vd → k be a multilinear form of degree d > 1.
The Birch singular locus is the subvariety

V1 × . . .× Vd−1 ⊃ ZP = {(x1, . . . , xd−1) : P(x1, . . . , xd−1, ·) = 0}.

For a collection P = (P1, . . . , Pn) the Birch singular locus is

ZP = {(x1, . . . , xd−1) : P1(x1, . . . , xd−1, ·), . . . , Pn(x1, . . . , xd−1, ·)
are linearly dependent}.

Kazhdan, Polishchuk and the first author [9] extended a result of Schmidt [16] and
showed a relationship between the Birch singular locus and the Schmidt rank for a
multilinear form P over a general field k.

Theorem 5.2 Let gk(P) denote the codimension in V1 × . . . × Vd−1 of the Zariski
closure of ZP (k). Then prkk(P) ≤ 2d−1 · gk(P).

By adapting an argument that Schmidt gave forQ in [16], this extends to collections
of multilinear forms over some fields.

Proposition 5.3 Let k be a number field or a finite separable extension of Fq(t), and

P = (P1, . . . , Pn) : ks1 × . . .× ksd → k

a collection of multilinear forms. Suppose for some c1, . . . , cn ∈ k the system of
equations (Pi = ci ) has no solution in ks1 × . . .× ksd . Then

prkk(P) ≤ 2d−1(d − 1)n2.

To prove proposition 5.3 we need an effective version of Noether normalization.
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Lemma 5.4 (Noether normalization) Let k be an algebraically closed field and let
V ⊂ ks be an algebraic set of codimension t defined by m homogenenous equations
of degree≤ n. Look at matrices M ∈M(s−t)×s(k). There exists a constant C(s,m, n)

(independent of V !) such that for any set U ⊂ k of size |U | ≥ C we can find a matrix
M with entries in U for which the map M : V → ks−t has finite fibers of size bounded
by C .

Proof of lemma Just follow the proof of linear Noether normalization, for example
in [6]. Note that we need to choose the entries of M to avoid solutions of certain
polynomial equations of degree ≤ n. 
�

This lemma gives us a useful corollarywhenwe have a pseudo-norm at our disposal.
It will be convenient to use a slightly non-standard definition.

Definition 5.5 Let A be a ring. We call a function φ : A→ Z≥0 a pseudo-norm if it
satisfies the following conditions:

(1) φ(x + y) ≤ φ(x)+ φ(y).
(2) φ(xy) � φ(x)φ(y) where the implied constant is independent of x, y.

Given (A, φ) as above and R > 0 we write BR(A) := {a ∈ A : φ(a) ≤ R} for the
ball of radius R. We say (A, φ) has linear growth if for all 0 < R <∞ the set BR(A)

is finite and satisfies |BCR(A)| �C |BR(A)| for any constant C .

Lemma 5.6 (Point counting and dimension) Let A be an infinite integral domain
equipped with a pseudo-norm φ such that (A, φ) has linear growth. Let k be the
fraction field of A and V ⊂ k̄s an algebraic set defined over A by m homogeneous
equations of degree n. For R > 0 set

NR = |V ∩ (BR(A))s |.

Given D > 0, there exists R0(s,m, n, D) (but independent of V !) such that if for
some R > R0 we have NR ≥ D|BR(A)|s−t then codim(V ) ≤ t .

Proof of lemma 5.6 Suppose, to get a contradiction, that codim(V ) = t ′ > t . By
infinitude of A, we can apply lemma 5.4 to get a constant C = C(s,m, n) and a
matrix M ∈M(s−t ′)×s(A) with entries in BC (A) such that M : V → k̄s−t ′ has fibers
of size ≤ C . This allows us to bound NR

NR ≤ C · |M((BR(A))s)| ≤ C · |BC ′R(A)|s−t ′ �s,m,n |BR(A)|s−t−1,

where C ′ = C ′(s,m, n). The second and third inequalities use the fact that φ is a
pseudo-norm and that (A, φ) has linear growth, respectively. If NR ≥ D|BR(A)|s−t
then we combine with the above inequality to get

D ≤ D′|BR(A)|−1

where D′ = D′(s,m, n) > 0. By infinitude of A, this is impossible for R ≥
R0(s,m, n, D), so we must have codim(V ) ≤ t . 
�
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Corollary 5.7 LetA be an infinite integral domain equippedwith a pseudo-normφ such
that (A, φ) has linear growth. Let k be the fraction field ofA, P : ks1× . . .×ksd → k
a multilinear form and D a positive constant. Write s = s1 + · · · + sd−1. Then there
exists R0(s, d, D) independent of P such that if we have

|ZP (k) ∩ (BR(A))s | ≥ D|BR(A)|s−t

for some R ≥ R0 then prkk(P) ≤ 2d−1 · t .
Proof Combine lemma 5.6 and theorem 5.2. 
�

Corollary 5.7 is the result that we will actually use in our proof of proposition 5.3,
the other lemmas were preliminary.

Proof of proposition 5.3 Let s = s1 + · · · + sd−1. First we claim that our hypothesis
implies ZP (ks) = ks . Indeed, suppose this isn’t the case. Then there is some x ∈
ks\ZP (ks),meaning Pi (x, ·) are linearly independent and Pi (x, ·) = ci has a solution
in ksd . The proof of the proposition will be similar for both types of fields.

Number fields: Let A be the ring of integers of k. Recalling that A ∼= Zm as
Z-modules, we define a pseudo-norm on A with linear growth by

φ(n1, . . . , nm) = max
i
|ni |.

Assume without loss of generality that the collection P has coefficients in A. Now,
suppose x ∈ ZP (k) ∩ BR(A)s . Then the matrix M = (mi, j ), where mi, j =
Pj (x1, . . . , xd−1, ei ), is of rank ≤ n − 1 and has φ(mi, j ) � Rd−1 for all i, j . By a
standard linear algebra argument, we obtain a small vector in the kernel of M .

Claim 5.8 Suppose (A, φ) is an integral domain equipped with a pseudo-norm. Sup-
pose M ∈ Mm×n(A) has rk(M) ≤ n − 1 and φ(mi, j ) ≤ T for all i, j . Then there
exists 0 �= a ∈ An such that Ma = 0 and φ(ai ) �n T n−1 for all i .

Proof Suppose without loss of generality that the first j ≤ n − 1 rows of M are a k-
basis for row(M). We obtain a new matrix by deleting the other rows and then adding
n− j rows of standard basis vectors to obtain an invertible n×n matrix which we call
M ′. Let D = det M ′. Then Cramer’s rule gives a solution 0 �= a ∈ An to the equation
M ′a = (0, . . . , 0, D) which satisfies φ(ai )�n T n−1 for all i . 
�

Therefore, there is a nontrivial solution a ∈ An to the equation Ma = 0 which
satisfies φ(ai ) � R(d−1)(n−1) for all i . The number of possibilities for such an a
is � Rmn(d−1)(n−1). Hence there must be some nontrivial linear combination P =
a1P1 + · · · + an Pn with

ZP (k) ∩ (BR(A))s � Rm[s−(d−1)n2].

If R is sufficiently large, we can apply corollary 5.7 to obtain

prkk(P) ≤ 2d−1(d − 1)n2.



15 Page 18 of 19 A. Lampert, T. Ziegler

Finite separable extensions of Fq(t): Let A be the integral closure of Fq [t] in k.

Then A ∼= Fq [t]m as a Fq [t]-module, with the same proof as for rings of integers in
number fields. Define a pseudo-norm on Fq [t] with linear growth by φ( f ) = qdeg( f )

and extend it toA by φ( f1, . . . , fm) = maxi φ( fi ).Assumewithout loss of generality
that P has coefficients in A. From here the proof proceeds in a similar manner: If x ∈
ZP (k)∩BqR (A)s then thematrixM = (mi, j ),wheremi, j = Pj (x1, . . . , xd−1, ei ), is
of rank≤ n−1 andhasφ(mi, j ) � qR(d−1) for all i, j .Byclaim5.8 there is a nontrivial
solution a ∈ An to the equation Ma = 0 which satisfies φ(ai ) � qR(d−1)(n−1) for all
i . The number of possibilities for such an a is� qmnR(d−1)(n−1). Hence there must
be some nontrivial linear combination P = a1P1 + · · · + an Pn with

ZP (k) ∩ (BqR (A))s � qmR[s−(d−1)n2].

If R is sufficiently large, we can apply corollary 5.7 to obtain

prkk(P) ≤ 2d−1(d − 1)n2.


�
Now we can finish the proof of theorem 3.5, and hence of theorems 3.4 and 1.5.

Proof We will show that theorem 3.5 holds for number fields and finite separable
extensions of Fq(t) with constants C = 2d−1(d − 1), D = 2. Suppose P1, . . . , Pn
satisfy prkk(P1, . . . , Pn) > 2d−1(d−1)(ntd)2.Recall that we proved that this implies
prkk(P

l
j1,..., jd

) > 2d−1(d − 1)(ntd)2. By proposition 5.3 the system of equations

Pl
j1,..., jd (A1, . . . , Ad) = rlj1,..., jd

from the end of section 3 has a k-solution as desired. Recall that for the constants Ã, B̃
of theorem 3.4 we can take

Ã = C = 2d−1(d − 1), B̃ = dD = 2d,

and for the constants A, B of theorem 1.5 we can take

A = Ã

(
d

�d/2�
)B̃

= 2d−1(d − 1)

(
d

�d/2�
)2d

, B = B̃ = 2d.


�
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