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An Efficient Epilepsy Prediction Model on
European Dataset with Model Evaluation

Considering Seizure Types
Shiva Maleki Varnosfaderani, Ian McNulty, Nabil J. Sarhan, Waleed Abood, and Mohammad Alhawari

Abstract— This paper develops a computationally effi-
cient model for automatic patient-specific seizure predic-
tion using a two-layer LSTM from multichannel intracra-
nial electroencephalogram time-series data. We decrease
the number of parameters by employing a smaller input
size and fewer electrodes, thereby making the model a
viable option for wearable and implantable devices. We
test the proposed prediction model on 26 patients from
the European iEEG dataset, which is the largest epileptic
seizure dataset. We also apply an automatic preprocessing
technique based on a common average reference to remove
artifacts from this dataset. The simulation results show that
the model with its simple structure in conjunction with the
mean post-processing procedure performed the best, with
an average AUC of 0.885. This study is the first that utilizes
the European database for epilepsy prediction application
and the first that analyzes the effect of the seizure type on
the system performance and demonstrates that the seizure
type has a considerable impact.

Index Terms— Deep learning, epileptic seizure predic-
tion, European iEEG dataset, preprocessing, two-layer
LSTM, seizure type.

I. INTRODUCTION

EPILEPSY is a disease of the brain characterized by re-
peated seizures, at least two seizures, that are not brought

on by other illnesses [1]. Although the exact cause is usually
unknown, epileptic seizures can be caused by brain damage
or a genetic susceptibility [2]. The United States accounts
for 3.4 million of the world’s epilepsy patients, according to
the World Health Organization [3]. The International League
Against Epilepsy (ILAE) has replaced ”epilepsy disorder”
with ”epilepsy disease” to emphasize its gravity and impact.
However, concerns persist about potential stigma. Individuals
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with epilepsy face a heightened risk of bodily harm, with
Sudden Unexpected Death in Epilepsy (SUDEP) being the
leading cause of mortality. Uncontrolled seizures also lead to
difficulties in employment and driving, exacerbating socioe-
conomic challenges. Chronic uncontrolled epilepsy is linked
to anxiety, suicidal ideation, and other psychiatric disorders,
impacting both individuals and families [4].

Generally, epilepsy research can be divided into four main
categories: (1) anti-epileptic medications, (2) epilepsy local-
ization and surgery, (3) epilepsy detection, and (4) epilepsy
prediction. Anti-epileptic medications are currently the basis
of epilepsy therapy. Unfortunately, despite receiving therapy,
over 30% of people with epilepsy continue to experience
seizures [5]. The other 70% of patients who react to anti-
epileptic drugs experience unfavorable side effects, such as
nausea, fatigue, dizziness, or impaired vision. When drugs
are unable to manage seizures, epilepsy surgery may be a
possibility. This surgical technique involves resecting a portion
of the brain that causes seizures, which helps to halt seizures or
lessen their frequency. However, it might come with significant
consequences, such as paralysis, stroke, vision damage, and
memory and language issues [6], [7]. In epilepsy detection, on
the other hand, the patients do not have enough time to react to
the seizure. Therefore, there has been much interest in creating
tools for seizure forecasting. Epileptic seizure prediction has
the potential to significantly improve patient care by warning
them of imminent seizures and allowing them to prepare a
quick-acting drug and take steps to prevent any potential
harm. It also paves the way for customized medicines with
fewer adverse effects for each individual with epilepsy, and
thus seizure intervention systems may be utilized to prevent
upcoming seizures [8].

Electroencephalography (EEG) is a key tool for identifying
a variety of brain illnesses, including epilepsy [9]. Preictal,
ictal, postictal, and interictal are the four basic states for
EEG signals in epilepsy, which relate to the time before the
onset of the seizure, the seizure onset time, the time after
the seizure onset, and the time during normal brain activities,
respectively [10]. EEG signals can be divided into two primary
groups called scalp EEG (sEEG) and intracranial EEG (iEEG)
based on where the electrodes are placed. sEEG does not
require invasive operation and can be captured by placing the
electrodes on the scalp. In contrast, implant surgery is needed
to record the iEEG data, which is mostly utilized to record
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long-term EEG data [11].
EEG signals can be compromised by both internal and ex-

ternal abnormalities, leading to a deterioration in signal quality
[12], [13]. There are several denoising techniques reported in
the literature to remove various noise types from EEG data
[14]–[20]. Re-referencing techniques can eliminate common
noise present in EEG electrodes caused by the movement of
the reference electrode or the noise from the data-gathering
instruments connected to the electrodes. Bipolar, Laplacian,
and average re-referencing techniques, among others, can be
employed to reduce the impact of common noise. Stereo
EEG electrodes can be utilized with either the bipolar or
average Laplacian methodology, while subdural electrodes are
frequently employed with the average Laplacian technique
[21]–[23].

This paper develops and validates an epileptic seizure
prediction system employing a two-layer Long Short-Term
Memory (LSTM) model that is capable of predicting seizures
reliably and accurately using four EEG channels. The system
is validated on the European database, the largest EEG dataset,
marking the first instance of its application in epilepsy predic-
tion. The primary contributions of this paper are outlined as
follows:

• introducing a denoising-preprocessing approach utiliz-
ing the Common Average Reference (CAR) method for
cleaning raw iEEG data,

• introducing handcrafted time and frequency domain EEG
features optimized for epilepsy prediction,

• proposing an efficient LSTM model that utilizes only four
channels per patient, leading to a substantial reduction in
system complexity,

• assessing the system performance using the European
iEEG dataset,

• evaluating the system performance across a significant
number of patients (26 patients),

• using the origin electrodes for the simulations, and
• interpreting the results based on seizure types.

To the best of our knowledge, this is the first study making
a connection between model performance and seizure types
which may help doctors better diagnosing epileptic patients.

The rest of this study is organized as follows. A literature
review is performed in Section II. Section III describes the
EEG dataset used to evaluate the proposed system. Section IV
presents the proposed epilepsy prediction model based on a
two-layer LSTM. Discussion and future work are introduced
in Section V. Finally, the conclusions are drawn.

II. PRIOR WORK ON EPILEPSY PREDICTION SYSTEMS

Recent advancements in Deep Learning (DL) techniques
have led to the development of highly accurate epilepsy pre-
diction systems [24]–[34]. To construct an intelligent epilepsy
prediction system based on DL, various procedures such
as preprocessing, feature extraction, classification, and post-
processing are essential. Preprocessing uses filtering, artifact
removal techniques, and augmentation to prepare and remove
noise from EEG data. In contrast to processing raw EEG
signals, the complexity and computational cost of the system

are reduced by employing channel-based and segment-based
feature extraction [35]. Channel-based feature extraction refers
to features extracted from each EEG channel, including statis-
tical time-domain features (such as mean, variance, kurtosis,
and skewness), frequency-domain features (such as spectral
power in various frequency bands and Short-Time Fourier
Transform (STFT)), and wavelet-domain features. Systems can
have shorter training durations, less complexity, and lower
power consumption when handcrafted features are used, com-
pared to systems that automatically extract features using
Convolutional Neural Networks (CNNs). In [36], Common
Spatial Pattern (CSP) is used to extract 324 (18×18) features
from 23,040 data points to decrease the number of trainable
parameters using CNN, however, the model suffer from low
sensitivity. CNN [25], [29]–[31], [33], [37]–[39], LSTM [26],
[40], Bidirectional LSTM (BiLSTM) [24], [41], and Convo-
lutional Gated Recurrent Neural Network (CGRNN) [28] are
examples of classifiers that are used to categorize EEG data.
The K-of-N [25], mean, and minimum distance (MD) [34]
approaches have been utilized as post-processing techniques
to improve classification accuracy while lowering the false
prediction rate (FPR).

A CNN with six convolutional layers and two fully linked
layers is developed in [30]. The model is evaluated on two
separate sEEG datasets, including a subset of the public CHB-
MIT EEG database and the dataset collected at the Mount
Sinai Hospital. The CNN obtained a prediction sensitivity
of 87.8% and FPR of 0.142/hr when trained on 3D wavelet
tensors generated from the wavelet transformation of raw
sEEG data. Similar study can also be found in [42], where
STFT is used to convert raw EEG signals into time-frequency
characteristics. The resulting image-like 2D features are then
fed into a CNN that includes three convolution blocks and
two fully linked layers. When evaluated on datasets from
Freiburg Hospital, CHB-MIT, and the American Epilepsy
Society (AES) Seizure Prediction dataset, the suggested model
has a sensitivity of 81.4%, 81.2%, and 75%, respectively. In
[43], a CNN model is trained on channel-frequency feature
maps, generated by the directed transfer function (DFT),
achieving a sensitivity of 90.8% and an FPR of 0.08/h are
obtained using Freiburg EEG dataset.

Most of the reported epileptic systems achieved good model
performance, however, their high computational resource and
memory bandwidth demands restrict their implementation in
resource-constrained devices such as wearable and implantable
devices. [44] proposed a power management model based on
patient-specific seizure patterns to control the overall system’s
power consumption. This model identifies the patient-specific
seizure pattern and transitions the system into sleep mode
during periods when the likelihood of a seizure is negligible
or extremely low. The suggested power management model
has the potential to significantly decrease power consumption
by 49% compared to a more complex model, with a minimal
performance reduction of less than 1%. Recently, LSTMs have
been applied in applications for epilepsy prediction due to their
capacity for learning long-term dependencies [24], [26], [27],
[34]. In [26], LSTM is used to analyze the EEG signals for
epileptic seizure prediction, where 643 features in time and
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frequency domains are selected from each 5-second segment
and sent into a two-layer LSTM with 128 memory units in
each layer, creating a huge model with more than 500,000
trainable parameters. In [24], 10 channels that obtain the same
level of prediction accuracy are chosen based on the highest
variance entropy product. The used channel selection method
eliminates redundant and unnecessary channels which brings
the total number of trainable parameters down to 18,345 for a
Deep Convolutional Autoencoder (DCAE) + BiLSTM model.
Although the suggested structure achieves high sensitivity and
low FPR, the system’s effectiveness is assessed by a small
number of patients from CHB-MIT database [45], [46]. In
[34], a model with two-layer LSTM showed a good perfor-
mance with AUC score of 0.920, verified on the Melbourne
dataset. The study uses handcrafted features from the EEG
signals, including temporal data (such as mean, variance,
and peak-to-peak values) and spectral information (such as
spectral power in eight canonical EEG frequency bands), fed
into LSTM network. In [47], another LSTM-based seizure
prediction technique uses statistical information extracted from
EEG rhythms as inputs. When evaluated on the Melbourne
dataset, it achieved an AUC score of 0.894.
The imbalanced data problem affects epilepsy prediction sys-
tems since there are more interictal samples than preictal sam-
ples, thereby resulting in a biased model in favor of interictal
samples [48]. A number of methods, such as Overlapping
Sampling [25], Generative Adversarial Network (GAN) [29],
and Deep Convolutional Generative Adversarial Networks
(DCGAN) [32] can be used to produce synthetic EEG data
to overcome this issue.

III. EUROPEAN IEEG DATASET AND ITS CHALLENGES

The European iEEG Epilepsy dataset is among the largest
available datasets for epileptic seizure applications [49]. The
dataset provides comprehensive details of each patient, in-
cluding age, gender, disease history, surgical process and
outcomes, the onset zone of seizures, and electrode type and
placement. For each patient, the EEG onset and clinical onset
are reported. EEG onset is generally assigned several seconds
to several minutes earlier than the clinical onset (which is
related to the first clinical signs). Each interictal file consists
of a one-hour recording with a two-hour gap before and after
EEG onset time to avoid overlapping. In our study, the preictal
samples are extracted one hour before seizure onset with a
five-minute gap from the EEG onset to avoid overlapping. 26
patients from this dataset are used to evaluate the performance
of the proposed system. More details about this dataset can be
found in [20] and [50].

A. Challenges in the European iEEG Dataset
In our study, as presented in [20], we utilized the European

dataset for the first time to assess the effectiveness of a
common average reference technique to mitigate the noise
introduced by the common scalp reference. We encountered
several challenges, including identifying and removing dropout
channels and segments, reducing the noise caused by the scalp
reference used for data recording, managing large noise spikes
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Fig. 1. An example of common noise in iEEG dataset [20].
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Fig. 2. The representation of Dropout channels in time and frequency
domain. a) Time domain representation where the red channel consists
of dropout data. b) Frequency domain representation where the red
channel consists of drop out channel [20].
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Fig. 3. An example of an electrode with a large spike, which is not due
to common noise [20].
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Fig. 5. Proposed epilepsy prediction system for the European Dataset.

that are possibly induced by electrode disconnection, and
recording subclinical seizures. The dataset consists entirely
of raw data without any preprocessing, posing difficulties in
cleaning the data from various types of noise. Although the
dataset includes iEEG data, which is less susceptible to noise, a
scalp EEG electrode serves as a reference electrode. Therefore,
the noise generated from the scalp electrode manifests in the
iEEG data as common noise.

Figures 1-4 present some of types of noise exist in the
European dataset. Figure 1 shows an example demonstrating
the influence of common noise on EEG channels in time
domain, caused by the movement of the reference electrode,
motion artifacts, such as muscle movements, and eye blinking.
Figure 2 illustrates the difference between the dropout channel
(channel 15) and other channels in time and frequency domain.
Several files in this dataset have multiple electrodes with
low or constant values, which do not represent EEG data
and thus can be considered as dropout data. Based on their
power level, the dropout channels may be quickly identified
in the frequency domain. Figure 3 displays a large spike in
one channel, represented by red color, which can be due to
disconnection of the scalp electrode. Figure 4 displays large
spike in one channel causing a large amplitude on all of the
channels, which can be due to common noise.

IV. PROPOSED EPILEPSY PREDICTION MACHINE
LEARNING MODEL

The proposed epilepsy prediction system, designed for the
European dataset, is illustrated in Figure 5. As shown in the
figure, the details of the model are described as follows.

1- Data Extraction: A one-hour EEG data with 5 minutes
gap from the EEG onset is considered to extract preictal
samples to avoid overlapping with the ictal state. Every
interictal file lasts for one hour, where we consider the two-
hour intervals before and after the EEG onset time to extract
the interictal files.

2- Channels Selection: We select four EEG channels based
on the following criteria: 1) proximity to the brain’s lobe area
where seizures start, 2) coverage of a large brain area, 3)
inclusion of at least two seizure onset zone electrodes, and 4)
exclusion of dropout electrodes. Furthermore, we assume that
experts accurately assigned the origin electrode, as included in
the dataset. More details can be found in our previous research
[20].

Fig. 6. The proposed preprocessing method based on the re-
referencing method in [20].

3- Segmentation and Preprocessing: Each 60-minute raw
iEEG clip is divided into 5-second non-overlapping segments,
and every 6 consecutive segments are grouped together as an
LSTM input. Each preictal group is assigned a label of one,
and each interictal group is assigned a label of zero. After that,
the preprocessing is applied to clean each segment based on
CAR method, as shown in Figure 6 [20]. As depicted in the
figure, once the four electrodes are selected, the segments are
cleaned based on the following steps. 1) The power line noise
is eliminated using a notch filter set to a 50 Hz frequency.
2) If the algorithm finds a dropout data (more than 20% of
the segment), then the segment is discarded and the following
segment is processed. 3) The system detects large spikes in
the data when the peak-to-peak value surpasses a specific
threshold. If a large spike is present in all channels, it is
considered common noise, which is then removed using the
re-referencing method described in [20]. In contrast, if a
large spike is observed in one, two, or three electrodes, then
these electrodes are likely disconnected and the segment is
discarded. Note that the threshold for identifying large spikes
is set to 5000 µV for this dataset.

4- Feature Extraction: Six features in time domain and
seven features infrequency domain are extracted for each
channel. The time-domain features consist of energy distribu-
tion, deviation, peak-to-peak values, and the number of zero-
crossings, as well as two statistical moments: skewness and
kurtosis. The frequency-domain features include the spectral
power intensity, which is extracted from the EEG data for 7
frequency bands from 0.1 Hz to 100 Hz using PyEEG library
[51], including 0.1-4 Hz, 4-8 Hz, 8-12 Hz, 12-30 Hz, 30-50
Hz, 50-80 Hz, 80-100 Hz.

5- Classification: A two-layer LSTM is used to classify the
data into preictal and interictal classes. Five different LSTM
sizes are used to investigate the effect of the model’s size on
the results. Model 1 is the simplest model which consists of
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two layers with 16 memory units, while Model 5 consists of
two layers with 256 memory units. The models are followed
by a fully connected layer with an output of 30 to 100 units
using the “ReLU” activation function and a final dense layer
using “Sigmoid” activation function. The output is assigned to
one for preictal samples and zero for interictal samples with a
threshold of 0.5. More details about each model are shown in
Figure 7. For all models, the Binary Cross-Entropy function
is selected as the loss function, and the Adaptive Moment
Estimation (Adam) with a learning rate of 0.001 is used as
the optimizer. The Leave-one-out cross-validation (LOOCV)
technique is utilized to evaluate the performance of the system.
In the LOOCV technique, in each round, one preictal file
and N interictal files (to cover almost all data for the test
part which is dependent on the total number of interictal
files) are separated for testing, and the rest of the samples
are used for training. For instance, we may have 50 interictal
samples and 5 preictal samples for a single subject. Thus, we
perform five test and training rounds for this patient, where
we exclude one preictal sample and ten interictal samples in
each round. The Models are trained with an equal number of
interictal and preictal samples from the training samples to
address the unbalanced dataset issue. Dropout is applied to
the first and second layers with a factor of 10% and 30%,
respectively, to prevent overfitting. The number of epochs
utilized for model training ranged from 100 to 500. In this
case, the early stopping technique is implemented to stop the
training before convergence to avoid the overfitting [52].

6- Postprocessing: Three post-processing methods are ap-
plied, including arithmetic mean, k-of-n [42], and minimum
distance (MD) [34] to assign an output to ten sequence outputs
from LSTM. In our study, we chose the values of k to be
5 and n to be 10. The MD method aims to determine the
similarity between network outputs and either interictal or
preictal samples. To make a decision about a sequence of
outputs and assign a final output, the method assesses whether
the output is closer to zero (representing interictal samples) or
closer to one (representing preictal samples). In the following,
more details about MD method are provided:

- Identify Extremes: Determine the minimum and maximum
of the n-sequence output of the LSTM network.

- Calculate Distances: Calculate the distance between the
minimum and zero (stored as dis-min) and the distance
between the maximum and one (stored as dis-max). The
objective of this step is to assess the similarity of the output
to both interictal and preictal samples.

- Comparison: Compare dis-min and dis-max to decide the
final output. If dis-max is lower than dis-min, indicating simi-
larity to preictal samples, assign the output as one. Otherwise,
assign it as zero, representing interictal samples.

Figure 8 illustrates an example of how the MD technique
operates, where each point on the y-axis represents an LSTM
output, while the x-axis shows the sequence of outputs. In the
proposed system, the output is zero for interictal samples and
one for preictal samples. Each set of five-sequence outputs of
the LSTM (n=5) is condensed into one output during post-
processing. In this example, the first and second sequence
outputs are interictal samples. For both sequences, the dis-

min values of 0.13 and 0.26 are lower than the dis-max values
of 0.23 and 0.44, respectively. Therefore, the final output is
correctly assigned to zero. However, for the first sequence
output, the output is assigned to one using the mean and k-of-n
method.

A. Evaluation of the Effect of Postprocessing on the
Results

To assess the performance of the proposed model, simula-
tion results for 26 patients from the iEEG European dataset are
presented, utilizing metrics such as sensitivity, false prediction
rate (FPR), accuracy, and area under the Receiver Operator
Characteristic (ROC) curve (AUC). The results for each patient
and the average results for each model are presented in Tables
I-V for models 1-5, respectively. As shown in Tabel I, for all
patients except Pat-970, Pat-958, Pat-620, Pat-635, Pat-264,
Pat-583, Pat-548, Pat-115, and Pat-442, the mean method has
the best AUC, and k-of-n has the worst AUC. In these patients,
the MD has the best AUC compared to the mean and k-of-n
methods. The average results indicate that the mean method in
the post-processing presents the best AUC compared to MD
and k-of-n. Pat-253 has the lowest AUC compared to other
patients, where the data are from a 37-year-old woman whose
epilepsy began when she was 18 years old.

Several hypotheses could explain the sub-optimal perfor-
mance of the model. First, the data are recorded over 10
days, during which the patient underwent more than 70
subclinical seizures in a condensed time frame. Although the
subclinical seizures are identified and eliminated from the data,
it is posited that unreported subclinical seizures may persist,
potentially influencing both the training and testing phases.
Second, when the surgery was performed on this patient, the
procedure resulted in Engle class II [53], which may have been
caused by the incorrect identification of the original electrodes
used in the simulations. A low number of samples to train the
system can be another reason for poor performance for this
patient. Pat-635, Pat-548, and Pat-818 also have an AUC lower
than 0.8. The data for Pat-635 are collected from a 63-year-old
woman whose epilepsy began when she was 30 years old. For
this patient, the majority of reported seizures are related to
the unclassified seizure category which may be the reason for
the poor performance. More than 70% of reported seizures for
Pat-548 and Pat-818 fall into the categories of simple partial
and unclassified seizure types, which might negatively affect
the system’s effectiveness. Model-1 performs well for Pat-862
with the highest AUC of 1, lowest FPR of 0.01, and highest
accuracy of 99.2%. The data are collected from a 16-year-old
female experiencing seizures for four years. For this patient,
no subclinical seizure is reported which can be one reason for
having a good performance. Note that for this patient, 100%
of seizures are the secondarily generalized seizures.

As shown in Tabel II, the mean method performs the best
for the majority of patients, compared to other postprocessing
methods. The worst performance is reported by Pat-139 with
an AUC of .728. For this patient, 60% of the seizures are in
the simple partial category which might be related to the poor
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Fig. 7. (a) The structure of the classifier, which incorporates an LSTM model. (b) Details of each model used for evaluation.

TABLE I
EVALUATE THE EFFECT OF POST-PROCESSING METHOD ON THE RESULTS BASED ON MODEL-1

Model-1 Sen (%) FPR (h−1) Acc (%) AUC
Patient Mean MD kofn Mean MD kofn Mean MD kofn Mean MD kofn
Pat-970 81.52 82.7 78.7 0.23 0.22 0.20 77.8 78.4 80 0.87 0.87 0.79
Pat-1096 87.6 85.8 86.7 0.13 0.15 0.12 75.9 74.1 69.9 0.949 0.890 0.882
Pat-1084 86.1 77.3 84.2 0.19 0.19 0.16 82.0 80.3 83.5 0.94 0.89 0.84
Pat-958 88.3 91.7 83.3 0.12 0.16 0.10 87.8 84.8 89 0.926 0.928 0.864
Pat-922 92.5 90.8 90.0 0.23 0.21 0.22 80.7 81.8 81.2 0.927 0.918 0.825
Pat-273 72.2 60.8 69.9 0.28 0.28 0.24 72.1 71.6 75 0.863 0.808 0.708
Pat-253 100 100 97.2 0.38 0.44 0.29 65.7 59.6 73.3 0.76 0.753 0.663
Pat-862 100 100 95.9 0.01 0.03 0.01 99.2 97.2 98.8 1 0.975 0.975
Pat-620 100 100 100 0.29 0.25 0.27 74.7 72.7 76.3 0.98 0.995 0.87
Pat-1146 86.1 86.1 86.1 0.12 0.12 0.12 87.9 87.9 88.2 0.903 0.89 0.84
Pat-375 100 100 100 0.065 0.1 0.04 94.5 91.8 96.7 0.98 0.92 0.98
Pat-818 90.0 89.1 82.7 0.39 0.4 0.38 63.5 62.7 64.3 0.784 0.76 0.727
Pat-1073 91.5 89.8 79.5 0.32 0.27 0.28 70.5 74.5 72.7 0.846 0.842 0.758
Pat-916 80.6 75 80.6 0.12 0.22 0.11 87.3 77.8 88.1 0.91 0.793 0.847
Pat-635 72.2 75 66.7 0.24 0.3 0.19 76.1 70.7 79.2 0.767 0.793 0.703
Pat-565 94.4 94.4 94.4 0.21 0.2 0.19 81 82.1 82.6 0.95 0.94 0.86
Pat-264 100 100 95.85 0.32 0.36 0.32 70.7 68 71.1 0.84 0.895 0.82
Pat-1077 75.4 79.8 73.3 0.24 0.22 0.22 76.4 78.2 77.89 0.875 0.853 0.758
Pat-384 93.0 94.5 87.9 0.3 0.30 0.29 74.1 74.2 73.6 0.972 0.968 0.81
Pat-139 73.2 78.8 71.4 0.32 0.35 0.29 68.5 66.3 70.9 0.814 0.766 0.708
Pat-583 91.7 93.3 85 0.2 0.2 0.2 85.8 86.7 82.4 0.948 0.966 0.826
Pat-1125 86.1 91.7 86.1 0.35 0.34 0.34 67.4 68 70.1 0.813 0.798 0.758
Pat-548 66.7 66.7 65.7 0.37 0.34 0.35 64.9 66.4 65.1 0.764 0.792 0.652
Pat-590 71.7 70.5 70.6 0.02 0.02 0.01 84.6 83.9 84 0.981 0.966 0.841
Pat-115 75 72.9 75 0.18 0.11 0.19 80.3 85.7 79.9 0.813 0.818 0.783
Pat-442 72.8 70.5 70.6 0.16 0.16 0.12 83 82.3 85 0.828 0.841 0.785
Mean 85.7 85.3 83 0.22 0.23 0.20 78.18 77.2 79.2 0.885 0.870 0.803

Fig. 8. An example of the MD Method.

performance. As the AUC decreases from 0.814 in Model 1 to
0.728 in Model 2, the low number of samples for training the
system could be another reason. The reported AUC for Pat-
590 is also among the highest reported AUC. This data is for

an 18-year-old male who experienced a seizure when he was
11 years old. Several reasons might cause good performance.
The patient’s surgical outcome is classified as Engle class
I, confirming that those electrodes used for simulation are
correctly selected from the seizure onset zone. Further, all
seizures are among the secondarily generalized and complex
partial seizures. As displayed in Table III, the mean method in
the post-processing achieves the best performance compared
to other methods. The results for Pat-139 are still among the
worst results compared to other patients. The reported results
for Pat-862 are still among the best-reported results among all
patients. Further, as shown in Tabel IV, the mean method still
achieves the best performance.

As indicated in Table V, the best results are observed for Pat-
862, with the highest accuracy and sensitivity both reaching
100%, the maximum AUC of 1, and the lowest FPR of zero.
As mentioned before, there are no reported subclinical seizures
for this patient, potentially contributing to the excellent per-
formance. This underscores the influence of seizure type and
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TABLE II
EVALUATE THE EFFECT OF POST-PROCESSING METHOD ON THE RESULTS BASED ON MODEL-2

Model-1 Sen (%) FPR (h−1) Acc (%) AUC
Patient Mean MD kofn Mean MD kofn Mean MD kofn Mean MD kofn
Pat-970 80.0 80.5 79.5 0.31 0.29 0.28 70.6 72.1 73.2 0.85 0.84 0.76
Pat-1096 89.5 88.7 89.5 0.14 0.14 0.13 86.0 86.3 87 0.954 0.952 0.882
Pat-1084 79.1 77.3 77.4 0.2 0.21 0.18 80.3 79.2 81.8 0.94 0.916 0.768
Pat-958 86.7 85 85 0.16 0.17 0.14 84.5 83.4 85.6 0.89 0.89 0.852
Pat-922 92.5 89.2 90.8 0.25 0.24 0.23 79.9 79.6 80.5 0.916 0.874 0.838
Pat-273 60.8 65.3 60.8 0.35 0.32 0.31 65 67.4 68.6 0.818 0.818 0.65
Pat-253 94.5 94.4 94.5 0.32 0.32 0.3 70.2 70.45 72.5 0.9 0.847 0.823
Pat-862 87.5 87.5 87.5 0.02 0.02 0.01 97.6 97.6 98 0.995 0.98 0.935
Pat-620 100 100 100 0.2 0.23 0.19 82 79.6 83.6 0.975 0.985 0.91
Pat-1146 80.0 83.1 74 0.15 0.15 0.15 84.4 84.9 84.4 0.837 0.827 0.797
Pat-375 100 95.5 100 0.11 0.12 0.1 90.7 89 91.2 0.93 0.905 0.95
Pat-818 84.2 87.8 77.9 0.33 0.35 0.31 68.7 67.4 670 0.766 0.757 0.736
Pat-1073 79.38 81.1 70.9 0.26 0.27 0.20 75 73.7 79 0.836 0.818 0.75
Pat-916 75 86.1 75 0.09 0.16 0.06 90.1 84 91.9 0.91 0.863 0.833
Pat-635 64.1 55.8 61.3 0.36 0.30 0.33 66.2 70.5 68.3 0.84 0.723 0.75
Pat-565 94.4 91.7 94.4 0.14 0.12 .13 87.1 88.2 87.9 0.94 0.94 0.9
Pat-264 100 100 100 0.4 0.4 0.39 64.5 64.1 64.9 0.845 0.935 0.81
Pat-1077 80.1 84.3 77.9 0.2 0.23 0.22 76 77.5 78.1 0.908 0.905 0.78
Pat-384 94.5 94.5 92.9 0.28 0.27 0.27 75.7 76.6 76.3 0.97 0.954 0.828
Pat-139 64.1 71.4 64.1 0.32 0.35 0.30 68.0 65.6 69.5 0.728 0.686 0.696
Pat-583 91.7 96.7 80 0.25 0.22 0.25 83.2 87.4 77.3 0.944 0.928 0.84
Pat-1125 90.3 91.7 90.3 0.33 0.33 0.32 69 69.5 70 0.778 0.78 0.788
Pat-548 63.6 62.8 58.8 0.37 0.35 0.34 63.5 64.0 62.6 0.784 0.77 0.623
Pat-590 64.1 73.9 66.4 0 0.02 0 82 85.7 82 0.977 0.957 0.816
Pat-115 73 68.8 73 0.11 0.09 0.09 86.3 86.6 87.8 0.81 0.725 0.823
Pat-442 69.7 72.9 67.4 0.23 0.2 0.19 76.6 79.7 79.5 0.821 0.826 0.767
Mean 82.3 83.3 80.4 0.23 0.23 0.21 77.8 78.1 78.9 0.88 0.862 0.804

TABLE III
EVALUATE THE EFFECT OF POST-PROCESSING METHOD ON THE RESULTS BASED ON MODEL-3

Model-1 Sen (%) FPR (h−1) Acc (%) AUC
Patient Mean MD kofn Mean MD kofn Mean MD kofn Mean MD kofn
Pat-970 77.7 76.6 76.6 0.25 0.23 0.22 75.0 76.6 77.6 0.86 0.84 0.77
Pat-1096 87.5 88.8 85.7 0.15 0.15 0.14 85.4 85.3 86.5 0.951 0.94 0.856
Pat-1084 80.9 70.0 79.2 0.2 0.2 0.19 80.1 79.4 80.6 0.896 0.91 0.8
Pat-958 83.3 90.0 80 0.13 0.16 0.12 87.0 84.2 86.9 0.912 0.892 0.84
Pat-922 92.5 89.2 90 0.23 0.22 0.21 80.9 81.1 82.2 0.912 0.881 0.845
Pat-273 60.6 60.4 51.7 0.24 0.26 0.23 75.4 68.5 70.8 0.838 0.783 0.65
Pat-253 100 97.2 100 0.45 0.49 0.38 59.0 55.5 65.4 0.9 0.803 0.807
Pat-862 95.9 95.9 95.9 0.02 0.04 0.02 98.4 96.4 98.4 0.99 0.97 0.97
Pat-620 100 100 100 0.22 0.25 0.2 80.4 78 82.4 0.99 0.995 0.9
Pat-1146 65.6 65.4 62.6 0.08 0.1 0.06 90 88 91.0 0.86 0.85 0.783
Pat-375 100 100 100 0.11 0.15 0.11 90.1 90.5 94.4 0.91 0.905 0.945
Pat-818 85.5 89.2 74.6 0.37 0.40 0.34 65.6 62.5 66.7 0.753 0.758 0.7
Pat-1073 88.0 87.9 81.2 0.28 0.28 0.25 73.4 73.4 75.7 0.842 0.816 0.782
Pat-916 91.7 83.3 91.7 0.24 0.26 0.21 77.7 75.4 79.7 0.88 0.817 0.85
Pat-635 66.7 66.7 63.9 0.3 0.28 0.28 70 71.5 71.8 0.8 0.753 0.68
Pat-565 94.4 88.9 88.9 0.14 0.12 0.13 86.5 88.2 87.0 0.94 0.93 0.88
Pat-264 91.7 91.7 91.7 0.4 0.44 0.4 63 59.4 63.3 0.775 0.82 0.76
Pat-1077 86.7 82.2 76 0.28 0.25 0.27 73.3 75.6 73.1 0.813 0.833 0.743
Pat-384 94.5 94.5 89.5 0.27 0.27 0.26 76.9 76.9 76.6 0.964 0.96 0.816
Pat-139 66.7 75.2 59.4 0.31 0.37 0.26 69.3 64.2 73 0.722 0.716 0.67
Pat-583 81.7 88.3 78.3 0.24 0.24 0.22 79.0 82.3 78.2 0.956 0.916 0.782
Pat-1125 88.2 91 88.2 0.36 0.36 0.35 66.7 66.6 67.3 0.815 0.763 0.765
Pat-548 60.9 59.1 58.8 0.37 0.33 0.32 62.0 63.3 63.5 0.737 0.728 0.633
Pat-590 64 66.3 59 0.02 0.05 0.02 80.1 80.7 78.2 0.953 0.943 0.784
Pat-115 73 70.9 70.8 0.08 0.06 0.08 88.3 89.1 87.4 0.805 0.83 0.813
Pat-442 64.4 62.5 63.4 0.16 0.18 0.14 82.1 80.6 83.9 0.821 0.83 0.75
Mean 82.4 82 79.1 0.23 0.24 0.21 77.5 76.7 78.5 0.869 0.853 0.791

data characteristics on the system’s efficacy.

The impact of post-processing techniques, namely mean,
MD, and K-of-N, on evaluation metrics (sensitivity, FPR,
accuracy, and AUC) is summarized in Figure 9. Notably, the
AUC values demonstrate that the mean method outperforms
MD and K-of-N techniques across all models during post-
processing. Consequently, the mean technique is adopted dur-
ing the postprocessing stage.

B. Evaluation of the Effect of Model Complexity on the
Results

As outlined in the preceding section, the mean method in
post-processing demonstrated superior performance compared
to MD and K-of-N methods. Consequently, to assess the im-
pact of model complexity on system performance, the average
outcomes for the mean method are compared across different
models. The comparative results for each patient are shown
in Figure 10. Notably, an increase in model size enhances
results for certain patients, attributed to the complexity of their
data, thereby indicating that a larger model yields improved
outcomes. However, for some patients, enlarging the model
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TABLE IV
EVALUATE THE EFFECT OF POST-PROCESSING METHOD ON THE RESULTS BASED ON MODEL-4

Model-1 Sen (%) FPR (h−1) Acc (%) AUC
Patient Mean MD kofn Mean MD kofn Mean MD kofn Mean MD kofn
Pat-970 82.8 80.6 79.4 0.27 0.29 0.25 73.6 72.5 76.1 0.88 0.86 0.78
Pat-1096 91.3 89.7 89.5 0.17 0.17 0.16 83.6 84.08 84.6 0.949 0.942 0.869
Pat-1084 80.8 78.9 80.9 0.18 0.19 0.16 81.6 80.7 83.6 0.926 0.93 0.822
Pat-958 95.0 86.7 86.7 0.16 0.15 0.15 85.1 84.9 85.5 0.91 0.936 0.858
Pat-922 92.5 90.8 89.2 0.23 0.22 0.22 81.3 81.3 81.1 0.911 0.889 0.837
Pat-273 68.6 75.4 66.5 0.21 0.2 0.17 78 78.3 81.6 0.815 0.808 0.748
Pat-253 97.2 88.9 88.9 0.27 0.34 0.22 75.0 68.4 79.1 0.88 0.767 0.833
Pat-862 95.9 100 95.9 0.02 0.05 0.01 98.4 96 98.8 1 0.97 0.975
Pat-620 100 100 100 0.17 0.15 0.15 84.9 86.1 86.5 0.985 0.995 0.925
Pat-1146 83.3 80.3 77.5 0.11 0.09 0.09 89 90 89.7 0.873 0.84 0.843
Pat-375 100 100 100 0.1 0.15 0.1 91.6 87.3 91.2 0.95 0.94 0.93
Pat-818 86.3 87.6 85.01 0.36 0.37 0.34 66.5 65.7 68.1 0.793 0.784 0.757
Pat-1073 88.02 84.38 82.86 0.31 0.26 0.28 71.1 75.1 73.3 0.83 0.834 0.776
Pat-916 86.1 83.3 80.6 0.14 0.19 0.12 85.8 81.2 87.8 0.907 0.833 0.847
Pat-635 58.3 50 55.6 0.21 0.20 0.21 77.4 44.9 76.9 0.737 0.713 0.673
Pat-565 88.9 86.1 86.1 0.16 0.13 0.16 84 86.8 84.3 0.93 0.88 0.85
Pat-264 79.2 83.4 70.9 0.23 0.25 0.23 77.4 75.8 77 0.835 0.89 0.745
Pat-1077 93.6 87.1 89.2 0.3 0.3 0.26 72.6 71.3 75.5 0.878 0.795 0.8175
Pat-384 92.9 92.9 92.9 0.24 0.26 0.22 78.9 77.5 80.4 0.97 0.956 0.85
Pat-139 71.4 71.4 71.4 0.31 0.35 0.23 69.1 65.6 71.8 0.734 0.684 0.716
Pat-583 91.7 95 86.7 0.25 0.22 0.24 83.2 86.6 81.6 0.962 0.954 0.816
Pat-1125 86.1 82.7 86.1 0.32 0.32 0.31 69.5 69.2 70.9 0.79 0.75 0.778
Pat-548 57.3 59.5 56.3 0.34 0.35 0.33 61.8 62.4 61.9 0.758 0.727 0.616
Pat-590 62.8 71.4 60.3 0.05 0.09 0.05 78.9 81.3 77.6 0.95 0.961 0.776
Pat-115 75 75 75 0.21 0.18 0.16 78.2 81.1 82.4 0.83 0.823 0.798
Pat-442 70.7 68.7 69.6 0.19 0.16 0.16 80.4 82.5 82.8 0.791 0.809 0.77
Mean 83.7 82.7 80.9 0.21 0.22 0.19 79.1 77.6 80.4 0.876 0.857 0.808

TABLE V
EVALUATE THE EFFECT OF POST-PROCESSING METHOD ON THE RESULTS BASED ON MODEL-5

Model-1 Sen (%) FPR (h−1) Acc (%) AUC
Patient Mean MD kofn Mean MD kofn Mean MD kofn Mean MD kofn
Pat-970 84.3 81.6 80.5 0.26 0.26 0.23 73.8 74.8 77.0 0.85 0.86 0.79
Pat-1096 84.6 88.5 81.8 0.15 0.15 0.14 84.7 85.7 85.9 0.934 0.948 0.841
Pat-1084 82.7 80.9 80.9 0.22 0.19 0.20 78.8 81.2 79.9 0.906 0.93 0.802
Pat-958 86.7 86.7 81.7 0.19 0.20 0.20 81.4 80.6 80.8 0.884 0.878 0.812
Pat-922 95 88.3 92.5 0.33 0.34 0.32 74 72.1 74.4 0.903 0.852 0.802
Pat-273 60.2 68.7 51.4 0.22 0.21 0.2 76.3 78.2 77.6 0.82 0.82 0.66
Pat-253 75 58.3 63.9 0.21 0.21 0.18 78.9 78.5 79.9 0.853 0.787 0.727
Pat-862 100 100 100 0 0 0 100 100 100 1 1 1
Pat-620 100 100 100 0.16 0.16 0.15 85.3 85.7 86.9 0.975 1 0.93
Pat-1146 77 77.0 77 0.12 0.13 0.12 86.9 86.6 87.4 0.873 0.857 0.827
Pat-375 100 100 100 0.06 0.17 0.05 95.1 85.7 95.6 0.965 0.865 0.975
Pat-818 86.4 86.2 83.9 0.35 0.36 0.33 67.4 69.5 68.5 0.811 0.793 0.754
Pat-1073 82.9 77.9 77.7 0.27 0.26 0.23 73.7 73.7 77 0.846 0.82 0.774
Pat-916 80.6 83.3 77.8 0.18 0.18 0.15 82.2 82.47 83.9 0.9 0.837 0.813
Pat-635 63.9 61.1 58.3 0.47 0.37 0.38 59.07 62.6 61.4 0.68 0.66 0.603
Pat-565 91.7 86.1 91.7 0.15 0.14 0.13 85.7 86.3 87.6 0.92 0.88 0.89
Pat-264 83.4 87.5 79.2 0.3 0.38 0.3 71.5 64.8 71.1 0.79 0.79 0.735
Pat-1077 80.5 78.4 78.4 0.16 0.18 0.13 84 81.8 85 0.91 0.883 0.825
Pat-384 94.5 92.9 94.5 0.24 0.25 0.24 79.5 59.1 79.5 0.966 0.972 0.852
Pat-139 75.3 75.3 75.3 0.35 0.42 0.33 65.6 59.6 68.2 0.76 0.754 0.714
Pat-583 100 100 96.7 0.2 0.2 0.2 90 90 88.34 0.966 0.93 0.9
Pat-1125 90.3 87.5 88.2 0.31 0.31 0.3 71.1 71.5 72.1 0.783 0.808 0.793
Pat-548 51.3 51.4 50.4 0.289 0.27 0.25 61.2 62.3 62.8 0.7167 0.68 0.627
Pat-590 63.8 67.5 57.5 0.02 0.04 0.013 80.67 82 78.2 0.947 0.929 0.781
Pat-115 60.4 68.8 60.4 0.08 0.13 0.07 85.3 83.7 86.2 0.708 0.8 0.77
Pat-442 64.4 60.3 63.4 0.15 0.15 0.13 83.1 82.4 86.6 0.776 0.778 0.751
Mean 81.3 80.5 78.6 0.21 0.22 0.19 79.0 77.7 80 0.863 0.850 0.798

diminishes performance, possibly due to overfitting, resulting
in a consistent average performance as illustrated in Figure 11.
Further, the figure indicates that augmenting the LSTM size
does not markedly influence average results. Although a more
complex model might be expected to yield better outcomes,
simulation results revealed minimal changes, likely due to
averaging results across 26 patients. While individual patient
results may exhibit noticeable changes with increased model
size, the overall average remains relatively constant. The
comparative analysis further reveal that Model-1, employing
the mean method in postprocessing, achieved the highest AUC
compared to other model sizes.

C. Comparative Analysis with Prior Models

Table VII presents a comparative analysis between our
proposed epilepsy prediction model and previous models. It
is crucial to highlight that, unlike studies conducted on the
Melbourne dataset, MIT dataset, American Society, and Bonn
datasets that typically reported results for number of patients
between 3 and up to 23, our results in this table are specifically
for 26 epileptic seizure patients from the European dataset.
The assessment of our model is based on four key metrics,
namely sensitivity, FPR, accuracy, and AUC. In contrast to
some systems that report only one or two metrics, our com-
prehensive evaluation provides a more robust understanding
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Fig. 9. A summary of the effect of various postprocessing techniques on the system’s performance.
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Fig. 10. The effect of model’s complexity on the system’s performance for each patient.

Fig. 11. The imapct of model’s complexity on the AUC.
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Fig. 12. The effect of various seizure types on the sensitivity.

of the system’s performance. Note that this work marks the
first instance of applying the iEEG European dataset, and our
proposed model demonstrates commendable performance with
low complexity. Importantly, we introduce an effective and
simple model that utilizes only 4 electrodes, making it suitable

for both implanted and wearable technology applications. This
resulted in a classifier with fewer parameters—just 7,069—and
a lower level of complexity. However, many reported models
tend to be more complex, with a high number of trainable
parameters. As an example, we note that the lists of trainable
parameters for models in [24], [34], [32], and [33] are, re-
spectively, 18,354, 20,125, 2,200,000, and 69,129,612, which
clarifies the significant variation in complexity across the
range of suggested approaches. Therefore, our proposed model
strikes a balance between complexity and accuracy and thus
has the potential to be implemented in resource-constrained
devices, including wearables and implants.

D. The Effect of Seizure Types on the Prediction
Performance

The types of seizures for each patient are included in the
European iEEG dataset. Based on the seizure classifications
[54], every seizure in this dataset is categorized as either com-
plex partial (CP), secondarily generalized (SG), simple partial
(SP), or unclassified (U). It is worth mentioning that secon-
darily generalized seizures and partial seizures are replaced by
bilateral tonic-clonic seizures and focal seizures, respectively
by the ILAE from 1981 classification in 2017 [54]. In this
section, we investigate the impact of the seizure type on the
prediction results. In Table VI, the AUC and sensitivity for
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Fig. 13. The effect of seizure type on model’s sensitivity for each patient.

TABLE VI
SYSTME’S PERFORMANCE AND THE PERCENTAGE OF SEIZURE TYPES

USED FOR EACH PATIENT IN THE IEEG EUROPEAN DATASET.

Model-1 Sen(%) AUC SG CP SP U
Patient (%) (%) (%) (%) (%)
Pat-970 81.52 0.87 0 93.3 0 6.7
Pat-1096 87.6 0.949 0 88.9 0 11.1
Pat-1084 86.1 0.94 0 0 0 100
Pat-958 88.3 0.926 20 60 0 20
Pat-922 92.5 0.927 0 0 20 80
Pat-273 72.2 0.863 0 75 0 25
Pat-253 100 0.76 33.3 33.3 33.3 0
Pat-862 100 1 100 0 0 0
Pat-620 100 0.98 0 50 50 0
Pat-1146 86.1 0.903 0 66.7 0 33.3
Pat-375 100 0.98 0 0 50 50
Pat-818 90.0 0.784 28.6 0 57.1 14.3
Pat-1073 91.5 0.846 0 0 100 0
Pat-916 80.6 0.91 0 0 0 100
Pat-635 72.2 0.767 0 33.3 0 66.7
Pat-565 94.4 0.95 0 0 100 0
Pat-264 100 0.84 0 50 0 50
Pat-1077 75.4 0.875 0 25 50 25
Pat-384 93.0 0.972 0 20 0 80
Pat-139 73.2 0.814 0 40 60 0
Pat-583 91.7 0.948 0 0 80 20
Pat-1125 86.1 0.813 0 0 50 50
Pat-548 66.7 0.764 11.1 0 88.9 0
Pat-590 71.7 0.981 28.6 71.4 0 0
Pat-115 75 0.813 0 0 50 50
Pat-442 72.8 0.828 0 100 0 0

model-1 using the mean method in the postprocessing stage
are presented for each patient. The last four columns on the
right side indicate the percentage of each seizure type present
in the data for each patient in the simulation. For example,
Pat-970 does not experience SG or U seizures, while 93.3%
and 6.70% are CP and SP seizures, respectively.

In the following results, sensitivity is used as the primary
metric to evaluate the system’s effectiveness, as seizure type
can significantly impact the sensitivity measure. The average
sensitivity for each patient based on seizure type is represented
in Figure 13. As indicated in the figure, the seizure type affects
the sensitivity, where the lowest reported sensitivity is related
to the unclassified seizure type for Pat-273, while the complex
partial type has a sensitivity of 87.87%. Furthermore, the re-
ported sensitivity of unclassified and simple partial categories
for each patient is often lower than the reported sensitivity
of complex partial and secondary generalized seizure types.
Moreover, the lowest sensitivity of SG, CP, SP, and U are
66.65%, 72.83%, 50%, and 25%, respectively. This confirms

that the epileptic prediction system can have better perfor-
mance on those patients with CP and SG seizures compared to
those patients suffering from SP and U seizures. The average
sensitivity for each seizure category is shown in Figure 12.
The average results indicate that CP seizures have the highest
sensitivity of 89.9% while the lowest sensitivity is related to
SP seizures. Thus, the seizure types can explain the reasons
behind the system’s good or poor performance for each patient.

V. DISCUSSION AND FUTURE WORK

In this study, we have presented a model that stands out
for its good performance and low complexity. We achieved
this by selectively using four electrodes to simplify the model
architecture. This resulted in a classifier with fewer param-
eters—just 7,069—and a lower level of complexity. Twenty-
six patients were used in our simulation framework. However,
including more patients can lead to more substantial and
impactful results. Future work aims to expand upon these
findings by incorporating a larger patient sample size. Note
that our findings highlight how important it is to have accurate
information about the origin electrodes, seizure onset zones,
and electrode placement of each patient during the electrode
selection step. Consequently, databases utilized for this pur-
pose must comprehensively obtain these pertinent details. As
a result, the use of some publicly accessible datasets like the
Melbourne Dataset and the American Epilepsy Society Dataset
may be limited since they do not contain these essential details.

Our proposed model operates on a patient-specific basis,
requiring tailored retraining and testing procedures for each
individual. Looking ahead, we aspire to refine our model
to achieve patient-independent, streamlining processes for
broader applicability and efficiency. Generally, there is a
trade-off between complexity and performance. Maintaining
a balance between these factors will be essential as we work
to improve our model’s efficacy and complexity. Since we
aimed to present a model with lower complexity, our model’s
performance has to be enhanced by decreasing FPR. Using
CNNs for feature extraction instead of hand-crafted features
is one way to make improvements. However, it’s crucial to
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TABLE VII
REPORTED RESULTS ON EPILEPSY PREDICTION ALGORITHMS

Ref. dataset Preprocessing Feature Extrac-
tion

Classification Post-
processing

Sensitivity
%

FPR
%

Accuracy
%

AUC

[31] Melbourne Down-
sampling

STFT CNN - 87.85 - -

[32] Melbourne Notch Filter STFT Convolutional Epileptic - 78.11 0.14 -
CHB-MIT Network(CESP) 88.21 0.27

[33] Melbourne Continuous
Wavelet

- Semi-dilated Convolution - 88.45 - - 0.883

CHB-MIT Transform
(CWT)

Convolution Network(SDCN) 98.9 - - .928

[8] Melbourne - EEG Scalogram Multi-Channel - 91.15 - - 0.924
Vision Transform (MViT)

[55] Melbourne - - CNN - 85.2-
86.3

- - 0.914-

0.933
[56] Melbourne - - MLP - - - - 0.815
[57] Melbourne - Time and Random Forest, Adaptive - - - - 0.844

Frequency
[58] Melbourne - Signal energy Decision tree, kNN - 33.67 - - -
[59] Melbourne - Signal energy, Logistic regression - 52.67 - - -

Circadian profile
[60] Melbourne - EEG

Spectrogram,
CNN - 77.36 - - -

Circadian profile
[34] Melbourne Filtering Statistical

Features in Time
Domain, power
in different
frequency bands

Two-layer LSTM K-of-N,
MD,
Mean

86.8 .147 85.1 92

[25] American
Epilepsy
Society

- STFT CNN K-of-N
method

75 .21 -

[26] CHB-MIT - Time/Frequency
Domain, Wavelet
Transform, Cross
Correlation,
Graph Theory

2-layer LSTM - 99.28-
99.84

.02-

.11
- -

[24] CHB-MIT - Deep
Convolutional
Autoencoder

BiLSTM - 99.72 .004 99.66 -

[40] CHB-MIT - STFT + CNN LSTM K-of-N
method

98.21 .13 - -

[29] CHB-MIT Filtering Combination of
Common Spatial
Statistics

CNN Kalman
Filtering

92.2 .12 90 -

[28] CHB-MIT - STFT CRGNN - 89 - 75.6
[61] CHB-MIT - Spectral power SVM 98.7 0.04 - -
[62] CHB-MIT - Phase locking SVM 82.4 - - -

value
[63] CHB-MIT - Mel-frequency Siamese NN 92.5 - 91.5 -

spectral
coefficient

[64] CHB-MIT - - CNN 92 .136 - -
[65] CHB-MIT - Spectral- Graph convolution 95.5 0.109 - -

temporal feature Network
[66] CHB-MIT - EEG LSTM 93 - - -

Spectrogram
[67] CHB-MIT - EEG Residual network 89.3 - 92.1 -

Spectrogram
[68] CHB-MIT - Mel frequency GNN 94.5 - 95.4 -

Spectral
coefficients

[69] CHB-MIT - - Diated CNN 93.3 0.007 - -
[70] CHB-MIT - - ViT 59.2-97 - - -

Spectrogram
[41] Bonn - - Stacked BiLSTM - 89.21 .06 91

Proposed
model

European CAR based
Method

Time and Fre-
quency

Two-layer LSTM Mean 85.7 .22 78.1 0.885

acknowledge that such advancements may come at the expense
of increased complexity. In this research, we also looked at
how different seizure types affected the results. However, it is
important to recognize that seizure type is just one aspect of a
more complex picture. Incorporating a wider range of patient
characteristics and illness background variables, such as age,
gender, and seizure onset zone, among others, is crucial for
thorough and detailed comparisons. We anticipate that these
parameters will be incorporated into our studies in the future,
which will enhance the scope and depth of our results.

VI. CONCLUSION

We proposed an epileptic seizure prediction system based
on a two-layer LSTM and have conducted a detailed study,
which is the first to utilize the large iEEG European dataset
and analyze the impact of seizure type. We analyzed the results
of five different model sizes and three different post-processing
methods on a large set of patients. Simulation results indicate

that the model with its simplest structure in conjunction
with the mean method for postprocessing achieves the best
performance, with an average AUC of 0.885. The system
performance is comparable to the best of prior work despite
its small model size. The results also show that the system
performance is impacted by the seizure type. Specifically,
the model performs better for individuals with SG and CP
seizures compared to those with SP and U seizures. These
findings may offer a new perspective for professionals working
with individuals experiencing different seizure types.epileptic
seizures.
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