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Abstract—The field of underwater optical wireless communica-
tion (UOWC) has garnered significant attention due to its potential
applications in global climate monitoring, military operations,
and marine biology research. UOWC offers several advantages,
including higher transmission data rates and increased bandwidth
utilization in unlicensed spectrum bands. However, it also faces
challenges such as absorption, scattering, and turbulence, espe-
cially when dealing with the air-to-water (A2W) interface, which
can be random and disruptive. This study involves simulation
works that demonstrate how a dynamic water surface disrupts the
communication channel between air and water in terms of received
signal intensity. To address this issue, we explore the feasibility
and advantages of optimizing the movements of the UAV optical
transmitter to counteract the disruption caused by water surface
waves. By simulating three optimized UAV movement strategies
customized for value, reliability, and performance, across both
intermediate and deep water scenarios, the study demonstrates
their effectiveness in achieving improved communication, even in
the presence of a disruptive water surface.

Index Terms—Free-Space Optics, Air-Water Interface, Optical
Wireless Communication, Underwater Optical Wireless Commu-
nication, Optical Beam Propagation, UAV Trajectory Optimiza-
tion.

I. INTRODUCTION

In the past twenty years, there has been a significant
increase in interest in underwater wireless communication.
This has been driven by various factors, including advances
in oceanic exploration, focus on global warming, and the need
for direct communication between submerged objects (such as
submarines) and free-space equipment (like ships or commu-
nication satellites). The rapid advancement of unmanned aerial
vehicles (UAVs) and autonomous underwater vehicles (AUVs)
emphasizes the critical requirement for a stable telecommuni-
cations infrastructure to enable smooth data transfer between
these platforms. While radio waves are effective in free space,
they are ineffective underwater, limiting communication dis-
tance to only a few decimeters [1]. As a result, state-of-the-
art underwater wireless communication techniques use sound
waves to increase communication range. However, this method
is vulnerable to eavesdropping and is only effective within a
narrow frequency range of a few hundred KHz [2].

When a signal has to travel from air to water (A2W)
or water to air (W2A), it experiences significant absorption
and attenuation. Additionally, underwater environments are
naturally noisy in the acoustic frequencies, with ambient noise
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coming from marine life, human activity, and natural sur-
roundings. These noises can affect acoustic signals, reducing
their reliability and clarity. Current acoustic-based solutions
involve a floating platform (such as a buoy) at the water’s
surface, which acts as a communication relay between the free-
space radio frequency (RF) signal and the underwater acoustic
signal. However, this design is limited by the few hundred
KHz bandwidth of the acoustic signals and location disclosure,
making it unattractive for military applications that require a
secure and covert communication channel.

Optical wireless communication (OWC) is an emerging
technology that uses light to enable high-bandwidth commu-
nication between air and water. It offers minimal latency, low
power consumption, and a wide communication range. This
innovative approach allows for direct communication between
submerged receivers and free-space transmitters [3]. However,
its success depends on the designer’s ability to assess signal
attenuation and misalignment caused by unpredictable water
waves at the air-water interface.

There is a significant research gap in understanding the
impact of random water surfaces on the received intensity
underwater, as well as how an airborne transmitter can optimize
its movements to enhance communication with the submerged
receiver. This paper aims to comprehensively address both
aspects as:

o we demonstrate the influence of random water surface
dynamics on the received intensity underwater.

o we define the optimization of the UAV’s trajectory based
on changing water surfaces, while considering UAV trans-
mission to a submerged receiver through an OWC channel.

o we develop heuristic solutions for optimizing UAV tra-
jectories, considering two water depths and emphasizing
value, reliability, and performance.

The subsequent sections of the paper are organized as
follows: section II discusses related research works. Section
IIT outlines the system model, encompassing the calculation
of received intensity for a single optical ray through a random
water surface. Section IV presents simulation results for various
UAV positions, correlating with the received intensity under
varied horizontal and vertical movements of the water surface.
Section V formulates three distinct UAV movement optimiza-
tion problems, emphasizing value, reliability, and performance.



Section VI includes simulation results and a discussion on the
optimization of UAV movement. Finally, section VII concludes
our work.

II. RELATED WORK

In the past decade, there has been significant interest in
underwater optical wireless communication (UOWC) owing to
its high data rates surpassing the Gbps boundary [4]. Numerous
experimental studies have supported the theoretical findings
as well [5]. The majority of studies on UOWC have delved
into models related to underwater light scattering, absorption,
and scintillation [6]. These investigations have focused on
understanding the impact of these phenomena on underwater
communications [7]. Additionally, researchers have explored
the optimal wavelengths for UOWC systems in different water
environments. Some initiatives have gone further to experimen-
tally demonstrate higher data rate communication in UOWC.
For instance, there have been efforts to achieve Gbps data rates
using laser transmitters over short link ranges, employing light-
emitting diode (LED) transmitters with a wavelength of 532 nm
[8].

However, literature is scarce regarding communication be-
tween airborne and underwater nodes. The utilization of laser
beams has been explored for creating an optical or opto-
acoustic link [9]. However, the susceptibility of laser beams to
errors in angular displacement becomes particularly pronounced
when the airborne node is situated far from the surface.
In addition to that, the randomness of the air-water surface
poses a lot of challenges while establishing a cross-medium
communication, in both directions [10]. In addressing signal
distortions arising from the unpredictable air-water interface,
[11] has introduced an adaptive optics system. This system
relies on the understanding of wavefront distortions and adjusts
the spatial phase to counteract optical aberrations and mitigate
the impact of such distortions. However, such a system is quite
expensive and complicated.

Researchers have also employed opto-acoustic energy trans-
fer for communication across the air-water interface. In some
cases, it focuses on the opto-acoustic downlink, employing
a modulated laser beam directed at the water surface, with
interception and demodulation of the corresponding under-
water acoustic signal [12]. Conversely, [13] aims to validate
the feasibility of opto-acoustic underwater communication and
evaluate the bit error rate. However, the utilization of opto-
acoustic conversion involves a complex process, necessitating
the analysis of two distinct waves. Furthermore, the bandwidth
is constrained by the underwater acoustic channel, which is
considerably narrower than optical channels. To enable commu-
nication across medium boundaries, a new communication tech-
nology called translational acoustic-RF communication (TARF)
is introduced to enable direct wireless communication between
submerged underwater nodes and airborne nodes by transmit-
ting acoustic signals and decoding them using an airborne
mmWave radar. TARF achieves standard underwater bit rates

up to 400 bps and can operate effectively in the presence of
surface waves with amplitudes up to 16 cm peak-to-peak [14].

A2W optical wireless communication presents numerous
advantages, positioning it as a promising technology for par-
ticular applications. Among these benefits are high data rates,
low latency, and heightened security. Additionally, ongoing
endeavors are in progress to address specific limitations as-
sociated with different aspects of the communication channel.
Statistical models, incorporating the Birnbaum-Saunders dis-
tribution, are utilized to scrutinize the fading coefficient of
AWOWC channels and the photon counting dynamics of single
photon avalanche diode (SPAD). Analytical formulations for
the bit error rate are derived to evaluate the performance of the
communication link [15]. Research efforts have been dedicated
to evaluating the bit error rate (BER) of L-ary pulse position
modulation (L-PPM) over the sea surface under varying L
values. The objective is to identify an optimal modulation
method to effectively enhance the BER in the air-to-water
communication channel [16].

Our study’s key difference from the prior work is its detailed
modeling of the impact of the water’s surface randomness
on the signal intensity of the AWOWC signal. Moreover,
we employ movement optimization strategies to effectively
address and mitigate these disruptive effects to attain seamless
communication.

III. SYSTEM MODEL

A. Assumptions and Limitations

We assume that there is a UAV hovering above the water
surface which is offset around the z axis. The UAV hovers
within coordinates: (30, 30), (30, 40), (40, 40), and (40, 30).
Equipped with an optical wireless transmitter, the UAV utilizes
a 530 nm laser with a fixed transmit power of 1 Watt and a
beam angle of 20 degrees. The receiver, such as a photodetector,
spans a width of 2 meters and is positioned from coordinates
(34, -40) to (36, -40). It is attached to an AUV located 40 meters
underwater and capable of detecting light intensity. The water
is modeled to represent both deep (1000 m) and intermediate
depths (250 m), with an attenuation coefficient of 0.151 m~1,
applicable for clear ocean water [17].

The transmitter on the UAV is not steerable, but the UAV
can adjust its position to improve the light intensity at the
receiver underwater. The transmitter is assumed to point per-
pendicular to the water surface level. Additionally, the UAV
is assumed to have knowledge of the receiver’s location and
the capability to sense the shape of the water’s surface waves.
This capability can be achieved, for example, by inspecting
reflections of periodically sent millimeter-wave sensory signals
[14].

When calculating the channel behavior, as shown in Equa-
tion 4, we assume that only distance and beam angle contribute
to the free-space loss. The transmitter emits 100 optical rays
downward within the aperture of its beam angle. So, 100



equidistant optical rays are each 0.2 degrees apart from their
adjacent rays.

We have assumed 21 sequential time instances during which
the water surface wave moves horizontally from left to right,
disrupting the wireless channel. For each period, specific to
that particular water surface, 10 x 10 = 100 different UAV
positions are considered. Each position is associated with a
numeric value representing the summation of intensity captured
by the underwater receiver for that specific position.

It is noteworthy that, for this work, we are only considering
two-dimensional (2D) optical ray propagation for the trans-
mitter and 2D movement optimization for the UAV. Three-
dimensional (3D) water wave simulation, based on Stokes’
Wave Theory, would require rigorous numerical methods such
as the finite difference or the finite element method.

B. Water Surface Waves

The water surface is typically uneven due to wind and
underwater currents. Therefore, precisely defining the equation
for these surface waves is challenging. Figure 1 illustrates
varied water surfaces with different heights and movements. In
this depiction, the surface elevation follows a cnoidal function.
As we can see, a cnoidal wave features a more pronounced
crest and a flatter trough compared to a sine wave. In shallow
water, the water wavelength is larger than the water depth (i.e.,
A > h, where h is the water depth and X is the wavelength
of the water surface) and it is difficult to model the surface
waves for shallow depths. We do not consider shallow waters
and use the well-established Stokes’ wave models [18] which
apply to intermediate and deep water conditions. Deep water
is defined by a water depth significantly greater than the wave-
length: h >> A. Following Stokes’ third-order theory [18],
the expression for water surface elevation can be articulated as
follows:

1 1
n(z,t) =a [1 — —(k-a)?cosh + i(k - a) cos 26
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Where 7(z,t) is the free surface height of the wave, which
is a function of horizontal coordinates, x, and time, t. a is
the first-order wave amplitude and & is the wave number. The
wave phase is denoted as 0(x,t). Additionally, w is the angular
frequency, A is the wavelength, and v is the phase velocity
of the water surface wave. So, varying different parameters of
Stoke’s equation, for instance, the first-order wave amplitude a
gives us wave shapes with different free water surface heights,
resulting in the waves shifting vertically in the same period,
whereas in the case of varying ¢, we could simulate water waves
shifting horizontally with time as shown in Figure 1.
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Fig. 1. Varied Water Surfaces for Different First-Order Wave Amplitudes (a)
and Time.

C. Channel Model

1) Received Intensity from a Single Ray: An optical signal
transmitted from the air goes through three stages of loss before
reaching an underwater receiver:

1) free-space transmission loss,
2) air-to-water transmittance loss, and
3) underwater transmission loss.

An optical signal with power P milliwatts, that travels a
distance of d, meter in free-space, when the source beam angle
is 6 degree, the resultant intensity, I,,, in milliwatts per square
meter would be [19]:

o 360 P

“ 0 ArdZ
Assuming I, is the intensity just above the water surface and
from here on, the signal undergoes the loss associated with the
air-water interface, which can be quantified via transmittance,
7. In that case, the intensity of the signal right below the water
surface, I, would be:

“

Iy =11, )

Then, the signal with intensity I, travels through the water
for a distance of d,,. Received intensity will depend on the
attenuation coefficient of the water, k(). Hence the intensity
at the receiver, I,., would be [20]:

eV dw, (©6)

Ir: w

By combining the three stages of attenuation, we get the end-
to-end intensity equation, which is:

I 360 P
"0 4nad?

P and 6 are dependent on the choice of the transmitter device,

while k() depends on the water characteristics. For this work,

T - e_k"()‘)dw. (7)




we have assumed these parameters to be constant. Hence, the
received intensity for the A2W channel will eventually come

down to:
r

I, o« —.
2 doy
dz-e
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Next, we will discuss the process of determining transmittance
(1), air distance (d,, ), and water distance (d,,) for a varied water
surface.

2) Transmittance: For a cross-medium transmission, the
signal that does not get transmitted is reflected to the originating
medium. For optical wireless signals, when we have transmit-
tance () and reflectance (7)), the relation between them is:

r=1-n. 9)

In this work, we will consider an equal mixture of s and p
polarized light. The difference between them is that the electric
field vector in s-polarization is perpendicular to the incidence
plane but parallel in the case of p-polarization [21]. Thus, the
reflectance (1) would be:

Ns + Tp
—g
To calculate 7, and 7,, we need to use the Fresnel equation
[22]. Assuming refractive indices of air and water are n, and
Ny, and the incident and refracted angles of the optical ray are
0; and ¢,., we get:

n= (10)

2

| ma cos(8;) — ny, cos(y)
* | ng cos(8;) + ny, cos(éy) and (o
| nq cos(¢r) — ny, cos(6;) :
P Na COS((ZST) + Ny COS(GZ‘) 12

3) Distance in Air and Water: To calculate the distance in
air, it is sufficient to know the transmitter location and incident
point location on the water surface. However, to determine the
coverage area (on the water surface) for a single source, we
need to take the source beam angle (#) into consideration. For
a source situated at y; meters height in the air from a flat water
surface offset at y = 0, the diameter of the coverage area (d.)

would be: 9
dc:2-yt-tan(2>.

However, the water surface is not always flat. As depicted in
Figure 2, to get the leftmost and rightmost incident points for
the transmitter, we need to find the intersection between the
wide-most optical rays (shown in green) and the water surface
curve (shown in blue). For example, for the left-most ray, a line
equation needs to be formed through the coordinates (z;— %, 0)
and (2, y:). After that, it’s just solving that line equation with
the water surface Equation 1 to get the incident points. As
shown in Figure 2, the incident rays from the transmitter at
(z¢,y:) would cover an area where the length d. starts from
the leftmost incident point to the rightmost one.

13)

All the optical rays emitted from the transmitter lie within
this length. Assuming the rays are equidistant, by putting the z
coordinates from the coverage area in Equation 1, we will get

all the incident points’ coordinates, consequently getting the
distance in the air (d,). To calculate the underwater distance
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Fig. 2. Beam Coverage Calculation for UAV Transmitter.

(dw), we need to consider the refraction as it changes the
direction of the incident light, thus changing the incident point
at the receiver plane underwater. Given that we already know
the incident point on the water surface, if we can determine
the incident point of the refracted optical ray at the underwater
receiver plane, calculating the distance between two points will
give our desired underwater distance (d.,). First, we will use
Snell’s Law [23] to establish the relation between incident angle
and refracted angle:

Ng sin(6;) = ny, sin(ey,). (14)

As shown in Figure 3, to get the incident angle, we need the
tangent and normal plane of the water surface at that incident
point. To get the normal angle, first, we will have to differentiate
Equation 1 with respect to = and substitute the x coordinate
from the incident point to get the tangent angle («):

d
o= 2 (n(a,1)). (15)

Now, the relation between the normal angle (3) and the tangent
angle («) is:

B =a+ 90. (16)

The normal angle (3) we get here is always with respect to

the positive z-axis, so if we get the incident ray angle in a
similar way, the difference would be the incident angle. As
shown in Figure 4, assuming the incident point is (z;,y;) and
transmitter coordinate is (x¢,y:), the incident ray angle with
positive z-axis (6;,) would be:

67 +180°, 6Y <0°.
O;r = < 90°, T; = Tt.
6" 07 > 0°.

Where,

6Y = arctan (M> . 17)
Yt — Yi
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Fig. 3. Optical Ray Propagation from Air to Underwater.

Finally, the incident angle (6;), would be the difference between
the normal angle (f) and the incident ray angle with positive
x-axis (0;.):

Assuming we know the position of the receiver underwater,
by calculating the refractive ray direction from the refractive
angle, we can determine whether a particular optical ray will
hit the receiver or not. Now refracted ray angle (¢,,.) can be
determined like this:

(18)

B+ 180° + ¢, Oir > B.
(b?‘r = ﬁ —+ 180° — ¢r7 97,'7‘ < B
B+ 180°, 0ir = 5.

Also, the slope of the refracted ray (m,,.) is:
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Fig. 4. Associated Angles in Optical Ray Refraction.

My = tan(dp,) (19)

As we already know the receiver’s aperture from coordinate
(zr1,Yr) to (xr2,y,) on the plane y,., we can easily determine
whether the refracted optical ray will hit the receiver or not.
Figure 4 shows the relationship between various angles during
the refraction through the air-water interface. If (x..,y,.) is the

TABLE I
SIMULATION PARAMETERS

Parameter Symbol | Value (Intermediate, Deep Water)
Refractive Index of Air Ng 1.0003 [19]
Refractive Index of Water o 1.333 [19]
Attenuation Coefficient of k(N) 0.151 m~1 [6]
Clear Ocean Water

Transmitter Beam Angle 0 20 degrees
Transmit Power P 1w

Number of Time Instance n 21

Wave Steepness ka 0.3, 0.2 [24]
Water Wavelength A 500 m, 600 m [24]
Water Depth h 250 m, 1000 m
*Wave Number k 0.0125, 0.0105
**Phase Speed of the Wa- v 27.89 m/s, 30.61 m/s
ter Wave

**Water Wave Frequency f 0.056 Hz, 0.051 Hz
** Angular Frequency w 0.350 rad/s, 0.321 rad/s

* Calculated based on A.
** Calculated based on k and h.

coordinate where the refracted ray will hit the receiver plane
Yy, We can determine x, like this:

Ty = (yr _yi> +-Tz',
m’I‘T

where (z;,y;) is the incident point on the water surface. Now,
if x, lies in between x,; and x,o, that would be a successful
transmission, and it will be added to the overall intensity with
respect to that certain position (xz,y;) of the transmitter in the
o 4) Total Received Intensity: Assuming an optical transmit-
ter in the air transmits N optical rays within its beam angle
towards its incidental coverage area on the water surface, the
total intensity is given by:

N
Ilotal = ZIT * Xr-
r=1

Where I, is the received intensity of the optical ray and Y. is
the indicator function (value 1 or 0) for whether the optical ray
reaches the receiver aperture area or not.

(20)
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IV. EFFECT OF RANDOM WATER SURFACE ON THE
COMMUNICATION CHANNEL

In this section, we will observe the effect of varied water
surfaces on the optical wireless channel between air and un-
derwater, and demonstrate the necessity for UAV movement
optimization to mitigate this disruption. The water surfaces
will be varied by two parameters: changing the first-order
wave amplitude, a, to increase the height of the wave, and
by changing time, ¢, to move the waves horizontally. For every
UAV transmitter position in the air, there will be a respective
total received intensity at the underwater receiver. This means
that if the UAV stays at that position in the air, it will be able
to provide that amount of intensity to the underwater receiver.
When the water surface is varied, it will impact this position-
wise intensity. The assumptions for this simulation are the same
as in Section III-A and Table I shows the rest of the parameters.
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Fig. 6. Intensity Heatmap for Different Water Wave Horizontal Positions.

Figures 5 and 6 show the UAV heatmaps for the received
intensity at the underwater receiver as, respectively, the am-
plitude and the horizontal position of the water wave change.
The heatmaps clearly show that the random nature of the water
surface has a significant impact on the communication in terms
of received intensity, as in every scenario, the UAV positions
that facilitate the high intensity at the receiver are different.

V. UAV TRAJECTORY OPTIMIZATION

We have shown that disruptive water waves create commu-
nication stability issues in A2W communication. Hence, instead
of having the UAV hover at the same position, there is a scope
for optimizing the UAV’s trajectory as the water surface moves.

A. Problem Formulation

We consider the UAV trajectory optimization over n time
intervals. Let I.(t) be the received light intensity at time
interval ¢t € {1, ..,n}, and At be the duration of a time interval
in seconds. We can formulate the problem of maximizing the

received light intensity over all time intervals as follows:

MTRI: MAXIMUM TOTAL RECEIVED INTENSITY
max i I.(t) (22)
such i;;t
P < Puz, and (23)
W < Vmaz, tE€{l,.,n—1}, (4)

where € = {e(1),..,e(n)} are the positions of the UAV over
n time intervals with €(i) = (z;,y;) being the UAV’s position
at time 4, P,,4; 1S the maximum transmit power possible from
the transmitter, and vy,4, is the maximum speed of the UAV.
The constraint (23) assures that the transmit power does not
exceed the maximum possible for the transmitter device, and
the constraint (24) limits the speed of UAV movement to its
maximum possible for its rotors.

The MTRI formulation does not consider the energy cost of
UAV movement. Therefore, we propose an alternative approach
that aims to minimize the movement of the UAV while ensuring
that the received light intensity does not fall below a pre-
determined threshold, as follows:

MEMI : MINIMUM ENERGY WITH MINIMUM INTENSITY
n—1
min Y [e(t +1) — €(t)] (25)
€
t=1
such that
L.(t) > Lnin, t€{l,.,n}. (26)

(23), and (24),

where I,,;, is the minimum light intensity at the receiver
that must be guaranteed throughout the time intervals being
considered.

The difficulty with the MEMI formulation is its requirement
for a pre-determined minimum light intensity, I,,;,. Deter-
mining the optimal I,,;, can be impractical, as setting it too
high may render the optimization infeasible. To mitigate this
challenge, conducting a priori field tests becomes necessary.
Consequently, we propose another trajectory optimization prob-
lem, which takes into account the efficiency of movement in
achieving better received light intensity, as follows:

MME : MAXIMUM MOVEMENT EFFICIENCY

n—1
I(t+1)
m?"; Tt + 1) —e0)] @7
such that
(23) and (24).

B. Problem Solutions

For solving the UAV movement optimization problems in
(22), (25), and (27), we adopted a time-ordered graph-based
approach, illustrated in Figure 7. In this approach, we designate
the source of the graph as the initial position of the UAV at
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Fig. 7. Formation of Time-Ordered Graph.

t = 1. For each subsequent time instance (¢ = 2 to t = n),
we consider the 100 possible coordinates as UAV positions,
treating them as nodes or vertices for each layer of the graph.
A destination node is assumed at the last layer after time
instance ¢ = n, with edges between the destination node
and the nodes of the last layer (¢ = n) having zero weight.
This design allows us to employ both shortest and longest
path algorithms to find the trajectory between the source and
destination, optimizing either to minimize or maximize the
respective edge weights. This optimization spans from time
instance t = 1 to t = n. Furthermore, edges are only connected
between nodes of consecutive time instances, ensuring that the
graph remains directed and acyclic. Each edge added to the
graph represents the parameter being maximized or minimized
for the respective optimization, as described in detail below.

1) MTRI: For the graph in MTRI, when there is an edge
to be added between, for example, node w at time ¢ and node
v at time t 4 1, it must pass the check to ensure that the
distance between them is less than 1.57 meters. This maximum
allowable distance is derived from the assumption that the
maximum velocity (vy,q,) of the UAV is 1.57 m/s, and the
time granularity (At) is 1 second. Additionally, this distance
ensures that the UAV can reach all 8 adjacent nodes within
one time step: 2 horizontally, 2 vertically, and 4 diagonally.
Once this requirement is satisfied, the received light intensity
of destination node v is set as the weight of the edge. Therefore,
the weight of the directed edge (u — v) between them would
be the received intensity I,.(¢ + 1) associated with destination
node v.

As stated in the problem formulation of MTRI, we aim to
find the trajectory of the UAV that maximizes the summation
of intensity across all time instances starting from ¢t = 1.
Since we have attributed the intensity of destination nodes
as the edge weight in this directed acyclic graph, applying
the longest path algorithm that utilizes topological sorting and
dynamic programming will give us the trajectory with the
highest summation of intensity in the form of the longest path.
As described in Algorithm 1, two dictionaries are initialized
for distance and path. The distance dictionary signifies the
gained intensity in that trajectory and holds the maximum total
intensity from the starting point to each vertex, initialized to
negative infinity for all vertices. The path dictionary holds

the longest path from the starting point to each vertex and is
initialized to an empty list for all vertices.

Algorithm 1: Longest Path Algorithm
1 Function Longest_Path_DAG(G):

2 top_order < list of nodes in graph G in
topological order
3 Initialize dist and paths for all nodes in G as
—oo and empty list respectively
4 dist[top_order[0]] « 0
5 | paths[top_order|0]] + [top_order|0]]
6 for each node in top_order do
7 for each adj_node in G.adjnode] do
8 if dist[node] +
Glnode][adj_node]['weight'] >
dist[adj_node] then
9 Update dist[adj_node] with
dist[node] +
G[node][adj_node]['weight']
10 longest_path_length < maximum value in dist
11 node_with_longest_path < node with maximum
value in dist
12 longest_path < paths[node_with_longest_path]
13 return [ongest_path

The algorithm begins by performing a topological sort on
the graph. Topological sort is a linear ordering of vertices such
that if there is a node u at time ¢ and a node v at time ¢ + 1,
vertex u precedes v in the ordering. The intensity gained from
the starting point to itself is initialized to 0. The algorithm then
processes the vertices in topological order. For each vertex, it
updates the total intensity and path information. If the total
intensity from the starting point to the current vertex, plus the
weight of the edge to an adjacent vertex, exceeds the current
total intensity to that adjacent vertex, the algorithm updates the
intensity and path information accordingly. After processing
all vertices, the final output from the path dictionary gives us
the associated nodes along the optimized trajectory, which is
the MTRI-optimized trajectory of the UAV for that particular
starting position. We then proceed to apply the same algorithm
to every possible starting position of the UAV, which amounts
to 100 coordinates in this simulation. This process results in
100 uniquely optimized UAV trajectories.

2) MEMI: In the graph for MEMI, the nodes are added
similarly to the MTRI, except there is an additional check while
adding the edges, and the value of the edge weight is differently
calculated, making this optimization a constrained shortest path
problem. For there to be an edge between two nodes w of time ¢
and v of time ¢+1, the node v must have an associated intensity
value of I,,;, or higher, which in this case is 0.0003 mW/m?
or higher. This value has been selected from the common range
of the intensity heatmap as envisioned in the a-priori field test
in Section V-A. The idea is that the value is not too high that
the UAV does not get options to move, and also not too low



that the UAV does not need to move. The weight of the edge
(u — v) is the distance between u and v.

Now, as we would like to minimize the summation of
movement in terms of |e(t + 1) — e(¢)|, where €(t) is the
coordinate of u and €(t+1) is the coordinate of v, and the edge
weights are distances between nodes, which are non-negative.
We can use Dijkstra’s algorithm to find the shortest path from
the source to the destination to perform the minimization. This
will give us the shortest UAV trajectory while maintaining the
minimum receiver intensity threshold I,,;, for every position
of the UAV. Similar to the MTRI solution, we simulated 100
unique trajectories specific to 100 different starting positions of
the UAV for this solution as well.

3) MME: In the graph for MME, the nodes and edges are
added similarly to the MTRI, except the value of the edge
weight is differently attributed. Now, as we would like to maxi-

1+\e(t+18— ’

mize the movement efficiency in terms of IT(tH)e Gl if we
set this term as the weight of the directed edge (u — v), we
could use similar topological sorting and dynamic programming
as shown in Algorithm 1 to find the longest path. This results
in the optimized trajectory of the UAV that ensures maximum
movement efficiency. Similar to the MTRI and MEMI solutions,
we simulated 100 unique trajectories specific to 100 different
starting positions of the UAV for this solution as well.

4) Time Complexity: For the MTRI and MME solutions, the
overall time complexity of the function is O(V + E), where V/
represents the number of vertices (or nodes) and F represents
the maximum number of edges possible in the graph being
formed to solve the problems. Similarly, the MEMI solution has
an overall time complexity of O((V + E)log V), as Dijkstra’s
algorithm dominates the complexity.

The value of V' depends on the quantization granularity in
time and space. V includes one source and one destination
node, and the number of positions the UAV can go to multiplied
by the number of time intervals. This can be expressed as
V = 2407 (Vmaz /At)?. In a similar manner, E depends on the
spatial movement granularity as well as time granularity of the
setup. The UAV can move to 9 different positions (i.e., horizon-
tal, vertical, and diagonal movements). Hence, each node of the
graph for ¢ = 4 can have at most 9 directed links with the nodes
for t = ¢+ 1. The source node (i.e., corresponding to the posi-
tion where UAV starts) can also have at most 9 directed links
with nodes for ¢ = 2. The destination node, however, will have
a directed link from all the 7(V;a./At)? nodes for t = n + 1.
This yields E = 9 + (n — D)7 (Vimaz/A)? + 7(Vmaz/At)2
Putting it all together, the time complexity is O(n(vyqa:/At)?)
for MTRI and MME, and O(n(vpmaz/At)? log(n(vmas/At)?))
for MEMI. Considering that UAV’s movement speed does not
yield many movement options and is fewer than the time slots
being consider (i.e., Vyae/At)? < n, MEMI’s time complexity
can be rewritten as O((Vpaz/At)?nlogn).

Overall, the time complexity of these methods is quite
manageable, and they can be performed in real-time. For
instance, in our setup, V' has a value of 2,002 (1+20*100+1,

Fig. 8. UAV Trajectory for Deep Water.

Fig. 9. UAV Trajectory for Intermediate Water.
representing 1 source node, 100 nodes for each of the 20 time
instances, and 1 destination node), and E has a value of 17,209
(1*9+19*100*9+100*1, as each node has a maximum of 9
possible edges among adjacent nodes, and the destination node
connects with all 100 adjacent nodes). Storing a graph of this
size is entirely feasible in a typical drone.
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VI. SIMULATION RESULTS AND DISCUSSIONS
To understand if there exist general UAV trajectory patterns
for optimizing the A2ZWOWC channel, we performed simula-
tions. The assumptions for this simulation are consistent with
those outlined in the subsection on assumptions (see Section
II-A), along with the other parameters detailed in Table I.
Two types of water body scenarios are considered here: high-
peaked waves with higher steepness for intermediate water and
low-peaked with lower steepness waves for deep water. Since
there are 100 unique UAV starting positions, we computed
optimized trajectories for each of them, resulting in a total of

100 trajectories for each of the three types of solution.

To illustrate the favorable UAV positions, we have adopted
two approaches. Firstly, we generated a positional heatmap



portraying the total number of visits the UAV makes to each
coordinate by combining data from all 100 different trajectories
for 100 different starting positions. Secondly, utilizing the same
data, we employed streamplots to represent the vector field of
the UAV trajectories, depicting the UAV’s propensity towards
the most-visited favorable positions. As shown in Figure 8 and
9, both plots provide similar insights into the trajectories.

As mentioned previously, both MTRI and MME are solu-
tions that primarily focus on achieving the maximum received
intensity possible. However, the MME solution imposes a cost
on UAV movement to maximize the value gained in terms
of intensity over movement. In both deep and intermediate
water scenarios, we observe that the UAV follows a similar
trajectory pattern for MTRI and MME solutions. In contrast,
with the MEMI solution, the optical transmitter must ensure
a minimum intensity of 0.0003 mI/V/m2 at the underwater
receiver for every position along the UAV trajectory. This
prerequisite leads to a more shifting movement for the MEMI
solution, particularly in intermediate water scenarios due to the
eccentric nature of the water surface compared to deep water.

VII. CONCLUSION

In summary, our research has extensively explored the
realm of A2WOWC, with a specific emphasis on diverse air-
water interfaces and their effect on the communication channel.
Our findings underscore the viability of achieving optimal
performance in visible light communication, even amidst the
complexities of a dynamic water surface. This is made possible
by implementing three meticulously optimized UAV movement
strategies. The initial segment of our investigation demonstrated
how variations in wave amplitude and horizontal shifts influ-
ence the end-to-end channel performance. Addressing the need
for seamless communication across the ever-changing air-water
interface, we proposed UAV movement optimization to adapt
to these dynamic conditions. In the subsequent sections of
our paper, we introduce three distinct movement optimization
algorithms tailored for two different depths of water: inter-
mediate and deep, focusing on performance, reliability, and
value. Looking ahead, our future endeavors include incorporat-
ing more challenging medium parameters, such as scattering,
turbulence, and random particles, into channel modeling, three-
dimensional optical ray propagation, and UAV movements. We
intend to develop sophisticated heuristics to effectively navigate
these intricate conditions, further enhancing the robustness of
A2WOWC systems.
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