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Abstract
The current study aims to simulate fatigue microdamage accumulation in glycated cortical bone with increased advanced
glycation end-products (AGEs) using a phase field fatigue framework. We link the material degradation in the fracture
toughness of cortical bone to the high levels of AGEs in this tissue. We simulate fatigue fracture in 2D models of cortical
bonemicrostructure extracted from human tibias. The results present that themismatch between the critical energy release rate
of microstructural features (e.g., osteons and interstitial tissue) can alter crack initiation and propagation patterns. Moreover,
the high AGEs content through the increased mismatch ratio can cause the activation or deactivation of bone toughening
mechanisms under cyclic loading. The fatigue fracture simulations also show that the lifetime of diabetic cortical bone samples
can be dependent on the geometry of microstructural features and the mismatch ratio between the features. Additionally, the
results indicate that the trapped cracks in cement lines in the diabetic cortical microstructure can prevent further crack growth
under cyclic loading. The present findings show that alterations in the materials heterogeneity of microstructural features can
change the fatigue fracture response, lifetime, and fragility of cortical bone with high AGEs contents.

Keywords Fatigue fracture · Cortical bone · Glycation · Critical energy release rate · Phase field fracture

1 Introduction

Bone with its hierarchical structure is the main load-bearing
tissue of human body. With excessive loading, bone under-
goes failure. One common cause of bone failure is fatigue [1,
2]. The mechanisms related to crack formation under cyclic
loading are widely found in bone fracture. Fatigue fracture is
associated with injuries in individuals engaged in marching
or running regime and the elderly by habitual daily load-
ing [3–6]. Fatigue fracture is influenced by various factors
in human bone such as loading history, bone repair mecha-
nisms, and diseases associated with alterations in bone mass
and quality [1].

In healthy bone, the rate of microdamage accumulation
is slow during cyclic loading and there is sufficient time for
bone to activate repair mechanisms [7, 8]. However, a high
rate of microdamage accumulation and decreased healing
rate result in catastrophic failure [9, 10]. With age-related
and bone-fragility diseases such as diabetes, different factors
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such as changes in bone mass and quality at different length
scales can affect the accumulation of damage. In diabetes,
one of the important alterations in bone tissue is the high
accumulation of advanced glycation end-products (AGEs)
due to non-enzymatic glycation [11].AGEs content increases
in bone tissuewith aging [12]. The increased content ofAGEs
can affect the mechanical properties and fracture response of
bone tissue [13]. For instance, high contents of AGEs can
result in a reduction in fracture toughness of human cortical
bone [14], and an increase in microdamage accumulation in
the bone microstructure [15, 16].

There are various studies on the impact of AGEs on bone
tissue; however, there are no in-depth discoveries yet on
how the human bone microstructure with a high level of
AGEs behaves under cyclic loading. To investigate themech-
anisms of fatigue-driven crack growth at themicroscale level,
numerical fracture frameworks can assess the impact of var-
ious parameters (e.g., material heterogeneity and mismatch)
on the fracture behavior of bone with high AGEs levels.
Using computational tools, various studies evaluated the frac-
ture response of bone under cyclic loading. For instance,
a study has modeled cracks propagation in bone using the
eXtended finite element method (XFEM), and it has been
shown that there is a decrease in the stress amplitude for fail-
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ure with aging by fatigue crack initiation analyses [17]. In
another study, the effects of various factors such as age and
gender on the rate of damage accumulation have been eval-
uated using a finite element model [18]. In another work, a
neural network model has been combined with a finite ele-
ment method to predict bone fatigue crack growth [19]. In
addition, another study has evaluated the micromechanics
of the cement-bone interface under tensile fatigue loading
by finite element method to discover the role of the under-
lying mechanisms in the fatigue behavior of this interface
[20].

It should be noted that crack growth simulation in highly
heterogeneous materials is numerically difficult [21]. This is
due to the complexity of the multiple unpredictable branch-
ing and merging cracks during fracture processes. To model
crack growth, there are different numerical methods using
discrete approaches such as the cohesive zone approach
developed by Remmers et al. [22], XFEM presented by
Moees et al. [23], and the extended isogeometric method by
Ghorashi et al. [24]. Such discrete approaches can simulate
the crack growth path; however, there are some difficulties
with crack branching or multiple crack fronts during fracture
simulation processes [25]. Over the past decade, the phase
fieldmethod has provided a better solution for crack initiation
and propagation. In this diffuse method, it is not required to
define the crack surface, and the difficulty of crack tracking
is improved [26]. In this proposed approach, the surfaces of
cracks are defined by a diffuse zone and are formulated by an
energy degradationmethod to simulate damage initiation and
propagation [27]. There is relatively less numerical instabil-
ity in this diffuse method compared to XFEM and continuum
damagemechanics [28]. Unlike continuum damagemechan-
ics, the phase field method can control the thickness of the
damage zone by a length scale parameter [29]. In contrast
to XFEM, the phase field method can handle the numerical
difficulties for the formation of cracks surface with multiple
cracks initiation and branching ahead [21].

In addition, the phase fieldmethod has been used in differ-
ent applications in the literature [21]. For instance, the phase
field approach has been utilized to predict the crack growth
in a new physics informed neural network (PINN) scheme
[30]. Furthermore, a phase field method is used to evalu-
ate the influence of the interface zones on fracture response
in the polymeric nanocomposites (PNCs) [31]. Additionally,
this diffuse approach has been utilized to evaluate the fracture
behavior of various materials such as human bone and dentin
[32–37], brittle biomaterials [38], and polymeric nanocom-
posites [31].

In the present work, we study the micromechanisms of
fracture in cortical bone with a high level of AGEs under
cyclic loading. We consider that the material properties of
bone are subjected to change due to the high content of AGEs
by reducing the fracture toughness of bone. To model the

initiation and propagation of cracks in bone, we develop a
phase field method to simulate fatigue fracture.

2 Materials andmethods

2.1 Preparing human cortical bone samples

Using two cadaveric female human tibias (ages: 60 and 81),
we cut the cross-section at 50% of the mid-shaft length in
each tibia to extract samples (as shown in Fig. 1). The two tib-
ias are collected from a donor bank (AnatomyGifts Registry,
Hanover, MD). The samples collection, ethical approval, and
bone sample preparation are performed in and gained by the
Bone Biomechanics Lab at UMass Dartmouth.We also carry
out a silver-nitrate staining technique on 8 µm thick sec-
tions from the samples to have a more clear visualization
of microstructural features such as cement lines (Fig. 1b).
Further details on the sample preparation and staining tech-
nique can be found in the other works [33, 34, 39]. In the
next step, with a microscope, we take microscopy images
from the anterior and posterior regions of the 60- and 81-
year-old cortical bone samples (Fig. 1d). With the help of a
random algorithm, we choose three different 1-mm2 areas in
all anterior and posterior samples for each age.

2.2 Constructing 2D finite element models

We use the microscopy images to create two-dimensional
(2D) models.With a manual segmentation method, we deter-
mine the boundaries of osteons and Haversian canals. We
create the 2D plane strain models by importing the geomet-
rical data from the segmentation to Abaqus (Fig. 1e). Our
assumption for plane strain condition can be justified by
considering the higher size of longitudinal direction in the
tibia compared to its average transverse dimensions. Thus,
the strains values in the longitudinal direction are far lower
than strains in the transversal direction. In addition to that,
the length of the whole tibia is not affected by the transver-
sal loading condition in the models. These assumptions are
in agreement with other works [40–42]. The thickness of all
cement lines is considered to be 5 µm in all models. We also
create the homogenized area in each model with a thickness
of 0.05 mm on the four sides of the bone sample to prevent
any boundary condition effects. Thus, the dimensions of the
2D models are 1.1 mm by 1.1 mm. All models also have a
precrack with a length of 0.05 mm (Fig. 1c).

2.3 Mechanical properties of microstructural
features

Table 1 shows the mechanical properties of the 60-year-old
samples. We adopt the data reported by Fan et al. [43] to
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Fig. 1 a A human tibia is schematically shown, b the extracted cross-
sections from the cortical 81- and 60-year-old samples, c the loading
and boundary conditions on all models with a cyclic loading condition
with a minimum load of−0.002 mm and a maximum load of 0.002 mm

with a time period of 2 s, d two examples of microscopy images taken
from the samples after the staining technique, and e the 2D models
constructed from the microscopy images
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Table 1 Mechanical properties
of cortical features for the
60-year-old samples: critical
energy release rate (Gc),
Young’s modulus (E), and
Poisson’s ratio (v) for osteons,
interstitial tissue, cement lines,
and homogenized tissue

Material property Osteon Interstitial tissue Cement lines Homogenized tissue

Gc (N/mm) 0.62(2) 0.52(2) 0.1629(2) 0.57(2)

E (GPa) 16.6(1) 19.7(1) 12.45(4) 18.15(5)

v 0.25(3) 0.25(3) 0.3(5) 0.25(3)

(1) [43];(2) [46]; (3) [60]; (4) [42, 61], and [62]; (5) [45]

find elastic moduli of osteons and interstitial tissue by cal-
culating the average of the data in the radial orientation. Our
assumption for Gc of osteons and interstitial tissue is that
their Gc values are inversely proportional to the values of
their elastic moduli. This is justified by the information that
calcified tissues (e.g., bone) with a high stiffness have a lower
toughness [44]. The elastic modulus of cement lines is also
assumed to be 25% lower than that of osteons. Gc of the
cement lines is calculated based on an average value from
the work of Giner et al. [45]. Additionally, the mechanical
properties of the homogenized region are found based on the
average values of osteons and interstitial tissue. All mate-
rial properties in this study are homogeneous and isotropic.
Using the mechanical properties presented in Table 1 as the
base data, we find the material properties of the 81-year-old
samples with a function between age and the material prop-
erties suggested by Brown et al. [46].

2.4 The relationships between AGEs and Gc

With aging, AGEs levels in human cortical bone can be ele-
vated and a relationship suggested by Tang et al. [47] shows
how the decreased energy release rate (Gc) is in correlation
with the increased concentration of AGEs:

!Gc = 20.979Ln(!AGEs) − 65.734. (1)

Here, based on the relationship in Eq. 1, our assumption
is that the elevated AGEs in the 60-year-old and the 81-year-
old samples can reduce the Gc of their osteons, interstitial
tissue, and cement lines. To simulate the role of the increased
AGEs in the cortical bone models, we assume three possible
cases for the reduction in Gost and Gint with an increase in

AGEs concentration (shown in Table 2). We also assume that
the three possible cases show different mismatch ratios (Rg)
between Gc of osteons and interstitial tissue. The mismatch
ratio is defined such that Rg = Gost−Gint

Gost
× 100%.

2.5 Computational sets

(i) In the first set of simulations, we analyze crack growth
trajectories in the anterior and posterior regions of the
81- and 60-year-old under cyclic loading. The cyclic
loading condition is considered to be with a minimum
load (Umin) of−0.002mmand amaximum load (Umax )
of 0.002 mm with a time period of 2 s with a loading
range (!U = Umax − Umin) of 0.004 mm. In this set
of simulations, the purpose is to compare the fracture
response and lifetime (N, the number of cycles before
the complete fracture of the sample when its loading
capacity drops to zero) of the 81- and 60-year-old mod-
els. Thus, all simulations in this set are under the same
cyclic loading condition.

(ii) In the second set, we analyze the fracture behavior of
each model presented in Fig. 1e, considering each case
of the mismatch ratio as presented in Table 2 under the
cyclic loading. Here, we aim to investigate the influ-
ence of changing the mismatch ratios on the lifetime
and crack growth trajectories in each model. We fur-
ther compare the results of one region with another
region. We implement the same cyclic loading condi-
tion explained in the previous set.

(iii) In the last set, we find the influence of increasing and
decreasing the loading range (!U = Umax −Umin) on
the lifetime ofModel 1.We use the same cyclic loading
condition in Set (i).

Table 2 Three possible values
for the mismatch between Gost
and Gint at the level of 100%
increase in AGEs

Loss in critical energy release rates Mismatch ratio between Gost and Gint :
of osteons and interstitial tissue (%) Rg = (Gost−Gint

Gost
) × 100%

20% loss in Gost and Rg = 70%

70% loss in Gint

30% loss in Gost and Rg = 50%

60% loss in Gint

45.5% loss in both Rg = 15%

Gost and Gint

Rg indicates the mismatch ratio in each case
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2.6 Presenting a phase field framework for fatigue
fracture

In the currentwork,we use a phase fieldmethod developed by
Miehe et al. [27] to simulate crack initiation and propagation
in cortical bone. To analyze model crack growth trajectories
in this diffusive approach, theminimization termof an energy
functional for a material is

Π int = E(u, d)+Wdmg(d), (2)

where Π int , E(u, d), and Wdmg(d) are the total potential
energy, the elastic energy in the body, and the required energy
for the formation of cracks surface, respectively. d∈ [0,1]
defines the damage field variable in the material such that
the unbroken state of the material is d = 0 and the broken
state is d = 1. u in Eq. 2 represents the displacement field
in the material.

In the damaged material, the elastic energy is introduced
such that

E(u, d) =
∫

Ω
$(ε(u), d) dΩ, (3)

where $(ε(u), d) and ε(u) are the strain energy density and
the symmetric strain tensor, respectively. The work of Miehe
et al. [27] presents more details on the stress tensor and the
degraded strain energy.

The required work for crack formation in Eq.2 without
considering fatigue fracture, Wdmg(d), takes the form such
that

Wdmg(d) =
∫

Ω
Gc γ (d,∇d) dΩ, (4)

where Gc is the critical energy release rate. The crack den-
sity function, γ (d,∇d) presented by Bourdin et al. [48], is
defined such that

γ (d,∇d) = 1
2lc

d2 + lc
2

∇d . ∇d, (5)

where lc is the length scale parameter. This parameter defines
the thickness of the damaged zone between the unbroken and
broken states of the material (the thickness of the crack).

To solve the problem, we define the energy functional for
the displacement field problem such that

Πu =
∫

Ω
($(ε(u), d) − b̄.u) dΩ −

∫

∂Ω
t̄.u d∂Ω. (6)

To implement fatigue fracture in the phase field frame-
work, we use a theoretical framework for brittle materials

based on the work of Kristensen et al. [49]. In this frame-
work, the energy functional of the phase field problem (the
crack problem) takes the form

Πd =
∫

Ω

(
f (λ̄(t)) Gc γ (d,∇d)+ (1 − d2) H

)
dΩ, (7)

where H defines strain history functional to satisfy the
irreversibility of the crack propagation and is the connec-
tion between the displacement and phase fields. f (λ̄(t)) is
assumed tobe a fatiguedegradation function and is dependent
on a variable λ̄(t) known as a cumulative history [49–51]. t
is also the time variable over a cyclic loading.

The cumulative history λ̄(t) can be defined such that

λ̄(t) =
∫ t

0
((λλ̇) dt, (8)

where ((λλ̇) is the Heaviside function. λ is the fatigue his-
tory variable and denotes the loading condition and λ̇ is its
rate. In this framework, λ takes the form (1− d)2$+

0 where
$+

0 is the positive part of the elastic energy of the uncracked
material [50]. Furthermore, the fatigue degradation function
f (λ̄(t)) accounts for the sensitivity of the required work for
the formation of crack surface with respect to the number of
cycles

f (λ̄(t)) =

⎧
⎪⎪⎨

⎪⎪⎩

1 i f λ̄(t) < λth

2λth/(λth+λ̄(t)) i f λ̄(t) ≥ λth
(9)

where λth is a value that serves as a threshold below which
the fracture energy is not affected. This threshold is assumed
to be λth = Gc / 12lc [49]. Further details on instructing the
variations of the two energy functionals presented in Eqs.7
and 6, the implementation of fatigue degradation function,
deriving the strong forms, and finite element discretization
can be found in the works of Alessi et al. [50] and Kristensen
et al. [49].

To solve the phase field and displacement problems, we
implement a quasi-Newton monolithic technique in a user-
defined element subroutine (UEL) into Abaqus developed by
Kristensen et al. [49]. We generate four-node elements for
all 2D models. The numbers of elements are approximately
between ∼600,000 and ∼800,000 in all models. In addition,
we perform mesh convergence tests for all models. As pre-
sented in Fig. 1, we apply the cyclic displacement loading as
described in Sect. 2.5 on the top edge of the 2D models. The
fixed bottom edge along the y direction and the fixed bottom
left corner along the x and y directions are the constraints
for the boundary conditions (shown in Fig. 1). The length
scale parameter in all models is lc = 0.001 mm presenting
the damaged (phase field) zone thickness (5).
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3 Results

In this section, we report the activation or deactivation of
toughening mechanisms in the cortical bone samples with
increasing mismatch ratio due to elevated AGEs and com-
pare the fracture responses of the 60- and 81-year-oldmodels
under cyclic loading.

Figure 2 depicts the fracture behavior of themodels (Mod-
els 1–12 shown in Fig. 1e) under the same cyclic loading as

presented in Sect. 2.5. With the results of Fig. 2, we com-
pare the fracture response of the models from one age (60) to
another (81). We observe various crack growth trajectories
and toughening mechanisms in Fig. 2 such as crack deflec-
tion, crack merging, microcracking, and crack propagation
in cement lines. In this context, the majority of the micro-
cracks formation are located around the Haversian canals
(Fig. 2). The formation of microcracks around the Haver-
sian canals is not dependent on the size of the canals, and it

Fig. 2 The fracture results of
the 2D models (Models 1–12) in
Fig. 1e under the same cyclic
loading in Sect. 2.5. Various
fracture mechanisms occur such
as crack deflection, cement lines
debonding, microcracking, and
crack merging

Propagating in cement lines Microcracking Crack deflection
Damage0 1

Merging
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occurs around small and large canals (Fig. 2). Another role of
the canals is that they can attract and deflect the main cracks
from their original path due to their high-stress concentration.
Crack propagation in cement lines is another mechanism in
the simulations in Fig. 2.We observe that after themain crack
penetrates the cement lines it grows a long curvy path, which
can be seen in some of the simulations such as Models 4
and 5. This mechanism prevents cracks from breaking the
whole osteons. Another crack growth mechanism is crack
deflection. The simulations indicate that cracks can deviate
toward the microcracks and the canals ahead (Fig. 2). This
can cause the cracks to not stay on the straight path anymore.
The deflected cracks are eventually merged with other cracks
or microcracks as shown in Fig. 2.

Figure 3a also presents the lifetime fraction (N /NR where
NR is 100 cycles) of all fractured models depicted in Fig. 2.
Models 4 and 5 have a lower number of cycles until failure
than the rest of the models (Fig. 3a). For Model 4, the reason
is that the crack penetrates into the cement lines and prop-
agates in an almost continuous path of the cement lines in
the whole sample. Thus, the crack grows in the entire sample
without being delayed by any activated toughening mecha-
nisms ahead. However, for Model 5, there are multiple crack
formations around different large canals and this causes a
reduction in the resistance of the model to fracture. In Model
5, the first microcrack initiates from the Haversian canal and
mergeswith anothermicrocrack (Fig. 3e). Othermicrocracks
are also formed from some other Haversian canals (Fig. 3e).

Propagating in cement lines Microcracking Crack deflection
Damage0 1Merging

5 ledo
M

N=283

Microcrack initiation

N=315 N=341 N=367

Fig. 3 aThe lifetime results (N) of allmodels presented in Fig. 2d under
the same cyclic loading in Sect. 2.5. NR is 100 cycles. The number of
cycles for the results of three Rg ratios for each model of b the 60-year-
old samples and c the 81-year-old samples, and d the lifetime fraction

of Model 1 versus increasing loading magnitude. e It shows the crack
trajectory in Model 5 as an example to demonstrate how microcracks
initiate and propagate during the lifetime and the number of cycles for
each snapshot from the progress
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In addition, another crack nucleates from the precrack and
propagates into the cement lines (Fig. 3e). Moreover, Mod-
els 1 and 7 have the highest lifetime fraction (N /NR) among
all models (Fig. 3a). The reason for Model 1 is while the
main crack propagates in the cement lines, different toughen-
ing mechanisms such as microcracking and crack deflection
(Fig. 4) are simultaneously activated in the sample. Thus,
the activation of these mechanisms causes a delay in crack
propagation and it requires more time for the cracks to reach
that level of energy to break out of the cement lines trap.
Additionally, for Model 7, the geometry is formed in such a
way (more separated osteons and not formed a large osteonal
area ahead of cracks) to delay the initiation of cracks from the
canals based on the reverse cyclic loading. It should be noted
that there is a drop in the lifetime of all samples in Fig. 3b
and c (where different mismatch ratios are considered) com-
pared to the lifetime of the same samples in Fig. 3a (where
no mismatch ratios are considered in the simulations). This

reduction in lifetime is due to the drop in Gc of the samples
in Fig. 3b and c with increased AGEs.

Figures 4 and 5 show the fracture response of the 60-
year-old posterior models (Models 1–6) considering three
different mismatch ratios (Rg = Gost−Gint

Gost
× 100%) under

the same cyclic loading as described in Sect. 2.5. To inves-
tigate the influence of changing the mismatch ratio (due to
increasedAGEs) on the fracture behavior, we look into possi-
ble differences in the fracture results of eachmodelwith itself
for three cases Rg as well as changes in the number of cycles
as shown in Fig. 3b. The simulations show that changes in the
mismatch ratio do not significantly affect the crack growth
trajectories in Model 1, and it eventually results in a few
changes in the number of cycles. In Model 2, we observe a
few microcracks by decreasing the mismatch ratio (Fig. 4).
This results in a decreased number of cycles to complete
failure, as there are not enough microcracks surrounding the
main crack to delay the crack propagation. The results in

Fig. 4 The fracture response of
the posterior models of age 60
(Models 1–3) in Fig. 1e under
the same cyclic loading as
described in Sect. 2.5. The
fracture results of three Rg
ratios (introduced in Table 2) are
shown for each model

Propagating in cement lines Microcracking Crack deflection
Damage0 1

Merging

= % = =
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Fig. 5 The fracture results of
the anterior models of age 60
(Models 4–6) in Fig. 1e under
cyclic loading. Different
mechanisms are activated under
Rg ratios (shown in Table 2)

Propagating in cement lines Microcracking Crack deflection
Damage0 1

Merging

= % = =

Model 3 show the formation of the crack is dependent on
changes in themismatch ratio by increasing or decreasing the
accumulation of damaged cement lines (Fig. 4). The highest
mismatch case in Model 3 has a lower number of cycles than
the rest of the cases, and this might be due to a lower damage
accumulation in cement lines in the highest mismatch case.

Additionally, in Models 4 and 5 as shown in Fig. 5, we
observe that there are not many differences in the crack prop-
agation patterns. In Model 4, there is a long connection of
cement lines, and the main crack is trapped by them, which
eventually results in negligible changes in the number of
cycles by changing the mismatch ratio (Fig. 3b). In Model
5, there are multiple large canals that microcracks can easily
initiate around them (Fig. 5). This can result in a drop in the
lifetime of Model 5 in the case that there is a high mismatch
between the properties of osteons and interstitial tissue (Rg=
70% in Fig. 3b). In Model 6, we observe more damaged
cement lines by decreasing the mismatch ratio. Those dam-
aged cement lines in the Rg= 50% and 15% cases for Model

6 provide a path that cracks cannot grow in osteons ahead and
resulting in a higher lifetime compared to the highest mis-
match case (Rg= 70%) where cracks propagate in osteons.

Figures 6 and 7 depict the fracture behavior of the 81-year-
old anterior models (Models 7–12) under the same cyclic
loading as described in Sect. 2.5 by considering three differ-
ent mismatch ratios (Rg = Gost−Gint

Gost
× 100%). In Model 7,

there are no considerable changes in the crack growth trajec-
tories by increasing the mismatch ratio (Fig. 6). This results
in a negligible reduction in the lifetime with the increased
mismatch ratio (Fig. 3c). In Model 8, we observe more dam-
age propagation in cement lines by decreasing the mismatch
ratio Rg (Fig. 6), and this causes less damage accumulation
in osteons and the interstitial matrix resulting in an increase
in the lifetime (Fig. 3c). In Model 9, the crack growth pattern
is not affected by altering the mismatch ratio. However, the
lifetime is decreased for the case Rg= 70% due to the drop in
the fracture properties of both osteons and interstitial tissues
and eventually the reduced resistance for crack propagation.
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Fig. 6 Crack growth in the
posterior models of age 81
(Models 7–9) in Fig. 1e under
the cyclic loading (Sect. 2.5).
For each model, three Rg cases
are introduced (Table 2)

Propagating in cement lines Microcracking Crack deflection
Damage0 1

Merging

= % = =

Additionally, in Models 10 and 12, increasing the mis-
match ratio Rg cannot change the crack growth trajectories
(Fig. 7). With the increased mismatch ratio Rg , we observe
a decrease in the lifetime of Model 10 (Fig. 3c). The rea-
son for this decreased lifetime in Model 10 can be due to the
low difference between the fracture properties of osteons and
interstitial tissue and cracks can break easily in both tissues.
However, in Model 12, negligible changes in the lifetime in
the cases Rg= 50% and Rg= 15% are due to more crack
propagation in the cement lines (Fig. 7) which facilitates the
crack propagation, but the case Rg= 70% has fewer dam-
aged cement lines and more drop in the fracture properties
of the cortical microstructure and has a lower number of
lifetime compared to other cases. In Model 11, crack propa-
gation depends on the increased mismatch ratio. We observe
a decrease in both damaged cement lines and the lifetime by
increasing the mismatch ratio (Figs. 7 and 3c). One possi-
ble explanation for the reduced cycles is that there are more
damaged osteons. In the case with the lowest mismatch (Rg=

15%), the cracks cannot also easily break into the osteons as
there is a low drop in the fracture properties values of the
tissues.

Moreover, Fig. 3d presents the changes in the lifetime
of Model 1 by decreasing the amount of the cyclic load as
described in Sect. 2.5. As shown in Fig. 3d, as expected,
there is an increase in the number of cycles for Model 1
with decreasing the applied load.

4 Discussion

In the current study, we evaluate fatigue fracture of human
cortical samples using a phase field framework.Here, the pur-
pose is to understand the impact of changes in themismatches
between the microstructural properties on crack growth tra-
jectories in cortical bone with a high level of AGEs under
cyclic loading.
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Fig. 7 The fracture results for
the anterior models of age 81
(Models 10–12) under cyclic
loading. Crack trajectories are
displayed for three Rg ratios for
each model

Propagating in cement lines Microcracking Crack deflection
Damage0 1

Branching

= % = % = %

Another assumption that we have in the present study is
AGEs accumulation can result in changes in the mismatch
between the fracture properties of the microstructural fea-
tures. This is in relation to changes in bone turnover due to
high AGEs levels [12, 52] and the fact that the AGEs content
in osteons might differ from the AGEs content accumulated
in the interstitial tissue. To simulate such effects, we con-
sider various mismatches between the energy release rates of
osteons and the interstitial matrix.

To evaluate the impact of the mismatch ratios due to
the high accumulation of AGEs on the fracture response of
cortical bone, we report the post-yielding properties (e.g.,
damaged cement lines and activation of toughening mecha-
nisms) and the lifetime of the models until failure of cortical
bone such as the total damage accumulation, the accumula-
tion of damaged cement lines, and the occurrence of different
toughening mechanisms. In the results from the present
simulations, we observe crack deflection, crack merging,
microcracking, and crack propagation in cement lines. These

crack trajectories can undergo changes or stay the same with
decreasing the mismatch ratio under cyclic loading.

During cyclic loading, fatigue microdamage accumulates
in cortical bone with a graduate rate [7]. The anti-fatigue
structure of cortical bone provides the tissue with remark-
able mechanical properties to prevent excessive growth of
cracks over time [53]. In cortical bone, osteons (as fibers)
are the major load-bearing component of its microstructure
[54]. In the present simulations, we observe the same load-
bearing behavior, especially in some of the cases with a high
mismatch ratio. In addition, the discontinuity features like
pores are known as stress concentrators and redistributors
[55]. This is also indicated in the results of our simulations
that the microcracking formation around the canals ahead
of a propagating crack can rearrange the stress pattern and
eventually result in an increase in the lifetime to failure.

Other mechanisms such as crack deflection also have a
vital role in preventing the propagating cracks from further
growth [56]. In our simulations, the cracks can be deflected
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along cement lines, which can stop the cracks from further
growth by blunting the crack tip. In some models, cracks
can easily propagate through the connected cement lines and
break the model as the required energy for the crack growth
in cement lines is lower than that of osteons and intersti-
tial tissue. All of these crack formation mechanisms can be
dependent on the level of accumulatedAGEs on cortical bone
and the increased or decreased mismatch properties due to
the AGEs accumulation.

With the elevated AGEs in bone, there is an increase in the
microcrack formation [16]. This can result in a higher rate
of fatigue microdamage accumulation as its direct relation-
ship with the rate of crack initiation and propagation [53].
In addition, the lifetime of cortical bone under cyclic load-
ing is a function of crack accumulation. The fatigue lifetime
in bone is also in an inverse relationship with the Haversian
porosity [57]. The present simulations show that the lifetime
of some models can decrease with excessive microcracking
around theHaversian canals due to themismatch ratio related
to changes in AGEs.

Furthermore, in some of the current simulations, crack
growth trajectories and fatigue lifetime remain the same or
have negligible differences by changing the mismatch ratio
(Rg) because of alterations in bone turnover through the
increased AGEs. A justification for these observations might
be related to the arrangement of osteons and canals. These
features might have been formed in such a configuration that
does not allow different patterns for cracks formation under
the applied cyclic loading condition. For instance, in Model
5, there are multiple large Haversian canals close to each
other that dominate the crack growth pattern, which is not
affected by changing the mismatch ratio. Experimental stud-
ies also report that there are some discrepancies in the impact
of AGEs on the post-yielding behavior of cortical bone [14,
58]. For example, based on observations from control sam-
ples to glycated samples in cortical bone, there are no changes
in the fracture initiation toughness [58]. However, in another
study, it is shown that the increasedAGEshave adirect impact
on the decreased fracture initiation toughness in cortical bone
[14]. The cause of such inconsistent reports might be related
to differences in the size and geometries of the cortical fea-
tures from one sample to another [59].

It is also important to note that the interaction between
the pre-existing microcracks and toughening mechanisms
can also have an impact on the initiation and propaga-
tion of microcracks during cyclic loading. However, some
microscopy images in the present study have some pre-
existingmicrocracks,which are not considered in themodels.
Additionally, the bone repair mechanisms are not included
in the present models, which can consequently change the
fatiguemicrodamage accumulation. It should also be noticed
that the present 2D models cannot simulate crack propaga-
tion along the longitudinal axis of the long bone. In addition,

the mismatch cases between the fracture properties of the
microstructural features are limited to a few numbers in the
current study, and yet there can be more uncertainties in the
impact of AGEs on the properties by aging. Furthermore, the
thickness of cement lines in the cortical bone samples is con-
sidered to be the same, which does not represent the reality
of cortical bonemicrostructure. Additionally, themechanical
properties of the samples are assumed based on the data in
the literature, which is not the material property of the actual
sample and can affect the lifetime results.

5 Conclusion

The current study analyzes the effects of various mismatch
ratios between the properties of microstructural features due
to elevated AGEs contents on the crack growth trajectories
and fatigue lifetimeof cortical bone.Theproposedphasefield
approach is a practical numerical tool to estimate the fatigue
lifetime of cortical bone and simulate different toughening
mechanisms under cyclic loading. Moreover, the results of
this study show that the activation and deactivation of tough-
ening mechanisms can be dependent on the mismatch ratio
between the fracture properties of cortical features due to
high AGEs content. In addition, in studies on fatigue fracture
of cortical bone with increased AGEs, the configuration of
the microstructural features (e.g., shape and size of osteons)
should be included in the fracture analyses. Furthermore, the
fatigue lifetime of cortical samples can depend on the Haver-
sian canals size and the degraded materials properties due to
increased AGEs.
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