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Abstract
Objective: Leverage electronic health record (EHR) audit logs to develop a machine learning (ML) model that predicts which notes a clinician 
wants to review when seeing oncology patients.
Materials and Methods: We trained logistic regression models using note metadata and a Term Frequency Inverse Document Frequency 
(TF-IDF) text representation. We evaluated performance with precision, recall, F1, AUC, and a clinical qualitative assessment.
Results: The metadata only model achieved an AUC 0.930 and the metadata and TF-IDF model an AUC 0.937. Qualitative assessment revealed 
a need for better text representation and to further customize predictions for the user.
Discussion: Our model effectively surfaces the top 10 notes a clinician wants to review when seeing an oncology patient. Further studies can 
characterize different types of clinician users and better tailor the task for different care settings.
Conclusion: EHR audit logs can provide important relevance data for training ML models that assist with note-writing in the oncology setting.
Key words: machine learning; natural language processing; electronic health record; note writing. 

Introduction
The amount of electronic health record (EHR) data for patients 
is rapidly increasing, making it harder than ever for clinicians 
to comprehensively review and synthesize information for opti
mal patient care.1 While EHRs contain various types of data, 
much of the valuable information about a patient’s story is 
found in free-text notes, which are often bloated due to their 
need to satisfy compliance and billing while also serving as clin
ical communication.2 Clinicians are spending more time read
ing and writing in EHRs, which is leading to burnout and 
medical errors.3–5 Recognizing this crisis, the American Medi
cal Informatics Association announced its 25×5 initiative in 
2022, a call to action to find innovative ways to reduce docu
mentation burden by 25% over the next 5 years.6

Machine learning (ML) methods to automatically extract, ana
lyze, and summarize information from the EHR offer a promising 
solution in this field.7,8 Previous work has used natural language 
processing (NLP) to assist with structured data retrieval, speech 
recognition, and note generation.9–13 However, these methods do 
not support clinicians in the laborious process of reviewing free- 

text notes, a part of chart review that is essential to constructing 
the patient story.14–16 Clinician feedback on note-writing tools 
has emphasized the need to quickly and dynamically find relevant 
information in notes and the importance of reading those notes 
for clinical context.11,17 No prior tools have attempted to predict 
which notes clinicians want to read. New work evaluating EHR 
audit logs, which capture granular information about clinician 
activity, show that logging data may offer an important signal for 
relevance when using ML to build a note retrieval tool.18,19

In this work, we leverage EHR audit logs to train a ML 
model to predict and display relevant notes for review when a 
clinician sees a patient.20 We focus on the oncology setting in 
our proof of concept since these medically complex patients 
have regular follow up with many different providers and are 
likely to have a large quantity of notes for review.

Methods
Our dataset is derived from a large urban academic medical 
center with an audit logging system that captures information 
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on which users read and write notes, and when. The Beth 
Israel Deaconess Medical Center Institutional Review Board 
reviewed and approved this study.

The proactive information retrieval task
We considered proactive information retrieval as a binary 
classification task of whether a note should be retrieved or 
not, given the current writing context (Figure 1). In the rest 
of this work, “source documents” represent all available 
notes for review in the EHR and “written note” represents 
the most recently written oncology note. A note writing 
“session” is defined as the time between successively written 
oncology notes for 1 patient.

Formally, given the most recently written note w(i), the 
model predicts yj

(iþ1) ∈ f0,1g to denote whether to retrieve a 
source document dðiþ1Þ

j from a corpus of documents D(iþ1) 

available in session Siþ1. We considered documents created 
before the start of w(iþ1) to be available for session Siþ1. The 
candidate document set D(i) is updated across sessions to 
include newly created notes. Once the current oncology note 
is completed, it becomes an available source document for 

the next writing session. See Supplement A for inclusion 
criteria.

Modeling choices and feature construction
We used logistic regression (LR) models to predict whether to 
retrieve source documents because LR is interpretable and 
can provide valuable insights for understanding the data. The 
models used a combination of 3 types of features: text from 
the source documents and the previously written oncology 
note, metadata from source documents such as creation time 
and clinical service, and the document type of the written 
note (Table 1). All metadata is visible to the clinician during 
chart review, except the feature describing how many times 
the source document was read in previous sessions. User stud
ies showed that high-yield, relevant notes were read repeat
edly across writing sessions. We trained one model using only 
metadata from source documents and the written note, and 
another that added a text representation of the source docu
ments and written note.

We represented all text using a bag-of-words (BoW) 
method known as Term Frequency Inverse Document 

Figure 1. Visualization of the proactive information retrieval task. Each row represents a unique note defined by the written time, name, and author. The 
oncology clinic note w(i) serves as the writing context for the prediction of relevant documents for oncology clinic note w(iþ1). The time between oncology 
clinic notes is defined as a session where source documents are created. In each session, the green documents are read in the time since the previous 
oncology clinic note was written, and the red documents were available but not read. After an oncology clinic note is completed, it becomes an available 
document in the next session.

Journal of the American Medical Informatics Association, 2024, Vol. 31, No. 7                                                                                                    1579 

D
ow

nloaded from
 https://academ

ic.oup.com
/jam

ia/article/31/7/1578/7663875 by H
arvard School of Public H

ealth user on 25 August 2024

https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocae092#supplementary-data


Frequency (TF-IDF). The document is encoded as a vector 
that captures the presence of certain n-grams in the text. We 
include the top 20 000 unigrams that occur at least 10 times 
across the corpus and add 500 bigrams and 500 trigrams 
selected based on their Pointwise Mutual Information (PMI) 
score.

We converted the dataset into a training corpus f(x, y)g, 
where x is a concatenation of the features described above. 
For each session in a patient’s visit, we created jD(i)j samples 
as the model generates a prediction yj

(i) per available source 
document dðiÞj . We partitioned the data into training (80%) 
and testing (20%) sets based on patient IDs to avoid data 
leakage. For training, we used random undersampling of the 
majority class for each fold in the 5-fold cross validation to 
account for data imbalance. We grouped all non-categorical 
features into intervals and converted them to one-hot vectors.

Evaluation approach
We used traditional classification performance metrics and 
information retrieval metrics. Precision@k indicates how 
many items in the top k results were relevant, recall@k indi
cates how many relevant results were shown in the top k out 
of all relevant results, and F1@k is the harmonic mean of pre
cision@k and recall@k. Based on clinician input, we chose 
k¼ 10 to present a suitable range of relevant documents. 
These top 10 notes are displayed chronologically, reflecting 
how clinicians typically gather information. We explain our 
reasoning for these choices in Supplement B. We reviewed 5 
patients from the held-out set with 2 clinicians for qualitative 
evaluation. Each clinician was provided with the top 10 pre
dicted notes and asked to “think aloud” as they judged if the 
note was relevant to their current note-writing session. The 
clinicians were asked to act as if they were writing a note for 
an oncology follow up visit and were allowed to conduct fur
ther chart review to assess if they needed additional docu
mentation before writing their note.

Results
Our dataset included 66 762 positively labeled examples 
(notes that were read) and 1 648 068 negatively labeled 
(notes that were not read) for 1800 patients over 2 months. 
An analysis of source document metadata showed that 

positively labeled examples tend to be notes that were created 
since the last writing session. However, a significant portion 
of positively labeled notes are older than the most recent 10 
documents (Table S1).

The metadataþTF-IDF model achieved an Area under the 
ROC curve (AUC) of 0.937, recall of 0.836 and precision@10 
of 0.524 (Table 2). Thus, of the top 10 documents suggested, 
more than half will be relevant to the user. The recall@10 of 
0.614 indicates that most relevant documents for a particular 
writing session are surfaced.

The most predictive features for the models are shown in 
Tables S2 and S3. Metadata, particularly written note time 
and note type, were strong predictors of whether the note 
will be read. Notes written by a surgical service were more 
likely to be read, while notes written by primary management 
services (emergency medicine, hospital medicine) and ancil
lary services (nursing, respiratory care, case management) 
were less likely to be read. The most predictive TF-IDF fea
tures suggested that phrases reflecting change (“we dis
cussed,” “follow up”) indicate notes that were more likely to 
be read.

In the qualitative assessment of 5 cases, 38 of 50 predicted 
notes had been read by users. Clinician 1 judged 39 and 
Clinician 2 judged 34 of the 50 predicted notes relevant for 
current note-writing (Tables S4 and S5). In all cases, no other 
notes were identified as relevant on further chart review. 
Some notes were deemed irrelevant because they contained 
information already covered in a separately predicted note. 
Telephone notes in one case were irrelevant because they con
tained logistical information, while in another case were iden
tified as relevant because they portrayed a patient’s report of 
worsening health prior to a hospital admission. Qualitative 
evaluation differed most on cases 4 and 5. For case 4, Clini
cian 1 determined multiple cardiology progress notes to be 
relevant because of incrementally new information, while 
Clinician 2 determined these notes to be repetitive. For case 
5, Clinician 1 determined oncology nursing notes to be repeti
tive, while Clinician 2 determined them relevant.

Discussion
Using EHR audit logs, we develop a ML model that evaluates 
the text and metadata of all available notes to predict the top 
10 notes a clinician would want to review when seeing a 
patient. Our framework enables dynamic workflow support 
in the setting of complex patient care. The best performing 
model using metadata with a TF-IDF text representation 
achieved an AUC 0.937. In a qualitative assessment, the clini
cian judged more notes relevant for note-writing than had 
been read by users, suggesting the model is not only 

Table 1. List of all available features and their dimensions in the model.

Feature description Dimensions

Written note information
Written note type (eg, progress note, initial note,  

telephone note, etc.)
2

Source document metadata
Current session time ti - source document creation time 6
How recent the source document is out of all available  

documents for a session
5

How many times the source document was read in  
previous sessions

5

Clinical service of the source document (eg, oncology,  
cardiology, etc.)

78

Source document type (eg, progress note, initial note,  
telephone note, etc.)

15

Source document and written note text
Bag of words features for the source document text 21 000
Bag of words features for the written note text 21 000

Table 2. Classification evaluation of ML models on held-out data and 
information retrieval evaluation metrics of predicted relevant documents.

Metadata only TF-IDF only MetadataþTF-IDF

Precision 0.277 0.196 0.268
Recall 0.816 0.862 0.836
F1 0.414 0.320 0.406
AUC 0.930 0.910 0.937
Precision@10 0.522 0.361 0.524
Recall@10 0.610 0.434 0.614
F1@10 0.484 0.359 0.486
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predicting current state chart review, but potentially an 
improved state as well.

The qualitative assessment revealed nuances of chart review 
that can inform future iterations of modeling. Both clinicians iden
tified “milestone” notes such as the most recent oncology progress 
note, a telephone call prior to a hospital admission, and a dis
charge summary as critical to information gathering. These note 
types could be encoded as prediction rules in a future model. The 
clinicians also noted different information needs when writing an 
inpatient versus an outpatient note. During one case’s hospitaliza
tion, daily nursing progress notes were read by a primary provider 
because there are fewer notes to review between note-writing ses
sions. In the outpatient setting, a primary provider may be faced 
with many more notes between note-writing sessions, and what 
was important day-to-day may no longer be critical to patient 
care. Differences in qualitative evaluation between the 2 clinicians 
highlight inter-user variability. Future work should explore user- 
specific predictions that consider the user’s role, specialty, and care 
setting, all of which demand different information needs.

Pre-trained transformers may better represent complex 
relationships between the clinical context and the note 
text.21,22 Other NLP models trained for different tasks have 
shown that preprocessing a clinical note and only using 
dynamically changing sections can improve performance.23,24

As new policy encourages clinicians to write shorter notes,25

NLP model performance may improve.
Our study has several limitations, but the findings prompt 

exciting avenues for future work. We focused on the oncol
ogy setting because it includes medically complex patients 
who have frequent contact with the medical system. Clini
cians in other specialties may have different approaches to 
chart review and note-writing. This work focused on the pri
mary clinician workflow, but efforts need to be made to alle
viate documentation burden for other healthcare staff.26

Future models should incorporate other types of data, such 
as laboratory values and reports.

Positive labels were defined using prior audit logs, and 
while this strategy is novel, logs represent the current state— 
which may include bias for more recent notes written by 
physicians—rather than the ideal state of information gather
ing. During our initial user studies observing clinician work
flows, we found that clinicians placed high value on 
metadata. Using metadata as features enables the learned 
models to mimic these existing clinician information gather
ing behaviors. Using NLP features derived from the notes 
themselves provides the models an opportunity to surface rel
evant information that clinicians may not currently be find
ing. Future work should consider augmenting audit log data 
with explicit labels of relevance for training data, which may 
enable the learned models to surface relevant information 
that clinicians are not currently able to find.

Finally, our model supports information gathering between 
visits but not during visits; for example, if a clinician learns 
new information from a patient and subsequently updates 
their note, an improved model could use this information to 
surface new data for real-time review. More granular audit 
logs are needed to support this iteration of our dynamic 
information retrieval system.

Conclusion
Our work is an effective proof of concept demonstrating that 
ML can be used to retrieve relevant notes in the EHR for 

review when clinicians see patients. In an era of increasing 
documentation burden and evolving NLP tools, our work 
demonstrates potential for provider-oriented use of novel 
technology.
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