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Abstract

Let k be a base field of characteristic p > 0 and let U be the restricted enveloping algebra of
a 2-dimensional nonabelian restricted Lie algebra. We classify all inner-faithful U-actions
on noetherian Koszul Artin-Schelter regular algebras of global dimension up to three.
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1 Introduction

Invariant theory of commutative polynomial rings under finite group actions is closely con-
nected to commutative algebra and algebraic geometry. Artin-Schelter regular algebras [1],
viewed as a natural noncommutative generalization of the commutative polynomial rings,
play an important role in noncommutative algebraic geometry, representation theory, and
the study of noncommutative algebras [2, 3, 6]. Hopf actions (including group actions) on
Artin-Schelter regular algebras have been studied extensively by many authors in recent
years, see [7-9, 15, 18-20, 24-27] and so on. A very nice survey was given by Kirkman
[23] a few years ago. In most papers, only semisimple Hopf algebras are considered due
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to the fact that non-semisimple Hopf actions are much more difficult to handle. A list of
significant differences between semisimple and non-semisimple actions can be found in
Observation 5.1.

Recall that a Hopf H -action on an algebra A is called inner-faithful if there is no nonzero
Hopf ideal I € H such that /A = 0 [7, Definition 1.5]. Our goal is to construct examples
of inner-faithful and homogeneous U-actions on T where U is the non-semisimple Hopf
algebra given in Definition 1.1 and T is a connected graded Artin-Schelter regular algebra.
The main result consists of Proposition 4.2 and Theorem 1.5 that together classify all inner-
faithful U -actions on noetherian Koszul Artin-Schelter regular algebras of global dimension
at most three.

Throughout let k be a base field with chark = p > 0.

Definition 1.1 Let U be the k-algebra generated by u and w and subject to the relations
u? =0, w? =w, [w, u]l:=wu —uw) = u. (1)
Then U has a Hopf algebra structure with coalgebra structure and antipode determined by

Aw)=u®1+1Qu, eu)=0, Su)=—u,
Aw=wl+1Qw, e(w) =0, S(w) = —w.

Note that dimy U = p? and {u'w/|0 < i, j < p — 1} is a k-basis of U. It is easy to see that
U is isomorphic, as a Hopf algebra, to the restricted enveloping algebra of the 2-dimensional
nonabelian restricted Lie algebra g := ku @ kw with structure determined by Eq. 1.

A very first step of understanding U-actions on Artin-Schelter regular algebras is to work
out representations of U. Similar to the Taft algebras, there are exactly p* indecomposable
U-modules up to isomorphisms, denoted by

(MU, DN KIL p,i €y :=7/(p)}

where dimg M (I, i) = [ for all /, i, see Convention 2.4 and Proposition 2.7. We also need
the following tensor decomposition result.

Theorem 1.2 Retain the notation as above. Letr, v’ € 7 -

1) Letl<l<m<pandl+m< p. Then
!
M(l,r)®M(m,r’)%@M(m—l—1+2i,r—|—r/+l—i).
i=1

2) Letl<l<m<pandl+m> p. Then

p—m l+m—p
M) @Mm,r) = (@ Mon—1—142i,r+r' +1-i) P Mp.r+r'+i-1).

i=1 i=1

The proof of Theorem 1.2 follows from the ideas in [12]. Note that the Green ring (or
the representation ring) of Hopf algebras has been studied extensively, see [10, 12, 21,
29, 30, 40-42] and more. If we can describe the Green ring of a Hopf algebra H, then it
is extremely useful for understanding the representations, the fusion rules, Grothendieck
group, Frobenius-Perron dimension [28, 45, 46], and many other invariants and structures
of H. However, it is notoriously difficult to understand the Green ring for a general Hopf
algebra (even, of small dimension, see Question 6.1). It is not a surprise that most of positive
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results so far concern Hopf algebras of finite or tame representation type. Using Theorem
1.2 we can present the Green ring of U — another non-semisimple Hopf algebra of finite
representation type [Corollary 1.3].

For each positive integer n, define

[(n—1)/2]

i —1—=1\ . .
(v, 2) = Z (—1)’(” ; l)ytzn—l—zz,
i=0

where [(n — 1) /2] denotes the integer part of (n — 1) /2. Recall that p = char k. Let I denote
the ideal of Z[y, z] generated by y” — 1 and (z — y — 1) f,(, 2).

Corollary 1.3 (Corollary 3.15) The Green ring of U is isomorphic to the factor ring
Zly, z1/1.

The proof of this corollary is based on the tensor decomposition of indecomposable U -
modules given in Theorem 1.2. Corollary 1.3 should be compared with [12, Theorem 3.10].
One basic message of Theorem 1.2 and Corollary 1.3 is that the representation theory of
U is similar to the representation theory of the Taft algebras, though U does not have any
nontrivial grouplike elements.

Another application of Theorem 1.2 is computation of the Frobenius-Perron dimension
of U-modules, which was studied in [45]. We give some comments in the last section, see
Remark 6.5.

Going back to our main topic, note that the explicit description of the tensor of two
representations of U [Theorem 1.2] is the key to understanding U -actions on Artin-Schelter
regular algebras. If T is a noetherian Artin-Schelter regular of global dimension two, then
the existence of an inner-faithful U-action on T forces T to be a commutative polynomial
ring. From now on Artin-Schelter is abbreviated as AS.

Proposition 1.4 Let H be any Hopf algebra containing U as a Hopf subalgebra. If H acts
inner-faithfully and homogeneously on a noetherian Koszul AS regular algebra T of global
dimension two, then T is isomorphic to the commutative polynomial ring K[x1, x3].

Explicit U-actions on a noetherian Koszul AS regular algebra of global dimension two
are given in Proposition 4.2. The next result is a classification of all inner-faithful U-actions
on T when T has global dimension 3. Historically, over an algebraically closed field of
characteristic zero, AS regular algebras of global dimension three were classified by Artin,
Schelter, Tate and Van den Bergh in their seminal papers [1-3]. Since our base field has
positive characteristic, we have to use a different method. But the purpose of this paper is
not to classify all AS regular algebras over a field of positive characteristic which is another
extremely difficult project, see Remark 1.7(2).

Theorem 1.5 Let k be an algebraically closed field of characteristic p > 0. Let T be a
noetherian Koszul AS regular k-algebra of global dimension three and let V = T}. Suppose
there is an inner-faithful and homogeneous U -action on T. Then one of the following occurs,
up to a change of basis.

(1) T is the commutative polynomial ring K[V] where the left U-module V is either
M@3,i)or M2,i) ® M(1, j) for some i, j € Z.
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2) p=3,V=M@3,i)=kx; ®kxy @ kxs as in Convention 2.4, and the relations of T
are
X2X] — X1X2 + x% =0, x3x1—x1x3=0, x3x2 —x2x3=0.

In the rest of the theorem let V.= M(2,1))®M (1, j) = (kx; ®kx2) ®ky for somei, j € Zp.
(3) j =i+ 1and the relations of T are
x1x2 +x1y —yx1 =0, xx; —x1x2 =0, x% 4+ x0y —yx2 = 0.
4 (G —)Q@i+1-2j)#0inZp, and the relations in T are
yxi+axiy=0, yxa+axyy=0, xx1—xjx2=0

fora #0ink.
(5) 2i+1-2j=0inZp, and the relations in T are

yxi1+axiy =0, yxp+axy=0, xx1—x1x2+ ey2 =0

where a # 0, € =0orlande@® —1)=0.
(6) i = jinZp, and the relations in T are

yxi+axiy +by* =0, yxy+axy =0, xax —x1x2+exzy =0

wherea #0,¢e =0orland (a+1)(b —e€) =0.
(7) j=1i+2inZ, and the relations in T are

yx2 —x2y =0, x1x2 —xox] +exay +by* =0, x3 +yx; —x;y +dy* =0

where ¢ # 0 ord # 0 only if p = 2 and where b # 0 only if p = 3.
@®) p=2i=jinZyand the relations in T are

yx2 +x2y =0, x12 +y2 + €X§ =0, xix2+xx =0,

where e € k.
) p=2i+#jinZyandthe relations in T are

yx2+x2y+by2:O, xlz—l—cxzy—i—yz—l—ex%, xix2 +x2x1 =0,

with e € k and (b, ¢) = (0, 1) or (1, 0).
(10) p =2,i # jinZ,, and the relations of T are one of the following forms:

(10a) c €k, and
xl2 + c(x2y + yx2) + y2 =0, x1x2 + x0x1 =0, x% + x2y + yx2 = 0.
(10b) e ek, and
x12 + x2y + yx2 + ey2 =0, xix2+xx; =0, x% + y2 =0.

Combining Theorem 1.5 with Lemma 5.2(3), we obtain

Corollary 1.6 Let H be any Hopf algebra containing U as a Hopf subalgebra. If H acts
inner-faithfully and homogeneously on a noetherian Koszul AS regular algebra T of global
dimension three, then T is one of the AS regular algebras listed in Theorem 1.5.

Remark 1.7 The following remarks aim to clarify potential confusion.

(1) The list in Theorem 1.5 is long. This is due to the fact that there are many different
AS regular algebras of global dimension three. Even for the same T there could be
different and non-equivalent U -actions on T .
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(2) The classification of all noetherian Koszul AS regular algebras of global dimension
three over a field of positive characteristic has not been done. This could be a huge
project which is parallel to the work of Artin, Schelter, Tate and Van den Bergh [1-3].
The AS regular algebras listed in Theorem 1.5 form a very small portion in the class
of all noetherian Koszul AS regular algebras of global dimension three.

(3) If we are given a Koszul AS regular algebra 7 generically, it is likely that there
is no inner-faithful U-action on 7. For example, let 7 be a skew polynomial ring
kp,-j [x1, x2, x3] where p;; # 1 forall i < j, then there is no inner-faithful U-action
on T [Proposition 5.3].

(4) There are some obvious overlaps between part (1) and parts (4,5,6) in Theorem 1.5.
(5) Given a specific Hopf algebra H strictly containing U, there could be one or more AS
regular algebras T listed in Theorem 1.5 on which A cannot act inner-faithfully.

(6) Given a specific Hopf algebra H containing U, there could be more than one H-action
on the same 7', similar to some parts of Theorem 1.5.

(7) In a weak sense, Corollary 1.6 provides a “universal” classification of H-actions on
noetherian Koszul AS regular algebras of global dimension three for all H containing
U. See Observation 5.5 for more comments.

There are a few reasons for us to consider to this particular Hopf algebra U.

The first one is that U is of finite representation type. This makes it possible to list all
U-module V := Ti, which serves as an initial step in our classification. If U were of wild
representation type, it is unrealistic to list all U-modules (even for a given dimension).

The second reason is that U is generated by primitive elements # and w. So # and w acts
on an algebra T as derivatives. This kind of well-understood operation is helpful when we
are dealing with a lot of computation.

The first two reasons make the project possible. The third reason is our motivation,
namely, U is not semisimple and does not contain any nontrivial grouplike elements. The
invariant theory under U-action is different from the classical invariant theory of polyno-
mial rings under finite group actions. Observation 5.1 lists some significant differences in
terms of homological properties. We would like to use the examples in this paper to further
study non-semisimple Hopf actions on AS regular algebras.

Classifying U-actions on AS regular algebras is also helpful for understanding other H-
actions on AS regular algebras when H is related to U, see Corollary 1.6, Remark 1.7 and
Observation 5.5.

The last reason is that U appears in several different topics of recent interest. The Hopf
algebra U originates from Lie theory, and is related to (small) quantum group theory,

computation of Frobenius-Perron dimension, study of the Azumaya locus of a family of
PI Hopf algebras, called iterated Hopf Ore extensions, or IHOEs, as we explain next. In
[5], a family of noncommutative PI Hopf algebras H in characteristic p were studied. The
algebra U appears naturally as a “fiber” at every non-Azumaya point of 2-step IHOEs in
[5, Proposition 8.2(3)]. The only other possible fiber of other 2-step IHOEs in [5] is the
Hopf algebra Uy := k[X, Y]/(X?, Y?), — the restricted enveloping algebra of the abelian
Lie algebra of dimension 2 with trivial restriction — see [5, Proposition 8.2(2)]. Geometric
and representation theoretic properties of the Hopf algebras in [5] are largely encoded in the
properties of algebras U and Uy. Using the representations of U, we can describe all brick
modules over 2-step I[HOEs, see Remark 6.6.

This paper is organized as follows. Sections 2 and 3 follow from the structure of [12] and
prove Theorem 1.2 and Corollary 1.3. In Section 4 we classify all U-actions on noetherian
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Koszul AS regular algebras of global dimension at most three as stated in Proposition 4.2
and Theorem 1.5. We give some easy, but interesting, observations in Section 5. Section 6
contains some comments, projects, and remarks.

2 Preliminaries and Representations of U

Unless otherwise stated, all algebras, Hopf algebras and modules are defined over k. All
modules are left modules and all maps are k-linear. We use ® for ®. For the theory of
Hopf algebras, we refer to the standard text books [22, 32, 33, 39]. Let k* denote the
multiplicative group of all nonzero elements in the field k.

It is well-known that Z,, is a subfield of k. For an integer r € Z, the image of r under the
canonical epimorphism Z — Z,, is still denoted by r. Then Z = {1, 2, --- , p — 1}, which
is a cyclic subgroup of the multiplicative group k*.

Let H be a finite dimensional Hopf algebra. The representation rings (or the Green rings)
r(H) and R(H) can be defined as follows. Recall that »(H) is the abelian group generated
by the isomorphism classes [V'] of finitely generated H-modules V modulo the relations
[M @ V] =[M]+ [V]. The multiplication of » (H) is induced by the tensor product of H-
modules, that is, [M][V] = [M ® V]. Then r (H) is an associative ring. Recall that R(H) is
an associative k-algebra defined by k ®z r (H). Note that r (H) is a free abelian group with
the Z-basis {[V]|V € ind(H)}, where ind(H) denotes the category of all finitely generated
indecomposable H-modules.

For a module M over a finite dimensional algebra, let r1(M) denote the Loewy length
(=radical length=socle length) of M, and 1(M) denote the length of M. Let P(M) denote
the projective cover of M and I (M) denote the injective hull of M.

Let U be defined as in Definition 1.1. The following facts about U are folklore. Let B
denote the subalgebra of U generated by w. Then B is a p-dimensional semisimple Hopf
subalgebra of U. Moreover, there is a Hopf algebra epimorphism 7 : U — B defined by
m(u) = 0 and w(w) = w. It follows that kerm = (u) 2 J(U), the Jacobson radical of
U. On the other hand, since Uu = uU and u”? = 0, J(U) 2 (u) = uU, the ideal of U
generated by the normal element u. Hence kerr = (1) = J(U). Thus, an U-module M is
semisimple if and only if u - M = 0, and moreover, M is simple if and only if u - M = 0
and M is simple as a module over B. Note that w” — w = l_[,-ez,, (w — i) over a field of
characteristic p. Therefore, we have the following lemma, and its proof follows from the
fact that w acts semisimply on any finite dimensional U-module.

Lemma 2.1 For every finite dimensional U-module M and every i € Z, C k, let M[i] =
{m € M|w - m = im}, then we have

M = @M[i], and uMIi] € M[i + 1].

i€Zp

Lemma 2.2 There are p non-isomorphic simple U-modules {Si}ieZ,,y and each S; is I-
dimensional and determined by

u-x=0, and w-x=ix,
where x is a basis element in S;.
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Note that J(U)™ = u™U for all m > 1. Hence J(U)?~! # 0 and J(U)? = 0. This
means that the Loewy length of U is p. Since every simple U-module is 1-dimensional,
1(M) = dim(M) for all U-modules M. Let M be an U-module. Since J(U)* = Uu® =
u*U, we have rad®* (M) = u* - M forall s > 1.

Lemma 2.3 Let 1 < I < pandi € Zp. Then there is an algebra homomorphism py; :
U — M(k) given by

0
1o i+1
pri(u) = 1 , pLi(w) = i+2
10 i+1-1

Let M (L, i) denote the corresponding left U-module.

Proof It follows from a straightforward verification. O

In some other papers when one uses a different convention, the matrix p; ; (1) in Lemma
2.3 should be replaced by its transpose. But we fix the following convention.

Convention 2.4 By Lemma 2.3, the module M (I, i) has a k-basis {x1, x2, - - - , X1} such that
w-xj=(0+j—Dx;foralll <j<land

Hence we have x; = w/=V . x| forall 2 < j < I. Such a basis is called a standard basis of
M, Q).

We now list some easy facts.

Lemma 2.5 The following hold.

(1) soc(M(,i)) =kx; = Sivi—1and M(1,i)/rad(M(,1i)) = S;.

(2) M(l,i) is indecomposable and uniserial.

(3) If1<lI'<pandi' €Ly, then M(1,i) = M',i’) ifand only if ' =1 and i’ = i.
Proof 1t is similar to the proof of [12, Lemma 2.3]. O

The next corollary is similar to [12, Corollary 2.4].

Corollary 2.6 The following hold.

(1) M(l,i) is simple if and only if | = 1. In this case, M(1,i) = S;.
(2) M(,i) is projective (respectively, injective) if and only if | = p.
(3) M(p,i) = P(S) = 1(Si-1).

Proof (1) It follows from Lemma 2.5(1).
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(2,3) Note that every finite dimensional Hopf algebra is self-injective as an algebra. If
| = p, then it follows from [11, Lemma 3.5] that M (p, i) is projective and injective.

Define eg = 1 — wP~! (fori = 0) and ¢; = ﬁ Z;’;} i~Jwl fori € Zy. Itis easy to
check that eg = e, epe; = 0 and e;e; = §;;¢; foralli,l € Z;. Thatis, {eg, e1, -+, ep—1}is
a set of orthogonal idempotents of U. Since Z, is a cyclic group of order p—1, > lp ;11 i~ =
8jp—1(p— 1) forany 1 < j < p — 1. Then one can check that Zf;ll e; = wP~!, and so
Zf’:_()l e; = 1. We also have we; = ie; and u?~le; # 0, where the latter follows from the
fact that {u'w’/ | 0 < i, j < p — 1} is a k-linear basis of U. Therefore,

Ue; = span{e;, ue;, -~ ,ul~'e;} = M(p, i).

Thus, we have the decomposition of the regular module U as follows

p—1 p—1
U=@PUei =P Mp.i).
i=0 i=0

Hence M(p,i) = P(S;),and M(p,0), M(p,1),---, M(p, p — 1) are all non-isomorphic
indecomposable projective U-modules. So parts (2,3) follow from Lemma 2.5. O

Since the indecomposable projective U-modules are uniserial, any indecomposable U -
module is uniserial and is isomorphic to a quotient of an indecomposable projective module.
Therefore, we have the following proposition (which is well-known).

Proposition 2.7 Up to isomorphism, there are p* finite dimensional indecomposable U -
modules as follows

MU DI <I< pi €Z,y).

It is easy to see that Homy (M (I, i), M (I, i)) = k for all modules in Proposition 2.7.

3 Tensor Decomposition and the Green ring of U

Since U is cocommutative, the tensor category U-mod is symmetric. By Proposition 2.7,
there are p? non-isomorphic indecomposable modules over U, namely,

(M, NI LI p,r eyl
For any U-module M and r € Z,, recall from Lemma 2.1 that
M[r]={m e M|w -m = rmj}.

Then M[r] is a subspace of M. Next we list some easy facts in the following lemma.

Lemma 3.1 Let M be an U-module. Then

(1) If M is indecomposable, then dim(M[r]) < 1 for everyr € Z,,.

2) If M = My & M> for some submodules M and M3, then M[r] = M [r] ® M;[r] for
everyr € Lp.

(3) When M is decomposed into a direct sum of indecomposable submodules, the number
of summands is at least max{dim(M[r])|r € Z}.
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Lemma3.2 Let 1 <I< pandr, v’ € Zp. Then
S @MU, r)=EM(U, VS, =M, r+71)
as U-modules. In particular, Sy @ S, = Sy and M(L,r) = S, ® M(l, 0).

Throughout the rest of the section, let 2 </ < m < p, and let
M=M(I,0)Q M(m,O0).

Let {x1, x2,---,x;} and {y1, y2, -+, ym} be the standard bases of M(l,0) and M (m, 0),
respectively, as stated in Convention 2.4. Then

i@yl <i<l1<j<m}
is a k-basis of M. Forany 2 < s <[4 m, let
M(s) = span{x; ® y;li +j = s}.
I4+m

Then we have M = € M (s) as k-spaces.
s=2

Lemma 3.3 Retain the above notation.

) wu-M(Gs)SM(s+1)forall2 <s <I+m, where M(L +m +1) =0.
2) M(s) S M[s—2]forall2 <s <I+m.
s—1, if2<s<i+1
3) dim(M(s)) =14 [, ifl+l<s<m+1
I+m+1—s,ifm+1<s<I+m

Proof Tt follows from a straightforward verification. O

Lemma 3.4 The socle of M has the following decomposition

soc(M) = @ soc(M) N M(s).
2<s<l+m

Proof 1Tt follows from Lemma 3.3(1) since soc(M) = {z € M|u - z = 0}. O

Lemma 3.5 The following statements hold.

() If2<s <m,then soc(M) N M(s) = 0.
Q) Ifm+1<s <+ m,thendim(soc(M)N M(s)) = 1.
3) dim(soc(M)) =1.

s—1
Proof (1) Let2 < s <landletz € M(s). Thenz = ) a;x; ® ys—; for some o; € k. A
i=1
straightforward computation shows that

u-z=01x1®ys+ Z (@1 + )X @ Ys41-i + As—1X5 @ V1.
2<i<s—1

Now by an easy linear algebra argument, u - z = 0 if and only if z = 0. Thus, z €
soc(M) if and only if z = 0. This shows that soc(M) N M(s) =0forall2 < s < I.
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(©))

3

!
Nowlet/+1 < s <mandletz € M(s). Inthiscase,/ <mandz = ) o;jx;Qys_;
i=1
l
for some «; € k. Hence we have u -z = 1 x1 @ ys + D (&ti—1 + ¢ )X; ® ys41—i. Thus,
i=2
by a similar argument as above, one can show that z € soc(M) if and only if z = 0.
Hence soc(M) N M(s) =0foralll +1 < s < m.
Obviously, u- M (+m) = 0. Hence M (I+m) < soc(M), and so M (I+m)Nsoc(M) =
M(l 4+ m) is one dimensional. Now let m + 1 < s < [+ m and z € M(s). Then
!

z= Y. @ixj ® ys—; for some &; € k. One can check that

1=s—m

!
wez= Yy (i1 +)x ® Yoyl

i=s+1—-m

Thus, z € soc(M) if and only if u - z = 0 if and only if @;—1 + o; = 0 for all
s+ 1 —m <i <. It follows that dim(soc(M) N M (s)) = 1 in this case.
It follows from (1), (2) and Lemma 3.4.

Corollary 3.6 Retain the above notation.

! .
Foranym+1<s <Il4+m,letzg = Y. (—1)'xi®ys—i. Then soc(M)NM(s) = kz;.

(1)
I1=sS—m
2) soc(M) = span{zglm +1 < s <1+ m}.
I+m I4+m
3) socM)= P MA,s—2)= P S5
s=m+1 s=m+1
Proof 1t follows from the proof of Lemma 3.5. O

Define head(M) = M /u - M.

-1 -1

Corollary 3.7 Retain the above notation. Then head(M) = P M(1,i) = P S;.

i=0 i=0

Proof By Lemma 3.3(1), we have u - M(s) € M(s + 1), and hence

I+m—1

u-M= @ u- M(s).

s=2

Now by Lemmas 3.3 and 3.5 and a dimension counting, we have

1, if 2<s <,

dim(M (s + 1)/u - M(s)) = { 0, otherwise.
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1 I+m
Henceu - M = (P u - M(s))@B( @ M(s)). Thus, as modules over U/J(U) = B, we
s=2 s=I[+2

have

1

1
Mju-M = MQ) PP M(s + 1)/u - M(s))
s=2

141 -1 =1
BMIs—2)=PMIi)=ES.
§=2 i=0 i=0

12

O

If m = p, then M is projective since M (p, 0) is. Hence by Corollaries 2.6 and 3.7, we

have
-1 -1
MZEZPMYEPM/u-M)= G%P(Si) = G}OM(p, i).

Thus, we have the following proposition.

Proposition 3.8 Let2 <[l < pandr,r € Z p- Then we have the U-module isomorphism

-1
MI.r@Mp.r) =P Mp.r+r +i).
i=0
-1
Proof We have already proven that M (I, 0) @ M (p, 0) = € M(p, i). Then the proposition
i=0
follows from the isomorphism and Lemma 3.2. O

Lemma 3.9 Let2 <1 < m < p and retain the above notation.

(1) M contains a submodule isomorphic to M(I —1,1) ® M(m — 1, 0).

(2) Foreachr € Zy, M(I,r)® M (m, 0) contains a submodule isomorphic to M(I—1, r +
H®M@m —1,0).

(3) ForreZpandl <s <I—1, M(,r) ® M(m,0) contains a submodule isomorphic
toM(I—s,r+s)QM(m —s,0).

Proof (1) Recall that {x; ® y;|1 <i <I[,1 < j<m}isabasisof M.Let N = M( —
1,1) ® M(m — 1,0). Let {a, a2, --- ,a;—1} and {by, b2, - - - , b;,—1} be the standard bases
of M(I—1, 1) and M (m — 1, 0), respectively. Then {a; ®b;|1 <i <I—-1,1 < j<m—1}
is a basis of N. By definition, we have w - (x; ® y;) = ( +j —2)x; @ yj forall 1 <i <!
andl < j<m,andw-(a; ®b;) = (i +j— Da; ® bj forall (i, j).

Now define a k-linear map f : N — M by

f@®bj)=U—-Dxi ®yj+1+ (j —m)xit1 ® yj,

where 1 <i </ —1land1 < j<m— 1. 1Itiseasy to see that f is a k-linear injection and
that f(w - (a; ® bj)) = w - f(a; ® bj) for all (i, j).

Then by a straightforward computation, one can check that f (u-(a;®b;)) = u- f(a;®b;)
for all (i, j). This finishes the proof of part (1).

(2) This follows from part (1) and Lemma 3.2.

(3) The assertion follows from induction on s and part (2). O

Theorem 3.10 Let 1 <[ < m < p and suppose thatl +m < p.
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ey
!

MG=M(1,0)® M(m, 0)) = @M(m — 1l —142i,1-1).
i=1
(2) Letr,r' € Zp. Then

)
M(l,r)®M(m,r’)EEBM(m—l—1+2i,r+r’+l—i).

i=1

Proof (1) We use induction on /. If [ = 1, it follows from Lemma 3.2 that the assertion
holds. Now assume / > 1. Then m > 2. By Lemma 3.9(1), there exists a submodule N of
M suchthat N = M —1,1) ® M(m — 1, 0). By the induction hypothesis and Lemma 3.2,
we have
-1
NESIMI—-1,00Mm—1,00)=ZP Mm—1—-1+2i,1—1i).

i=1
Therefore, one knows that
-1 -1
soc(N) =@ MU L—i+m—1—-142)—1) =D Sutia
i=1 i=1
Now we use the k-basis of M as stated before, and consider the submodule (x; ® y)
of M generated by x; ® yi. For the convenience, we set x; = 0 fori > [, and y; = 0 for
j > m.Thensince | <+ m < p, we have
l+m—2 Iem—2\ i .
ul+m72.(xl®yl) — Z ( n: )ut.xl®ul+m72fz_yl
i=0
l+m—2
= X ("Xt © Vigm—1—i

i=0
()31 ® ym # 0.
However, u/tm=1. (x1 ® y1) = 0. It is easy to see that w - (x; ® y;) = 0. It follows that
(x1 ® y1) is isomorphic to M (I + m — 1, 0) with soc({x; ® y1)) = k(x; @ Ym) = Si+m—2-
Note that S;4,,—7 is not isomorphic to any submodule of soc(N). Hence N N (x; ® y1) = 0,

and consequently, the sum N + (x| ® y;) of the two submodules of M is a direct sum in M.
Thus, we have

dim(N + (x1 ® y1)) = dim(N) + dim((x; ® y1))
=1 —D(m—1D)+1+m—1=Im=dimM).

l
Itfollowsthat M = N® (x; @ y1) =P M(m —1 — 1 +2i,1 —1i).
i=1
(2) It follows from Lemma 3.2 and part (1). O

Theorem 3.11 Let 1 <[ < m < p and suppose thatl +m > p.
)]

l+m—p

p—m
M=(@Mm—1-1+21-i)EPCEP M@p.i-1).
i=1

i=1
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(2) Letr,r' € Zy. Then

p—m I+m—p

M) @Mm,r) = (@ Min—1—142i,r+r' +1-i) P Mp.r+r'+i-1).
i=1 i=1

Proof (1)Sincel+m > pandp >m > 1 > 2,wehavel <I/4+m—p =I1—(p—m) < [—
It follows from Lemma 3.9(3) that there exists a submodule N of M such that

N=MI-U+m—p)l+m—p)@Mm—(~U+m-—p),0)
=Mp-m,l+mOM(p—1,0).

Notethat (p — ) +(p—m)=2p—(+m) <pand1 < p—m < p—1 < p. Then by
Theorem 3.10(2), one gets that

p—m
NEMp-ml+m)@Mp—-100= P Mm—1—-1+42i,1—1i)
i=1

and

p—m p—m

soc(N) @MU L—i+m—1—1+20)—1) =D Snria.
i=1 i=1
Now we use the k-basis of M as stated before. Let 1 < i < [ + m — p. Consider

the submodule (x; ® y;) of M generated by x; ® y;. At first, we have w - (x; ® y1) =
(i — 1)x; ® y1. For the convenience, we set x; = 0 for j > [, and y; = O for j > m. Since
i+14+(p—-1)=i+p<l+mand p—m <[ —i, wehave

p=l ) .
uP™h (@ y1) = (pj_-l)uj xi @uPTT Ly
j=0
=1
= 2 ("7 )xitj ® vp-j
j=0
S
= ("7 )xi4j ®ypj #0.
j=p—m -

Hence (x; ® y1) = span{u’ - (x; ® y1)|j = 0,1,---p — 1} = M(p,i — 1), a projective
(injective) module. Thus, soc({x; ® y1)) = S;_». Obviously,

S1-2,82-2, -+, S@4m-p)—2

are non-isomorphic simple U-modules, and none of them is isomorphic to a submodule of
I+m—p
N.TItfollows that the sum N+ ) (x; ® y;) of the submodules of M is directin M. Hence
i=1
l+m—p l+m—p
dim(N + Y (5 ®@yi) =dim(N)+ Y dim((x; ® y1))
i=1 i=1
=(p—-—m)(p =D+ p(l +m — p) =Im = dim(M).

Thus, we have

l+m—p

M N@(@ (xi ® y1))

l+m—p

(EB M@m —1—1+2i,1—1)) @( EB M(p,i —1)).

11
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(2) It follows from Lemma 3.2 and part (1). O

Corollary 3.12 Let 1 <I<m < pandr,r’ € 7.

(1) There is a simple summand in M(I,r) ® M(m, r’) if and only if | = m.
2) Ifl=m=2<p, thn M2, r)QMQ2,r')= S, 1 ®M@GB,r+r).

Proof It follows from Corollary 2.6, Theorems 3.10 and 3.11. O

Proof of Theorem 1.2 (1) This is Theorem 3.10.
(2) If m = p, this follows from Lemma 3.2 and Proposition 3.8. If m < p, it is Theorem
3.11.
O

Throughout the rest of this section, let @ = [S{] and x = [M (2, 0)] in the Green ring
r(U) of U. Since U is cocommutative, »(U) is a commutative ring. The following lemma
is similar to [12, Lemma 3.8] (see [12, Lemma 3.8] for a proof.)

Lemma 3.13 Retain the above notation. The following hold.
(1) a? =land M, r)l=a"[M{U,0)]forall2 <1< pandr € Z,.
2) Ifp>2then[M(I+1,0]=x[MU,0]—alMl—1,0)]forall2 <I<p-—1.

3) x[M(p,0)]=(a+ D[M(p,0)].
@) r(U) is generated by a and x as a ring.

Note that Lemma 3.13(1) is slightly different from [12, Lemma 3.8(1)]. The following is
similar to [12, Corollary 3.9] and its proof is omitted.

Corollary 3.14 Let uy,ua,--- ,u, be a series of elements of the ring r(U) defined
recursively by u1 = 1, up = x and

up = xuj—1 —auj—, p=1=>3.
Then [M(1,0)] = u; forall1 <1< pand (x —a — Du, =0.

Let R be the subring of r(U) generated by a, and (a) the subgroup of the group of the
invertible elements of » (U) generated by a. Then (a) is a cyclic group of order p by Lemma
3.13(1), and R = Z(a) is the group ring of (a) over Z. Let Z[y, z] be the polynomial
algebra over Z in two variables y and z. Define f,(y, z) € Z[y, z], n > 1, recursively, by
f1r,2) =1, fa(y,2) = zand

Sy, 2) = 2fn-1(y,2) — yfu—2(y,2), n = 3.
Then by [12, Lemma 3.11], for any n > 1, we have
[(n—1)/2]

(n—1—1i\ ,
poa= 3 (T e
i=0

where [(n — 1) /2] denotes the integer part of (n —1)/2. Hence deg, (f, (v, z)) = n—1 for all
n > 1, where deg, (f (¥, z)) denotes the degree of f(y, z) € Z[y, z] in z. See [12, Section
3] for more information about f,(y, z). Let I = (y? — 1, (z —y — 1) f»(», 2)) be the ideal
of Z[y, z] generated by y” — 1l and (z —y — 1) (¥, 2).
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With the above notations, we have the following corollary that is similar to [12, Theorem
3.10]. See the proof of [12, Theorem 3.10] for some details.

Corollary 3.15 The Green ring r(U) is isomorphic to the factor ring Z[y, z]/1.

Corollary 3.16 The Green ring r(U) is isomorphic to the Green ring r(H,(q)) where
H),(q) is the Taft algebra of rank p (over a possibly different base field).

Proof This is clear by comparing Corollary 3.15 with [12, Theorem 3.10]. O

4 U-actions on AS regular Algebras

Recall from [1, p. 171] that a connected graded algebra T is called Artin-Schelter regular
(or AS regular, for short) of dimension d if the following hold:

(a) T has global dimension d < oo,

(b) Exty(rk, rT) = Bxty.(kr, Tr) = Oforalli # d, where k = T/ T4,
(c) Ext”} (rk, 7T) = Ext”% (kr, Tr) = k() for some integer /,

(d) T has finite Gelfand—Kirillov dimension, see [26, Definition 1.7].

We will use the following general setting.

Let T be a noetherian connected graded AS regular algebra.

Let H be a finite-dimensional Hopf algebra acting on T inner-faithfully and homoge-
neously (namely, each degree i piece 7; of T is a left H-submodule of T), such that T
is a left H-module algebra.

DN =

For any H-action on T, the fixed subring of the action is defined to be

TH .={aeT|h-a=e(h)a, VheH).

Lemma 4.1 Let T be a graded algebra generated in degree 1 and let U act on T inner-
faithfully. Then V := T is a direct sum of indecomposable left U-modules, and at least one
of which is not 1-dimensional. As a consequence, dimy V > 2.

Proof Note that U has three Hopf ideals, namely, O, ker €, and the ideal generated by u. If
V is a direct sum of 1-dimensional left U-modules, then u - V = 0. Then u - T = 0 since
T is generated by V. So the U-action is not inner-faithful, yielding a contradiction. The
assertion follows. O

Note that commutative AS regular algebras are exactly commutative polynomial rings.
Let T be a commutative polynomial ring k[xy, -- - , x,] with degx; = 1 for all i. Since
U is cocommutative, every U-action on T is uniquely induced and uniquely determined
by its action on the degree 1 piece. The following classifies completely all U-actions on
noetherian AS regular algebras of global dimension 2.

Proposition 4.2 Let U act inner-faithfully on a noetherian Koszul AS regular algebra T of
global dimension 2.

(1) T is commutative, namely, T = k[V] where V. = T\. As a consequence, V is a
2-dimensional indecomposable left U-module.
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(2) Using the notation introduced in Convention 2.4, we write V as M (2, i) = kx; @ kx»
for some 0 < i < p — 1. Then the following hold.

(2a) IfV=MQ,p—1),then TV =Kk[x], x2].
(2b) IfV = M(2,i) for some 0 <i < p —2, then TV =k[x!, x]].

Proof (1) Since the U-action on T is inner-faithful, V is not a direct sum of two 1-
dimensional simples by Lemma 4.1. Hence V = M(2,i) for some i, and then
T = k(V)/(r) where r € V ® V is the relation of 7. By Lemma 3.2 and Corollary
3.6, the socle of V ® V is two dimensional, spanned by z3 := —x] ® x2 + x2 ® x1
and z4 := x2 ® x3. Since kr is a left U-module, it must be either kz3 or kz4. Since
an AS regular algebra of global dimension two is a domain, r cannot be z4. Therefore
r = z3, and T is commutative.

(2) By part (1), T = k[x1, x2]. Since u and w are primitive, both of them act on T as
derivatives. Then it is easy to show that xf , xf erV.

Let V. =M(2,i). Forany 0 < a,b < p — 1, it is straightforward to check that

w- (xfxd) = axt 0 and  w - (xxb) = (@i + b+ D)xfxL. ()
(2a) Ifi = p — 1, then Eq. 2 implies that xo € TV and that TV = ]k[x{), x2].
(2b) Ifi # p — 1, then one sees that TV = ]k[xlp, xé’] by Eq. 2. O

For a generalization of Proposition 4.2(1), see Proposition 1.4 (and Proposition 5.3).

Next we would like to determine U-actions on noetherian Koszul AS regular algebras
of global dimension 3. We will use the fact that a noetherian connected graded algebra of
global dimension three is a domain [38, Theorem].

Convention 4.3 The following are assumed for the rest of this section.

(1) Let U act inner-faithfully and homogeneously on a noetherian Koszul AS regular
algebra T of global dimension 3.

(2) Let V := Ty be the degree 1 piece of the algebra T. It is well-known that V is a
3-dimensional left U-module.

(3) Let R €V ®V be the relation space of T, namely, T = k(V)/(R). It is well-known
that R is a 3-dimensional left U-submodule of V Q V.

@) IfVis M(3,i), then we write V = kx; @ kxy @ kx3 using the notation introduced in
Convention 2.4.

(5) IfVisMQ2,i)®S; (where S; = M(1, j)), then we write M(2, i) = kx; @ kx; using
the notation introduced in Convention 2.4 and S; = ky.

(6) Since T is noetherian Koszul AS regular of global dimension three, the Hilbert series
of T is (1 — 1)73. In particular, dimy T3 = 10.

There is a large class of noetherian Koszul AS regular algebras of global dimension 3
and the classification of such algebras over a field of positive characteristic has not been
done. We can classify all U-actions on noetherian Koszul AS regular algebras of global
dimension 3 because there is no inner-faithful U-action on a generic AS regular algebra, see
Proposition 5.3. The basic idea in the following is to work out the left U-module R which
is a U-submodule of V ® V.
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Lemma 4.4 Suppose V is M(3,i). Let z4 := —x1 @ x3 + x2 ® x2 — x3 ® X1, Z5 =
X2 ® x3 — x3 ® xp and 7 1= —x3 @ x3. The following hold.

(1) soc(VV) = Si12® S2i+3 D S2i+4 where basis elements for simple modules S;+»,
S$oi 43, S2ita respectively are z4, 75, 76 respectively.

2) Ifp=3thenVQV =M(3,2i) ®M@3,2i + 1) M3, 2i + 2) where the socles of
M(3,2i), M(3,2i + 1), M(3, 2i + 2) are generated by z4, 75, z¢ respectively.

B) Ifp=5thenV @V =M(1,2+42i)d M@3, 1+ 2i) ® M(5,2i) where the socles
of M(1,2 + 2i), M(3, 1 + 2i), M (5, 2i) respectively are generated by z4, 75, Z6
respectively.

Proof (1) This follows from Lemma 3.2 and Corollary 3.6.
(2) This follows from part (1) and Proposition 3.8.
(3) This follows from part (1) and Theorem 3.10(2) when p > 5 and Theorem 3.11(2)
when p = 5.
O

Lemma 4.5 Suppose V.=M@3,i) =kx; @kx, Dkxz. Let W =x3 V+ V ® x3.

1) RNx3®V)=RN((V Qx3)=0anddimg(RNW) <2.

2) dimg(RNW) £ 1.

(3) R does not contain three linearly independent elements of the form
fri=x1®x2+ &1,
fri=x2@®x1 + &,
fi=x®x + &,

where §1, 62,83 € W.
@) dimg(RNW) #£0.
5) dimg(RN W) =2, x3 is a normal element in T, and one of the following occurs:

(5a) p >3, T is commutative.
(5b) p = 3 and the relations of T are

XoX] — X1X2 + x% =0, x3x1 —x1x3=0, x3x2 —x2x3 =0.
Proof Some non-essential computations are skipped. Since V. = M(3,i), p > 3.

() RN ((x3® V) # 0, then there is a relation of the form x3 ® v = 0 for some
0 # v € V. This contradicts the fact that 7" is a domain. Therefore RN (x3 ® V) = 0.
By symmetry, RN (V ® x3) = 0.
The inclusion RN W — W induces an injective map RN'W — W/(V ® x3). Therefore
dimgy RNW < dimg W/(V ® x3) = 2.
(2) Suppose to the contrary that dimy RN W = 1. Let f be a basis element in R N W and
write it as
f=ax3@x1 +bx3 @ x2 +vQ x3
for some v € V. By part (1), either a or b is nonzero. Suppose first that a # 0. Then
u-f =ax3®xy+ wE x3 forsome w € V. So {f, u - f} are linearly independent

elements in RN W, yielding a contradiction. Therefore a = 0, and in this case we may
assume that b = 1 and

f=x3@x2+aix; ® x3 —qx2 @ x3 + c1x3 ® x3.
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Note that
QRi+3—-—w)- f=a1x1 ®x3 —c1x3 Q@ x3

which must be zero as dimy R N W = 1. Therefore ay = ¢; = 0Oand f = x3 ®
X3 — gx> ® x3. Since k f is in the socle of V ® V, by Lemma 4.4, we have that
fli=z5=x®x3—x3Qx2€ RNW.

Now let g € R\ W and write it as
g =ax1 @x1 +ax; ®xy+axxy ®x1 +anx; x2+¢o

where ¢g € W. Since dimy R/R N W = dimyg R — dimg(R N W) = 2, u? - ge W.Bya
computation, u?. g = 2a11x2 @ x2 + ¢1 where ¢1 € W. Thus aj; = 0. In this case

u-g=1(ann+a)x x2+apx; @x3+ayxs x; + ¢
where ¢» € W.If 3(a2 + az1) # 0, then

u? - g = Qan +ax)x ®x3 + (a2 +2a21)x3 ® x2  mod kxz ® x3
= 3(aj2 + az1)x2 ® x3 mod kxz ® x3 + kzs
as u® - (axpx) ® xa + ¢0) = 0 modulo kx3 ® x3. Then u?- g and z5 are linearly independent

elements in R N W, yielding a contradiction. Therefore 3(aj2 4+ az1) = 0.
Since R/R N W has dimension two, either aja # 0 or a1 # 0. By symmetry, we assume

that a;» # 0. So we can assume that aj» = —1. We need to consider the following two
cases:
Case (2a): ap1 = —ajz = 1. Then R has two elements of the form

H=x@x —x1 ®x2+a1x; ® X3+ b1x3 ® x| + c1x2 @ x3 +dix3 Q x3,
f3=xQx+axx; ® x3 +b2x3 @ x1 + c2x2 @ x3 + drx3 @ x3.
It is easy to see that
u-fr=x30x1 —x1@x3+ayxy®x3+b1x3@x2+c1x3 Q x3

which is in R N W but not in k 7. This yields a contradiction.

Case (2b): g := az1 # —ajp = 1. Since 3(aj2 +as1) = 0, we obtain that p = 3. We also
have relations similar to f; and f3 in Case (2a). Since R is a left U-module, we can choose
fr, fasothat 2i +1 —w) - fo =0= (2i +2 — w) - f3. In this case, we have

HL=qxr®x1 —x1 Qx2+dx3 ®x3,
A =xQ®x+ax; ®x3+ bxz ® xy.

By easy calculation,

u-fr=(@—-Dx2®x —x ®x3+qx3 ®xy,
u-fz=({0+a)x®x3+ (1+b)x3Q xz.

Since u - f> and u - f3 are relations of T, by comparing u - f> with f3 and u - f3 with
/1 and using the fact that p = 3, we obtain that a = — (g — D~ 'and b = g(¢g — D"
This algebra can be built from k[x, x3] by adding x; with relations f> and f3. So if T is
AS regular (consequently having Hilbert series (1 — £)~3), it must be an Ore extension of
the form k[x2, x3][x1; o, §] for some automorphism o and o -derivation § of the polynomial
ring k[x>, x3]. Now an easy ring theory argument shows that the existence of (o, §) forces
that g = 1, yielding a contradiction.
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(3) Suppose to the contrary that R contains three linearly independent elements of the
form

fi=x1®@x2+&,

fa=x2®x +&,

fi=x®x+&,
where &1, &>,& € W. Then u - f| and u - f, must be equal to f3. Then R/(k f3) is
a direct sum of two 1-dimensional simples. Then R is not indecomposable. Then R
contains at least two of elements z4, 25, z6 by Lemma 4.4(1). Clearly z5 and z¢ are not

a linear combination of these f;. This yields a contradiction.
(4) On the contrary we suppose that RN W = 0.

First we assume that p > 3. If f = x; ® x1 + Z(i,j);ﬁ(l,l) aj jx; ® xj is in R, then

ul - f =300 ®x3 + x3 ® x2) + cx3 ® x3 for some ¢ € k, which is a nonzero element

in R N W, a contradiction. So R does not contain any element of the form x; ® x| +
Z(i,j)#(lyl) a;j jx; ® xj. Since RN'W = 0, R must contain three elements of the form given
in part (3). This contradicts part (3).

Now we assume that p = 3. By Lemma 4.4(1), one of the relations is z4 € R as z5 and
z6 are in W. By part (3), we have a relation f € R of the form

f = x1 ® x1 + higher terms.

Thenu - f = x1 ® x3 + x2 ® x1 + higher terms. Modulo z4 and u - f, we can assume that

f=x1®x1+ax1 ®x2+bx1 @x3+cx3@x1 +dxy ®x3 +ex3 ®xp + gx3 ® x3.
Then

Qi —w) - f=—ax; @ x3 —2bx1 ® x3 —2cx3 @ X1 — gx3 @ X3.

Since (2i —w) - f € R and it is not a nonzero linear combination of z4, f and u - f, it must
be zero. Thereforea = b = ¢ = g =0 and

f=x1®x1 +dxy ® x3 + ex3 ® x3.
Consequently, we have two more relations

u-f=x1Qx+x®x1+(d+e)x3® x3,
—u? f=—x1 ®x3+ X @ x2 — X3 D X].
Since T is a domain one of d and e is nonzero. By symmetry, we can assume e # 0. After
changing a basis element, we may assume that e = 1. Next we consider two cases dependent
on whether d + e is zero or not.

Case 1:d +e = 0. Since e = 1,d = —1. So three relations of T are, after we omit the
® symbol:

2 2
X3X2 = X2X3 — X7, X2X1 = —X1X2, X3X]1 = —X1X3 +x2.

Following ideas from Bergman’s Diamond lemma [4], the next computation is referred to
as resolving the overlap ambiguity of x3(x2x1) = (x3x2)x1. Using the order x; < x2 < x3
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in the algebra T, we have

(03x2)x1 = (X2X3 — XP)x1 = X2(xX3%1) — X}
= x3(—x1x3 + x%) — x? = x1x2x3 + x% — x?,
x3(x2x1) = x3(—x1x2) = —(x3x1)X2
= —(—x1x3 + x%)xz = x1(x3x2) — x;
= x1(x2x3 — xlz) — x% = X1X2X3 — x13 — xg.
Since x3(xp2x1) = (x3x2)x1, we obtain that x;xpx3 + xg — x13 = X1X2X3 — x13 - xé’, or
equivalently, xg = 0. But T is a domain, so this case cannot happen.
Case 2: d + e =d + 1 # 0. In this case, the relations of T are
X3X2 = —dxyx3 — xlz, x% =—d+ e)_l(xle + Xx1X2), X3X] = —X|X3 —|—x22.

By resolving the overlap ambiguity of (x32)x3 = X3 (x32) (details omitted, same as below),
we obtain that
(d = Dx3 = (d — D)(xax1 + x1x2)x3.
By resolving the overlap ambiguity of (x3)%x] = x3(x3x1), we obtain that
(@ = Dxzxz = (d + (d + 1) Hxaxf — (1 +d + D7 Hxfxa.

By resolving the overlap ambiguity of (x32)x2 = x3(x3x2), we obtain that

(A+d*d+1)"xdx; = (@ —Dxixz+ A+ @+ D) g+ d+ D)7 (1 —d?)xoxix.

If d # 1, by using the relations of degree 2 and three relations coming from resolving
the overlap ambiguities, then 73 is a k-span of

3 .2 2 2 2
{xl » X1X2, X1X2X1, X1 Xy, X2X|, X2X]1X2, X1 X3, X]X2X3, X2x1x3}.

As a consequence, dimg 73 = 9 < 10, yielding a contradiction. Therefore d = 1. We
already have e = 1, so the three relations of 7 become
X1X3 + X3X] = x%,
X1X2 + x2x1] = —2x32 = x§,
X3Xx2 + xX2x3 = —xlz.
Note that, after setting x; — —x in the above algebra, the new algebra, denoted by 7', has
relations

X1X3 + X3x1] = —X%,
2
X1x2 + X2X1 = —X3,
2
X3X2 + X2X3 = —Xx7.

Its Koszul dual, denoted by B, is a commutative algebra generated by yi, y2, y3 subject to
relations: 5

yiy3—y3y1 =0, yiy3—y, =0,

yiy2—y201 =0, yiy2—y3=0,

y3y2— 23 =0, yay3—yi =0,
It is easy to see that there is a surjective algebra map from B to k[z] by setting y; — ¢ for
i = 1,2, 3. Therefore B is not finite dimensional Frobenius. By [37, Proposition 5.10] or

[31, Corollary D], T’ is not AS regular. As a consequence, T is not AS regular, yielding a
contradiction. Thus the assertion follows.
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(5) By parts (1,2,4), dimg R N W = 2. By the proof of part (1), the natural k-linear map
¢: RNW — W/(V ® x3) is an isomorphism. Let f], f> be two linearly independent
elements in R N W. Since ¢ (f1) and ¢ ( f») are linearly independent, we may assume
¢ (f1) = x3 @ x1 and ¢ (f2) = x3 ® x3. In other words, we can write

f1 =x3Q@x1 +a1x) @ x3 +b1x2 @ x3 +c1x3 ® X3,
2 =x3®@x2+axx; @ x3 +baxz ® x3 + c2x3 @ x3.
Therefore x37 = T x3 and hence, x3 is a normal element in 7.

Since x3 is normal and kx3 is a left U-module, the U-action on T induces a natural
U-action on Z := T /(x3) where Z is a noetherian Koszul AS regular algebra of global
dimension two. Note that the degree 1 piece of Z is Z1 = M (2, i), whence the U-action on
Z is inner-faithful. By Proposition 4.2(1), Z is commutative, so xpx; — x{x2 = 0in Z. This
implies that the third relation in T is

3 i=x00x —x1 ®x2+a3x) ®x3 + b3xa @ x3 + c3x3 ® x3.

Easy computations show that

u-fi = x3Qx2+axy ®x3 + b1x3 ® x3, (3)
u-fr = x3Q@x3+axx; ®x3 + brx3 ® x3, C)]
u-fz=x30x1 —x1 ®x3+azx®xz+ bixz @ xs, (5
Qi+2-w)- fi = —b1x2 ® x3 —2c1x3 ® x3, (6)
Qi +3—-w)- fo = azx; ® x3 — c2x3 @ X3, 7
Qi+1—-w): f = —azx; ® x3 —2b3x2 @ x3 — 3¢3x3 ® X3. 8)

Since R is a U-submodule, the above elements are in R N W. Equations 6-8 imply that
by = c1 = ay = cp = a3 = bz = 3c3 = 0. Equation 5 says that f] = x3 ® x| — x] ® x3
and that a; = —1, Eq. 3 says that f> = x3 ® xo — x» ® x3 and that b, = —1. Combining all
these we obtain two cases:

(a) p >3, T is commutative, or
(b) p = 3 and relations of T are, up to a change of basis,

XX — X1 X2+ X3Rx3=x3RX] —X] ®x3=x3Rx2 —x2 Q@ x3 =0.

This finishes the proof. O

We will recycle the letter z4 with a different meaning in the next lemma. Similar to
Lemma 4.4, we have
Lemma 4.6 Suppose V.=MQ2,i) ® S; =kx| @ kx, ® ky for some i, j € Z.

() VOV=[M2)®M2)eMR2)eSs;es;eM2)es, s,

2) s0c(V®V)=1[82i41 D 2421 D [Sit14+j D Sj+i+1]1® Saj with corresponding basis
elements z3 = —x1 @ x2 +x2 @ x1 and z4 = x3 @ x3 for S2i 41 D S$2i42, X2 Q Y, Yy ® X2
Jor Siv14j ® Sjtit1, andy ® y for ;.

Lemma 4.7 Suppose V.= M(2,i)®S; asin Lemma 4.6. Then u?-R =0anddimgu-R<1.
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Proof Suppose to the contrary that u> - R # 0. Then the subspace M(2,i) ® M(2,i) in
Lemma 4.6(1) has a direct summand that is a three-dimensional indecomposable module
M (3, 2i) (using Corollary 3.12) with socle kz4 = kx; ® x2. As a consequence p > 3. In
this case, Lemma 4.6(1) implies that V@ V = M (3, 2i) & N where u?-N = 0. Pick fER
such that u2 - f # 0 and write f = fo + f1 where fo € M(3,2i) and f; € N. Then
u®>- fo = u*- f € R.Since u? - fy is in the socle of M (3, 2i), we obtain that u> - f is a
nonzero element in kz4. Thus x22 = 0in 7T, which contradicts the fact that every noetherian
Koszul AS regular algebra of global dimension three is a domain. Therefore u? - R = 0.
Since u2 - R = 0, then soc(R) has dimension at least 2. Therefore u - R = R/ ker(l,) has
dimension at most 1, where [, : R — R is a left multiplication by u. O

We need the following lemma.

Lemma 4.8 Let char k = 2.

(1) Suppose A is generated by x1, x3, y and subject to the relations
0= x} + c1x2y + diyxa + ey,
0 = x1x2 + x2x1,
0= x22 + c3xay + d3yxs + e3y2.

Then A is a noetherian Koszul AS regular algebra of global dimension 3 if and only if
the parameters satisfy the following conditions

dy =c1, d3 =c3, c% —e3#0, cre3 —c3e; 0.
(2) Suppose A is generated by x1, x2, y and subject to the relations
0= yx2 — gx2y,
0=x1x1 +ax1y+ dy2 + ex%,
0 = x1x2 + x2x1 + axay.

Then A is a noetherian Koszul AS regular algebra of global dimension 3 if and only if
the parameters satisfy the following conditions.

a=0,g=1,d #0.

In this case we can assume that d = 1.
(3) Suppose A is generated by x1, x2, y and subject to the relations

0 = yx2 — g2y + c1y%,
0= x1x; +cxay +dy* + exg,
0=x1x2 + x2x7.

Then A is a noetherian Koszul AS regular algebra of global dimension 3 if and only if
the parameters satisfy the following conditions

qg=1,d #0,c1c =0.
As a consequence, we may assume d = 1, and (c1,c) = (1,0) or (0, 1) by a change

of basis.

To save some space, we omit the proof of Lemma 4.8 as it takes a few pages. Here are a
list of ideas used in the proof.
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(a) We use the fact that the Hilbert series of A must be (I — 7)~3 if A is noetherian
Koszul AS regular of global dimension three. We will resolve the overlap ambiguitiy of
relations (ideas from Bergman’s Diamond lemma [4]) to make sure that dim Az = 10.
The condition dim A3z = 10 forces some constraints on the parameters.

(b) We study the Koszul dual of the algebra. Note that A is Koszul AS regular if and
only if the Koszul dual of A is Koszul and Frobenius, see [37, Proposition 5.10] or
[31, Corollary D]. Both Koszul and Frobenius properties put more constraints on the
parameters.

(c) We use ideas in [6, Theorem 4.2] to show that A is noetherian Koszul AS regular.

Lemma 4.9 Retain the hypothesis in Lemma 4.7. Recycle the letter W fory®@ V +V ® y.

1) RNOY®V)=RN(V®y)=0anddimg(RNW) <2
2) Ifdimg(RN W) =2, then y is a normal element.
(3)  Suppose dimyg (R N W) = 1. Then one of the following occurs.

(3a) j =i+ 2 and the relations of T are
yxa—x2y =0, xix2—xox14+cxy+day* =0, x34yx;—x1y+d3y* =0

where ¢y #0ordz #0onlyif p=2anddy # 0only if p = 3.
(Bb) p =2,i= jandthe relations of T are

W2+my=0,-ﬁ+yz+w§=Q x1x2 + x2x1 =0,

where e € k.
(Bc) p =2i # jand the relations of T are

yx2 +x2y + by2 =0, x12 +cxoy + y2 + ex%, x1x2 + x2x1 =0,
with (b, c¢) being (0, 1) or (1, 0).
(4) If R contains three linearly independent elements of the form
fi=x1®x2+ &1,
fH=x®x +&,
fB=xQx +§,

where £1,&),& € W, theni+ 1 = j, and, up to a change of basis, the above relations
are

x1x2 +x1y —yx1 =0, xx1+x1y —yx; =0, x%—l—xzy —yxp =0.

(5) Suppose RN'W = 0 and R is not in the situation of part (4). Then p =2, i # j, and
R is of the following cases:

(Ba) c; ek
x12 + c1(x2y 4+ yx2) + y2 =0, xix2+xx; =0, x% + x2y + yx2 = 0.
(5b) e €k,
xl2 + x2y 4+ yx2 —I—ely2 =0, xix2+4+xx1 =0, x% + y2 =0.

Proof (1) Tt follows from the proof of Lemma 4.5(1) by replacing x3 by y.
(2) The first paragraph of the proof of Lemma 4.5(5) works well for this situation after
replacing x3 by y.
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(3) Let f be abasis element in R N W and write it as
f=ay®@x1+by®@x2+vQ®y

for some v € V. Suppose thata # 0. Thenu - f =ay@x; + w® y forsome w € V.
So {f,u - f} are linearly independent elements in R N W, yielding a contradiction.
Therefore a = 0, and in this case we may assume that » = 1 and

f=y®x+ax1®y—qu®y+cy®y
for some scalars ay, g, c¢1. Note that
u-f=a1x2®y
which must be zero as dimy R N W = 1. Therefore a; = 0 and we obtain the first
relation of T,
fi=y®x2—qxu®y+c1y®y

where ¢y #Oonlyifi +1=j.

Now let g € R\ W and write it as
g =ajx1 @ x1 +apx; ®xz +azxz2 ®x1 +axnxy ® xz2 + ¢o

where ¢9 € W. By a computation, u?. g = 2a11x2 ® x2 + ¢ where ¢; € W. By Lemma
47, u?. g = 0. Thus 2a;; = 0. Then we have the following two cases to consider.

Case 1: a;; = 0. In this case u - g = (a2 + az1)x2 @ x2 + ¢ where ¢, € W. Since
dimg R/(R N W) = 2, either aj» or az) is nonzero. We may assume a2 = 1 by symmetry.
If a;» 4+ a1 # 0, we have two other relations

H=x1®x+anx®x1+ax1®y+by®xi+cx2®y+dy®y,
I+a)'u-p=fi=n@x+l+an) ax®y+ (1 +a1)"'by ® x2.

The subalgebra of T generated by x; and y subject to relations f; and f3 is not a domain.
This contradicts the fact that 7 is a domain. Therefore aj; + az; = 0, or equivalently,
ajp = 1 and ap; = —1. Now we have three relations of the form

fi=y®x2—qrn®y+ciy®y,
L=x1®x—x@xi+tax1®y+by®@xi+axn®y+dy®y,
f=0Qx+a3x1 @y +b3y®@x1+c3x2@y+d3y®y.
Since T is a domain, it may not have two relations only involving x; and y. Thus a3x; ®
y+b3y®x1 # 0. This implies that u - f3 = azxy ® y + b3y ® x5 # 0. Therefore u - f3 and
/1 are linearly dependent. Replacing y by b3y, we may assume that b3 = 1. Then a3 = —¢q

and ¢; = 0. Similarly, we can get ap = —qb>. After rearranging, using the fact that R is a
U-module, we have j =i 4+ 2 and

fi=y®x—qx®y,
HL=x1x—x2@x1+x2Qy+dry®y,
=000+ (®x —gx1®y) +d3y®y
where ¢y # 0 or d3 # O only if p = 2 and d» # 0 only if p = 3. Finally by resolving the
overlap ambiguity of (x;x2)y = x1(x2y) with order y < x» < x1 (details are omitted, but

similar to one given in the proof of Lemma 4.5(4)), we obtain that ¢ = 1. So we obtain part
(3a). In this case it is easy to see that T is an Ore extension k[x>, y][x1; §].
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Case 2: aj1 # 0 (so we may assume thata;; = l)and p=2.Let o =Q2i+1—-w)-g
and f3 = u - f>, we have
L=x1®x1+ax1Qy+by®x1+cx2Qy+dyQy+exr ®x2,
[=x1®@x0+xQx +ax®y+by ®x2,
where a # 0 or b # O only if i = j. Replacing x; by x1 + by, we can assume that b = 0.
So we have three relations
fi=y®x2—qrn®@y+ciy®y,
fL=x1®x1+ax1®@y+cx2®y+dy®y+exz ® xa,
fi=xi®xn+x®x +ax2®y,
where ¢; # Oonly ifi # janda # Oonlyifi = j.

Ifi = j, then ¢; = 0 = c. In this case we are exactly in the situation of Lemma 4.8(2).
By Lemma 4.8(2),a = 0,¢ = 1 and d # 0 (and we can assume d = 1 by changing a basis
element). Therefore we obtain (3b) by settingd = 1.

Ifi # j, then a = 0. In this case we are exactly in the situation of Lemma 4.8(3). By
Lemma4.8(3),q = 1,d # 0, c;c = 0. By setting d = 1 and renaming c; to b and changing
basis elements if necessary, we obtain (3c).

(4) Writing &; out explicitly, we have the following three linearly independent elements in
R

fi=x1®@x0+ax1®@y+b1y®@x1+c1x2®@y+diy®x2+e1y®y,

LP=x0@x+ax1@y+by®x1+c0Qy+dy@x+ey®y,

[L=x020x2+a3x1 @y +b3y®@x1+c3x20@y+d3y@x2+e3y @ y.
Using the fact that RN W = 0, it is easy to see that

u-fi=fz u-fo=f; u-f3=0 ©

Similarly, we have
RQi+l—w)-fi=QRi+1—-w)- L =Qi+2—w)- f3=0.
By Eq. 9, we obtain that a; = ap = ¢3, by = by = d3, a3 = b3 = e3 = 0. By part (1), both
c3 and d3 are nonzero. By using (2i +2 — w) - f3 = 0, we obtain that i + 1 = j. Under this
assumption, (2i + 1 —w) - fi = 2i + 1 —w) - fo = 0 imply that
ci=di=e1=0=cr=dp) = ej.

Therefore we have the following relations, after setting a = a1 and b = by,

Hi=x1®x+ax1 ®y+by®xi,

fr=xQ®x +ax; ®y+by®xi,

f=x®x2+tax®)y+by ® x2,
where j = i 4 1. Using these relations, one can check that 7' contains a subalgebra B :=
k[x21ly; o1,8land T = ), Bx = >, . x| B. Then T is AS regular if and only if T is
an iterated Ore extension of the form k[x2][y; o1, §1]1[x1; 02] for some o7, 02 and §; if and
only if b = —a # 0 (details are omitted). The assertion follows by setting new y to be ay.

(5) Since R is not in the situation of part (4), R contains an element g = x1 ® x1 +
other terms. Then u? - g = 2(x2 @ x3) # 0. If p > 2, then u? - g # 0, contradicts
Lemma 4.7. Therefore p = 2.
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For the rest of the proof, p = 2. We have an injective U-morphism
R:=R+W)/W—> VRV)/W=ZM2,i)® MQ2,i),

so we can consider R’ as a submodule of M(2,i) ® M(2,i). By Lemma 4.6, R’ contains
elements 73 := —x| @ x2 +x2 ® x1 and z4 = x» ® x5. Since R’ has dimension three, it must
has basis elements x| ® x1, z3 and z4. Lifting these elements from R’ to R, we obtain three
linearly independent elements in R (using the fact p = 2):

fi=x1®x1+ax1 @y +b1y®x1 +c1x2®y+diy®@x2+e1y®y,
L=x1@x24+x0@x1+ax1 @Yy +bryR@x1+c2020Q@y+dry®x2+e2y®y,
=00 +ax1@y+by®x+cx2Q0y+d3y@x+e3y®y.
Under this setting, R N W = 0 implies that
u-fi=f, u-fp=0 u-f3=0. (10)
Further we have,
RQi—w) - fi=QRi+1—-w)- L =Qi+2—w)- f3=0. (11)
Using Eqgs. 10 and 11, one has
am=by=e=a3=>b3=0,a1 =c2,b1 = dy,
and
(i = par = (= b1 = (= j+1er = (i = j+1Ddy = (= j+1es = (i = j+1Dds = 0.
Ifi = j, then
fi=x1@x1+aix1®y+biy®xi+eiy®y,
L=x1@x2+x®@x1+aix2®y+b1y®x,
f=x0®x+tey®y.
Since f1 and f3 are not of the form v ® w for some v, w € V, e3 # 0 (so we can assume
that e3 = 1) and e; # a1b;. Replacing x1 by x1 + b1y (which will not change the U-module
structure of V'), we may assume that b; = 0; and up to a rescaling, e; = 1. Thus we have
i = jand
fi=x1®x1+ax1®y+yQy,
L=x1®xn+x0n®x+an®y,
H=x0Qx+y®y.
We claim that this is not AS regular. To see this, consider its Koszul dual B, which is
generated by y1 := x|, y2 := x5, y3 := y* subject to relations
Y+Y+y3 =0, ayi+yiy3=0, y3p1 =0,
and
yiy2+y2y1 =0, ayiy2+y2y3=0, y3y»»=0.
Now it is easy to check that y32 (ky; + kys + kys) = 0 which implies that B is not of finite
dimensional and Frobenius. By [37, Proposition 5.10] or [31, Corollary D], T is not AS

regular, yielding a contradiction.
Ifi # j, then

fi=x1@x1+cin®y+diy®@x2+eyQ®y,
HL=x1®x+x&x,
[=x2Qx+cxn®@y+dy®@x2+e3y®y.
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By Lemma 4.8(1), we have
dy =cy, d3 = c3, c% —e3 #0, cre3 —c3e; #0.
If e3 = 0, then e # 0 and c¢3 # 0. Up to a change of basis, the relations of T are
xXf 41ty +yx) +y* =0,
xX1x2 + x0x1 =0,
X3 + X2y + yx2 = 0.
If e3 # 0, then, up to a change of basis (by letting new y be wx; + By for some scalars
a, B), we may assume that e3 = 1 and ¢3 = 0, then the relations of 7' are
xlz +x2y 4 yx2 +e1y* =0,
X1x2 + x2x1 =0,
x% + y2 =0.

This finishes the proof. O
Lemma 4.10 Retain the hypothesis in Lemma 4.7. If y € §; C V is a normal element in
T, then one of the following holds.

M) G —)Q@i+1-2j)#0inZp, and the relations in T are

yxi+axyy =0, yxa+axzy=0, xox;—xx2=0

fora # 0.
(2) 2i+1—-2j=0(theni # j)inZ,, and the relations in T are

yxi +axiy =0, yxp+axay=0, xx;—x1x;+ey’ =0

wherea # 0, € =0 or I and €(a®> — 1) = 0.
(3) i=j(then2i+1—2j #0)inZ,, and the relations in T are

yx1 +axyy + by2 =0, yxa+axy=0, xx1—x1X2+€x2y

wherea #20,¢ =0or 1 and (a+ 1)(b—¢€) =0.

Proof First of all, every algebra on the list can be written as an iterated Ore extensions of
the form k[x21[y; o11[x1, o1, 2]. So these are noetherian Koszul AS regular.

Since y is normal and ky is a left U-module, the U-action on 7 induces naturally a
U-action on Z := T/(y) where Z is a noetherian Koszul AS regular algebra of global
dimension two. Note that the degree 1 piece of Z is Z1 = M (2, i), whence the U-action on
Z is inner-faithful. By Proposition 4.2(1), Z is commutative, so xpx; — x{x2 = 0in Z.

Let R be the relation space of 7. By the previous paragraph, one can show that R has a
basis elements of the form

ri = yxi +aix1y + bixay + c1y?,
r = yx 4+ axx1y 4+ baxay + 2y,

r3 = x2x1 — x1x2 + azx1y + baxay + c3y”.
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By the U-action on the basis elements and the fact A(u) = u ® 1 + 1 ® u, we have

u-rp=yxy+ayxyy,
u-ry=axyxyy,

U-r3 =asxyy.

Since u - R € R, we obtain that

a=a3=cy =0, a;=bhb.

Similarly, using the above equations and easy computations, we have

Therefore

and

(i+j—w)-r=—bxay+@i— jery?
i+j+1—-w) -rnp=0,

Qi4+1—w)-r3=(>— jbsxay+ i + 1 —2j)c3y>.

by =0
(i —j)er =0,
(i — b3 =0,

Qi +1—2j)c3 =0.

Now we have three relations of the form

ry =yx;t+aix1y + Clyza

rp = yxz +ayxzy,

3 = Xx1 — X1x2 + b3xay + e3y°.

with coefficients satisfying (12)-(14).
Similar to the process of resolving the overlap ambiguity, we calculate

y(x2x1) = y[x1x2 — b3xay — c3y°]

(yx2)x1

(yx1)x2 — b3(yx2)y — e3y°

(—arxty — c1yH)xz — b3(—arx2y)y — c3y?
a12x1x2y — a%C]xzyZ + a1b3x2y2 — C3y3
—aj(x2y)x; = —a1x2(yx1)
—aix[—aixy — c1y’]

af(xax1)y + arcixay?

atlxixa — b3xay — c3y*]y + arcixay?

2 2 2 2 2.3
ayx1x2y — aybsxay” +ajcix2y” —ajesy’.

Since {x‘ixé yk | i, j, k >} is a k-linear basis, we have

c3(al -1 =0

—a%cl +aiby = —a]2b3 +ajcy.

12)
13)
(14)

as)
16)

Since R does not contain an element of the form v ® w for some v, w € V, a; # 0. Now
the system of Eqs. 12-16 has the following solutions:
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(@ (—)DQRi+1-2j)#0inZy,r = yx1+axiy,ro = yxa+axay,r3 = xaX1 — X1x2.
This is case (1).

(b) 2i+1—2j =0(theni # j)inZp, ri = yx1 +axyy, r2 = yxp +axyy, r3 =
x2x1 — x1x2 + cy® where c(a® — 1) = 0. Replacing y by +/cy, we obtain the case (2).

(¢ i =j(then2i+1—2j # 0)inZ,, ri = yx; +axyy +cy? = yxo + axay,
r3 = xx1 — x1x2 + bxpy where (a 4+ 1)(b — ¢) = 0. This is case (3) after rescaling.

This finishes the proof. O

Proof of Theorem 1.5 First of all, it is routine to check that all algebras in Theorem 1.5 are
noetherian connected graded Koszul AS regular of global dimension three, as we did in the
proofs of Lemmas 4.5, 4.8, 4.9 and 4.10.

If T is commutative, we only need to specify the U-action on V := Tj. There are two
cases: either V.= M(3,i) or V = M(2,i) @ §;. This is part (1).

Next we suppose that T is not commutative. If V. = M (3, i), then, by Lemma 4.5, only
part (2) can occur.

For the rest of the proof, we assume that 7' is not commutative and V = M (2,i) @ ;.
We use dimy R N W to classify the pairs (U, T).

If dimy RNW = 2, by Lemma 4.9(2), y is a normal element. By Lemma 4.10, we obtain
parts (4,5,6). If dimy RNW = 1, by Lemma 4.9(3) we obtain parts (7,8,9). If dimy RNW =
0, by Lemma 4.9(4,5), we obtain parts (3) and (10). This finishes the proof. O

5 Easy Observations

From the limited information in the global dimension 2 case, we see differences between
the semisimple and non-semisimple actions.

Observation 5.1 The following remarks demonstrate differences between semisimple and
non-semisimple Hopf actions on AS regular algebras. Suppose we are in the setting of
Proposition 4.2.

(1) Let p be an odd prime and let i = pT_l. Let V. = M (2,1i). Then the relation of T =
k[V]is of the form r = x| ®@x2—x2®x| € VQ®V. By definition, w-x; = (i+j—1)x;
for j = 1, 2. Hence

wr=wel+1Qw)(x ®x2—xx1)
=Qi+ D ®x —x ®x1)
=pxI ®x2—x2®x1) =pr=0.

Itis clear that u - r = 0. Therefore the U -action on kr is trivial. If we use the statement
in [7, Theorem 2.1] as our definition of trivial homological determinant, then the U -
action on T has trivial homological determinant. By Proposition 4.2(2), TV is AS
regular. Therefore [7, Theorem 0.6] fails without H being semisimple.

(2) Suppose the U-action on T has trivial homological determinant as in part (1). Since
T is a free module over TV, End;v (T) is a matrix algebra over TV. So T#U is
not isomorphic to Endyv (T), consequently, [8, Theorem 0.3] fails without H being
semisimple.
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3

“

(&)

(6)

@)

Suppose the U-action on T has trivial homological determinant as in part (1). Note
that CMreg(7T) = 0 and

CMreg(TY) = CMreg(k[x!, xJ1) = 2p —2 # 0,

where the definition of Castelnuovo-Mumford regularity, denoted CMreg, can be
found in [26, Definition 2.9]. This example shows that [26, Lemma 2.15(2)] fails
without H being semisimple.
In Proposition 4.2(2), TV is AS regular. We are wondering if there is a version of
the Shephard-Todd-Chevalley Theorem for non-semisimple Hopf actions on AS reg-
ular algebras, even if U does not have any nontrivial grouplike element. In the case
of Proposition 4.2(2a), we have that dim U = p? and that the product of degrees of
generators is p. Hence the conclusion of both [26, Proposition 1.8(4)] and [18, Con-
jecture 0.3] fails. Since U is not semisimple, we are wondering if U is still qualified
to be called a reflection Hopf algebra, see [25, Definition 3.2].
When H is semisimple (with mild hypotheses), by [16, Corollary 3.10], the rank of T
as a left 7H-module is equal to dimy H. In Proposition 4.2(2a), the rank of T as a left
TY-module is p, while dimy U = p?. Therefore [16, Corollary 3.10] fails without H
being semisimple.
When H is semisimple, acting on an AS regular algebra T inner-faithfully, T is usu-
ally a left free H-module. In the commutative case see, for example, [36, Theorem
6.19(2,3)]. In the noncommutative case, this was verified for many examples, see [18,
19]. However, in the non-semisimple case, T is never a free H-module as g Ty = gk
cannot be projective.
Consider the case when p = 2 and i = 1 in Proposition 4.2(2a). Then it is clear that
To =k = So. Ty = kxy +key & M2, 1), and b = (kxy + kxo)xo + kxf =
. M@, )" i =2m, .
M@®2,1)®d Sg. Fori >3, T; = i Therefore neither S
M2, )" DSy i=2m+1.
nor M (2, 0) appears as a direct summand of 7. Further anny (7)) = kwu # 0. So the
U-action on T is not faithful, though it is inner-faithful. However, in the semisimple
case, an inner-faithful H-action on an AS regular algebra is expected to be faithful.

Next we verify the claim made in Remark 1.7(3).

Lemma 5.2 Let H be a Hopf algebra containing K as a Hopf subalgebra. Let H act on an
algebra T inner-faithfully.

&)

@
3

Suppose every nonzero Hopf ideal of K contains a nonzero skew primitive element.
Then the induced K -action on T is inner-faithful.

If K is pointed, then the induced K -action on T is inner-faithful.

If K = U, then the induced U-action on T is inner-faithful.

Proof (1) Ifthe K-action on T is not inner-faithful, then x - 7 = 0 for some nonzero skew

(©))

primitive in K. It is clear that x is also a skew primitive element in H. Let I be the
ideal of H generated by x. Since x is a primitive element, / is a Hopf ideal of H. It
isclearthat [ - T = O as x - T = 0. Therefore the H-action is not inner-faithful. The
assertion follows.

By [33, Corollary 5.4.7], every nonzero Hopf ideal of the pointed Hopf algebra K
contains a nonzero skew primitive. The assertion follows from part (1).
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(3) This is a special case of (2) as U is pointed (in fact, connected).
O

Proof of Proposition 1.4 Let H act inner-faithfully on a noetherian Koszul AS regular alge-
bra T of global dimension two. By Lemma 5.2, the induced U-action on 7 is inner-faithful.
By Proposition 4.2(1), T is k[x1, x2]. O

Let m be an integer > 2. Let {p;; | 1 <i < j < m} be a set of nonzero scalars. Define
pij = p;il if i > j. Recall that the skew polynomial ring is defined to be

k{xg, -, xm)
]kp,'/'[xl""s-xm]: . N
: (xjx; = pijxixj, Yi < j)
Proposition 5.3 Suppose pij # 1 foralli < j. Let T = kp,;[x1,--+,xn] and let H be

a Hopf algebra containing k[u]/(u?), with u being primitive, as a Hopf subalgebra. Then
there is no inner-faithful homogeneous H-actionon T.

Proof By Lemma 5.2(2), we may assume H = k[u]/(u?) with u being primitive. Suppose
to the contrary that there is an inner-faithful homogeneous H-action on 7. By [24, Lemma
5.9(d)] and cocommutativity of H, H acts on the Koszul dual (equal to the Ext-algebra) of
T, denoted by

k()’l» »)’m>

B :=Exth(k, k) = — ——
jyi=—=p;; yivj,» Vi <j,yi, Vi)

where y; = x} for each i.
Since u is primitive, u acts on B as a derivation. For every i, write u(y;) = Z,‘ ajiyj.

Then
0=u(y?) = (Z ajiyj)yi + )’i(zaji)’j)
J J
= Zaji(yj‘yi +yiyj) = Zaji()’jyi +iyj)
J J#
=Y a;(l—p;;Hyiy;
J#i

which implies that a;; = 0 for all j # i. Equivalently, u(y;) = a;;y; for each i. Since
u? = 0, we obtain that ai’; = 0, or equivalently, a;; = 0. Thus u - B; = 0. Recall that
B1 = (T1)*. Hence u-Ty = 0. Consequently, u-T = 0 and the H-action is not inner-faithful,
yielding a contradiction. O

As an immediately consequence of Lemma 5.2(2) and Proposition 5.3, we have the
following very simple universal non-existence result.

Corollary 5.4 Let H be a nontrivial finite dimensional connected local Hopf algebra. Then

there is no inner-faithful homogeneous H-action on T = kp,j [x1, -+, xm] where p;j # 1
foralli < j.

Proof Note that every nontrivial finite dimensional connected local Hopf algebra contains
k[u]/(uP). Therefore the assertion follows from Lemma 5.2(2) and Proposition 5.3. O
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It is easy to check that k[u]/(u”) acts inner-faithfully on both the polynomial ring
k[x1, x2] and the Jordan plane k(xy, x2)/(x1x2 — x2x1 — xlz).

Note that most of p3—dimensi0nal connected Hopf algebras in the classification [34, 35,
43, 44] contain a Hopf subalgebra of the form k[u]/(u”). So Proposition 5.3 applies to these
Hopf algebras. The next observation is a continuation of Remark 1.7(7).

Observation 5.5 Let H be a Hopf algebra containing U as a Hopf subalgebra. If H acts
on a noetherian Koszul AS regular algebra T of global dimension three, then it induces
naturally a U-action on T'. This induced U -action must be inner-faithful by Lemma 5.2(3).
As a consequence, 7' must be one of the algebras listed in Theorem 1.5. This basically gives
a proof of Corollary 1.6.

(1) Theorem 1.5 is helpful for understanding explicit H-actions on T when H contains
U. Even if H is of wild representation type, we can start from the list of 7 in Theorem
1.5 to work out all possible H-actions on T'. This strategy is different from the one in
the proof of Theorem 1.5.

(2) Suggested by Zhuang’s result [48, Theorem 1.1], every pointed Hopf algebra over a
field of positive characteristic is expected to contain one of the special Hopf algebras
such as U, Uy, or Taft algebras and so on (this list should be short). By understanding
actions on noetherian Koszul AS regular algebras of global dimension three under
Hopf algebras from this list, we should get a pretty good picture of Hopf actions on
Koszul AS regular algebras of global dimension three for all pointed Hopf algebra
over a field of positive characteristic.

(3) The classification of p3-dimensional connected or pointed Hopf algebras is undergo-
ing in [34, 35, 43, 44]. It is known from their work that U appears as a Hopf subalgebra
in many of their examples. Therefore Theorem 1.5 is really helpful for understanding
the actions on noetherian Koszul AS regular algebras of global dimension three under
the Hopf algebras listed in [34, 35, 43, 44].

6 Comments, Projects, and Remarks

In this final section we randomly collect some general comments, related projects, remarks
and questions related to the projects in the previous sections.

As noted in [12, Remark 3.13(2)], the representations of the Drinfeld double of a Hopf
algebra H are generally much more complicated than the representations of H. So we start
with the following question.

Question 6.1 What is the Green ring of the Drinfeld double of U ?
The work [10, 11] is closely related to this question.
The next few projects concern the Hopf actions of AS regular algebras of global

dimension three or higher. A test case is the next.

Project 6.2 Classify all U-actions on noetherian Koszul AS regular algebras of global
dimension 4.

The tensor decomposition in Theorem 1.2 is again the key to this project.
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Project 6.3 For all U-actions given in Theorem 1.5, work out the fixed subrings TV and
understand the connection between the U -actions and the properties of TY.

This would be a very interesting project as little is known about non-semisimple Hopf
actions on AS regular algebras.

As noted before Taft algebras are similar to U in several aspects. So the following project
seems doable.

Project 6.4 Let H be a Taft algebra H,(q) of dimension n* over a field of arbitrary charac-
teristic [12, p. 767]. Classify all inner-faithful H-actions on noetherian Koszul AS regular
algebras of global dimension three.

Unrelated to Hopf actions, the results in Section 3 are useful for the computation of
Frobenius-Perron dimensions of representations of U.

The Frobenius-Perron dimension of an object in a semisimple finite tensor (or fusion)
category was introduced by Etingof-Nikshych-Ostrik in 2005 [17]. Since then it has become
an extremely useful invariant in the study of fusion categories and representations of
semisimple (weak and/or quasi-)Hopf algebras. Recently, a new definition of Frobenius-
Perron dimension was introduced in [13, 14] where the original definition was extended
from an object in a semisimple finite tensor category to an endofunctor of any k-linear cate-
gory. In particular, it is defined for objects in non-semisimple k-linear monoidal categories.
This new Frobenius-Perron dimension has been computed in various cases, see [13, 14,
45-47].

Remark 6.5 (1) Xu computed Frobenius-Perron dimensions of representations of Taft
algebras in [45], whose method can be used to give Frobenius-Perron dimension of
representations of U for some small prime p. For example,

(a) let p =2 and X be a finite dimensional U-module, then fpdim(X) equals to the
k-dimension of X
(b) letp=3and X =37 (3, M(,i)®%, then

fpdim(X) = 3 [(a )+ m]
where

a =ajo+ay +a + 2(ax + az + ax) + 3(az + asr + azz),
B = a1+ ax +axn + a3 + az1 + azx,
y =ajo + ax +asp.

This formula is similar to [45, Proposition 7.1]. Since our Convention 2.4 is
slightly different from the one used in [45], the formula does not match up with
[45, Proposition 7.1] exactly.

(2) It would be interesting to work out a formula of fpdim(X)
when p = 5.

A general algebra B is usually of wild representation type, then it is impossible to under-
stand all indecomposable left B-modules. Sometime it is possible to work out all brick
modules which are a special class of indecomposable module. A left B-module is called
a brick if Homp(M, M) = k. Brick modules are fundamental objects in the study of

@ Springer



750 H.-X. Chen et al.

Frobenius-Perron dimension of endofunctors [13, 46]. Even when B is of wild representa-
tion type, it would be extremely helpful to understand all brick modules. The next remark
is a consequence of Proposition 2.7.

Remark 6.6 Let H be a 2-step iterated Hopf Ore extension given in [5]. In parts (2,3), Let
Z be the center of H and let M be a brick left H-module. Let m = anng (M).

(1) Suppose H is commutative. Then each brick left H-module is 1-dimensional and
there is a one-to-one correspondence between brick H-modules and a closed point in
Spec H.

(2) Suppose H is noncommutative and dp = 0 as in [5, Proposition 8.2]. Then

~

the unique 1-dimensional simple associated to m  if m is not Azumaya,

the unique p-dimensional simple associated to m if m is Azumaya.
(3) Suppose H is noncommutative and do # 0 as in [5, Proposition 8.2]. Then

__ | one of p? indecomopsable modules associated to m  if m is not Azumaya,

the unique p-dimensional simple associated to m if m is Azumaya.
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