2110.08623v3 [math.PR] 23 Jan 2024

arxiv

SUMS OF RANDOM POLYNOMIALS WITH DIFFERING
DEGREES

ISABELLE KRAUS, MARCUS MICHELEN, AND SEAN O’'ROURKE

ABSTRACT. Let p and v be probability measures in the complex plane, and
let p and ¢ be independent random polynomials of degree n, whose roots are
chosen independently from g and v, respectively. Under assumptions on the
measures p and v, the limiting distribution for the zeros of the sum p + ¢
was by computed by Reddy and the third author [J. Math. Anal. Appl. 495
(2021) 124719] as n — oo. In this paper, we generalize and extend this result
to the case where p and ¢ have different degrees. In this case, the logarithmic
potential of the limiting distribution is given by the pointwise maximum of the
logarithmic potentials of p and v, scaled by the limiting ratio of the degrees
of p and q. Additionally, our approach provides a complete description of the
limiting distribution for the zeros of p 4+ q for any pair of measures p and v,
with different limiting behavior shown in the case when at least one of the
measures fails to have a logarithmic moment.

1. INTRODUCTION

Given monic polynomials p and ¢, what can be said about the roots of p + ¢7
While this question has been explored previously [5,8, 18,19, 20,27, 32, 35, 36, 37],
especially when p and ¢ are deterministic, the goal of this paper is to settle this
question for certain classes of random polynomials.

Motivated by the results of Reddy and the third author [22], this paper focuses
on a model of random polynomials with independent and identically distributed
(iid) roots. Namely, we consider monic polynomials (in a single complex variable)

of the form .

pa(2) =[] 2 - X0,
i=1
where the roots Xi,..., X, are iid random variables in the complex plane. Various
properties of p,, have been studied by a number of authors, see [4,6,10,14,15,23,
24,25, 29, 33] and references therein.
The results in [22] describe zeros of sums of random polynomials in this class.
Specifically, let

pa(2) = _H(Z—Xi), qn(2) = _H(Z—Yj)

=1
be two independent random polynomials of degree n, whose roots X1, ..., X, and
Y1,...,Y, are chosen independently from probability measures p and v in the com-

plex plane, respectively. The main results of [22] describe the limiting distribution
for the zeros of the sum p + g as n — oo in terms of the logarithmic potentials
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of p and v under certain assumptions on the measures p and v. More generally,
the results in [22] apply to sums of m independent random polynomials when m is
fixed and n tends to infinity. In order to state these results, we must first introduce
some definitions and notation.

Let P(C) be the set of probability measures on C. We let Piog, (C) denote the
set of p1 € P(C) such that

[ 1os. ulduw) < .
C

where

0, 0<x<1,
log, = =
logz, x>1,

for z > 0. That is, Piog, (C) consists of the probability measures on C which
integrate log| - | in a neighborhood of infinity.

Definition 1.1. The logarithmic potential U, of p € Piog, (C) is the function
U, : C— [—00,400) defined for all z € C by

Uu(z) == /Clog|z —w| du(w).

For a measure p € P(C), we let supp(s) C C denote the support of p; p is
said to be compactly supported if supp(p) is compact. Let A denote the Lebesgue
measure on C, and let C°(C) denote the set of all smooth functions ¢ : C — C
with compact support.

Theorem 1.2 (Theorem 1.10 in [22]). Let m > 2 be a fized integer, and assume
U1y i € P(C) have compact support. Assume for each 1 < k < m — 1, the
measure [ 1S not supported on a circlet.  Let {XUC 1 <k <myi>1}bea
collection of independent random variables so that X; j, has distribution uy, for each
i > 1. For each n > 1, define the degree n polynomials

k() 1<k<m.

i
=
N
|
fa

Then there exists a (deterministic) probability measure p on C so that, for any
p € Cx(C),
I n
—Zw(zi( ))—>/<Pdp
i c

in probability as n — oo, where zin), ceey zr(Ln) are the zeros of the sum Y, Pn k-

Here, p depends only on pi1,. .., iy and is uniquely defined by the condition that

/((:(P dp = %/@Agﬁ(z) (él}cagxm U, (z)> dA(z)  for all p € C°(C).

LA measure p € P(C) is said to be supported on a circle if there exists zg € C and r > 0 so
that supp(p) C {z € C: |z — 20| = r}.
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1.1. Contributions of this paper. Our main results generalize Theorem 1.2 in
several key ways:

e We allow the polynomials p, 1, ..., pn,m to have have different degrees.

That is, we consider polynomials of the form

ng

Pnk(2) == H(z - Xik), 1<k<m,

i=1
where {n1}n>1,- .., {Nm}n>1 are sequences of natural numbers, indexed by
n (so that ny = ng(n)). We assume that n; = n > ny, for each 2 < k <m
and all natural numbers n. Our main result does not require that the
sequences {n2}n>1,- -, {Mm n>1 tend to infinity with n; in fact, even when
these sequences do not tend to infinity, they can still influence the limiting
distribution of the zeros of the sum (see Example 1.5 below).

e Theorem 1.2 makes two key assumptions about the measure p1, ..., tiy,: it
requires the measures be compactly supported and not supported on circles.
These technical assumptions were required due to the proof method used
in [22]. The proof given in this paper is substantially different than that
given in [22], and we do not require any assumptions about the support
of the measures. In particular, we observe a new phenomenon, where the
behavior of the roots of the sum depends on how heavy-tailed the measures
M1, ..., pm are (see Section 1.2.2).

1.2. Main results. Our main results are divided into two theorems: the first the-
orem captures the behavior of the zeros of the sum when pq,..., g, € 7310g+ ©
(which we call the light-tailed case) and the second case describes a different be-
havior when py; € P(C) \ Prog, (C) for some k (which we call the heavy-tailed case).
We begin with a definition.

Definition 1.3 (Weak convergence of (random) probability measures). Let {pn }n>1
be a sequence of deterministic probability measures on C, and let p € P(C) be de-
terministic. We say p,, converges weakly to p if, for all continuous and bounded
functions ¢ : C — C,

(1) /Cspdpn_>/c¢dp

as n — co. We say a sequence {py, }n>1 of random probability measures on C con-
verges weakly in probability (respectively almost surely) to a deterministic measure
p € P(C) if, for each continuous and bounded function ¢ : C — C, the convergence
in (1) holds in probability (respectively almost surely) as n — co.

1.2.1. The light-tailed case. Let pur, ..., ptm € Prog, (C), and let {X; 1 : 1 <k <
m,i > 1} be a collection of independent complex-valued random variables so that
X i, has distribution py, for all 1 < k£ < m and ¢ > 1. We consider polynomials of
the form

ng
(2) pok(z) = [[(z = Xix), 1<k<m,

i=1
where {n1}n>1,...,{"m}n>1 are sequences of natural numbers, indexed by n (so

that ng = nk(n)). We assume nq :=n > ny for all 2 < k < m and for every natural
number n.
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Our main result below describes the limiting distribution of the zeros of the sum
g
Z;nzl Dn k- By the assumptions above, it follows that Z;nzl Dn,k is always a degree

n polynomial and so has n zeros, which we denote as zin) 2 We let

1n
3 n = — O (n

be the empirical measure constructed from the zeros of the sum >} | p, x; here,
0, denotes the point mass at z in the complex plane. Unlike the case when all the
polynomials have the same degree (Theorem 1.2), the case when the polynomials
have different degrees requires several new parameters. These new parameters are
€1,--.,¢m € [0,1] and are defined by the limiting ratio of the degrees:

(4) ¢ = lim %, 1<k<m,

n—oo N

where we assume the limits in (4) exist. In particular, it is always the case that
c¢1 = 1 since ny := n for all natural numbers n. As an example, if m = 3 and
we have n; = n, na = [/n], and n3 = [n/2] for all n, then ¢; = 1, ¢ = 0, and
C3 = 1/2

Our first main result below shows that the limiting distribution for p,, depends
only on the measures p1, ..., tm and the limiting ratios ci,..., cm.

Theorem 1.4 (Main result: light-tailed case). Let m > 2 be a fized integer, and
ASSUE [i1, ..., [hm € P10g+(C). Let {X; :1 <k <m,i>1} be a collection of
independent random variables so that X, has distribution py, for each ¢+ > 1. For
each n > 1, define the polynomials pn i as in (2), where {n1}n>1,-.., {Nm}n>1
are sequences of natural numbers, indexed by n, so that n; := n > ny for each
2 <k < m and for all natural numbers n. In addition, assume the limits in (4)
hold for some c1,...,cm € [0,1]; for each 1 < k < m, if the sequence {ng}n>1 is
unbounded, assume py, is non-degenerate. For each n > 1, let p, be the empirical
measure defined in (3), where zin), .., 2" are the zeros of the sum > orey Pk
Then there ezists a (deterministic) probability measure p on C so that p, converges
weakly to p in probability as n — oo. Here, p depends only on pi,..., [ and
Cly...,Cm and is uniquely defined by the condition that

1
(5) /Cgp dp = %/CA@(Z) <1g}ca<xm cxUp, (z)) d\(z)  for all p € C(C),
where we use the convention that ¢Uy, (2) =0 for all z € C if ¢, = 0.

We make a few remarks concerning Theorem 1.4. First, in the case where n; =
Ng = +++ = Ny = n, it follows that ¢y = ¢ = --- = ¢, = 1, and we recover a
generalized version of Theorem 1.2 which makes no assumptions about the supports
of the measures pi1, ..., ttm. Second, the defining relation for p given in (5) implies
that the function U(z) := maxi<k<m cxUp, (2) is the logarithmic potential of p. In
fact, we can write (5) as

1
= —AU.
p=5-AU,

where the Laplacian is interpreted in the distributional sense (see Section 3.7 in
[28]). Third, while it might be tempting to conjecture that only the highest degree
polynomials in the sum affect the limiting distribution, as the following example
shows, this is not the case.



SUMS OF RANDOM POLYNOMIALS WITH DIFFERING DEGREES 5

Example 1.5. Consider Theorem 1.4 in the case where m = 2, u; is the uniform
probability measure on the unit disk in the complex plane centered at the origin,
and ps is the uniform probability measure on the unit disk centered at 2. Let
ny :=n for each n € N, and let ne be any sequence of natural numbers indexed by
n chosen so that lim,,_, o % = 0 (in particular, this includes the case where ns is
constant). Define the polynomials p, 1 and p, 2 as in (2).

Since the degree of p,, o is significantly smaller than the degree of p,, 1, it might
be natural to conjecture that the limiting distribution for the roots of the sum
Pn,1 + Pn,2 is given by p1. However, this is not the case (even when ng = 1 for all
n). In this case, the limiting distribution for the zeros of p,, 1 + pn 2 is given by the
uniform probability measure on the unit circle centered at the origin. To see this,
note that for every z € C,

log | 2], if |z] > 1,
U =
#1(2) {%(|Z|2—1), if |Z| S 17

see for instance [31], and
Co U,LL2 (Z) =0

since co = 0. It follows that

log |z|, if |z| > 1,

U(z) = max{U,(z),0} = {0 if |2 < 1.

Using the mean value property for harmonic functions, U can be seen to be equal
almost everywhere to the logarithmic potential of the uniform probability measure
on the unit circle centered at the origin. Thus, by uniqueness of the logarithmic
potential (see, for instance, Lemma 4.1 from [3]), it follows that the resultant mea-
sure p given in Theorem 1.4 is the uniform probability measure on the unit circle
centered at the origin. A numerical simulation of this example is shown in Figure
1.

Example 1.6. Consider Theorem 1.4 in the case where m = 2, u; is the uniform
probability measure on the unit circle in the complex plane centered at the origin,
and po is the uniform probability measure on the circle centered at the origin
with radius r > 1. Let n; := n for each n € N, and let ny be any sequence of
natural numbers indexed by n chosen so that lim,_, % = ¢ € [0,1]. Define the
polynomials py, 1 and py, 2 as in (2).
It follows from the mean value property for harmonic functions that
U, (2) = {log|z|, if |z] > 1,

- 0, if |2 <1,

and

U (2) log |z|, if |z| >,
Z) =
He logr, if |z < 7.

Thus, we have that

log|z], if |z] > rc,

U(z) :=max{Uy, (2),cU.,(2)} = {

logre, if |z <re.
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FIGURE 1. A numerical simulation of Example 1.5.

squares represent the roots of p, 1, which are uniform on the unit
disk centered at the origin. In this simulation, p, ;1 has degree 300.
The blue circles represent the roots of p, 2, which are uniform on
the unit disk centered at 2. In this simulation, p, > has degree 25.
The black crosses represent the roots of the sum p,, 1 + pn 2.

o
[o]
o [o]
[o] (o]
[e] o oo
o T L4 T
ol5 J°2 2.5
o [o]
[o]
[o] [o]
oO
o)
The red

Therefore, it follows again from the mean value property for harmonic functions that
the resultant measure p given in Theorem 1.4 is the uniform probability measure
on the circle of radius ¢ centered at the origin.

1.2.2. Heavy-tailed case. We now consider the case when one of the measures pu1, . . .
is not in Plog, (C). For simplicity, we focus on the case of only two polynomials,
both having degree n. To this end, let p € P(C) \ Plog, (C) and v € P(C). For
each n > 1, define the random polynomials

(6)

where X17}/15 X27}/27 .

) =[E-X)  wl)=]]E-1).

.. is a sequence of independent random variables so that X;

,/Lm

has distribution u and Y; has distribution v for each j > 1. We are again interested

in the the roots z

(n)
1

go ey

the roots is determined by whichever measure, p or v, has heavier tails. To this end,

recall that the Mahler measure M (f) of a monic polynomials f(z) =[]

is given by
(7)

and define

(8)

M(f) =[] max{layl, 1},

Jj=1

S i= = (1og M(p) — log M(q,)

n
Jj=1

(z —aj)

z,(zn) of the sum p,,+¢,. In this case, the limiting behavior of
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to be the normalized difference of the logarithmic Mahler measures of p,, and g,.
Notice that log M (p,,) is the sum of iid random variables. However, the law of large
numbers is not applicable here since p & Plog, (C).
It follows from the results in [7,17] that S,, satisfies exactly one of the following

three cases:

(i) with probability 1, lim S,, = +oc;

(ii) with probability 1, lim S,, = —oo; or

(iii) with probability 1, limsup S,, = +00 and liminf S,, = —oc.
We refer to these three possibilities as cases (i), (ii), and (iii). Our main result in
this setting is the following.

Theorem 1.7 (Main result: heavy-tailed case). Let p € P(C) \ Piog, (C) and
v € P(C). Let X1,Y1,X9,Ya,... be a sequence of independent random variables
so that X; has distribution u and Y; has distribution v for each j > 1. For each
n > 1, define the polynomials p, and g, as in (6), and let

1 n
Pn = E Zazﬁn)
Jj=1
(n)

be the empirical measure constructed from the roots z; ,...,z,(l") of Pn + qn- The
following convergence results hold depending on whether

S i= = (1og M(p,) — log M(q,)

satisfies case (i), (ii), or (iii):
(1) If case (i) holds, then p, converges weakly almost surely to p as n — oo.
(2) If case (ii) holds, then p, converges weakly almost surely to v as n — oo.
(3) If case (iil) holds, then, with probability 1, there is a subsequence along
which p, converges weakly to p and a separate subsequence along which py,
converges weakly to v.

In cases (i) and (ii), one of the Mahler measures dominates the other, and Theo-
rem 1.7 shows that the zeros of the sum behave like those of the dominating polyno-
mial; this behavior is not seen in Theorem 1.4 when the measures fi1, ..., 4, have
lighter tails. Interestingly, in case (iii) when u # v, Theorem 1.7 shows that, with
probability 1, p, does not converge weakly. A numerical simulation of Theorem 1.7
is shown in Figure 2.

Theorem 1.7 is only stated for the case of two polynomials (m = 2) where both
polynomials have the same degree. When the polynomials no longer have the same
degree or m > 3 one can no longer guarantee the three simple cases of (i), (ii)
and (iii). Omne can still apply Proposition 5.3—or a natural generalization to the
m > 3 case—to handle specific cases when m > 3 or the polynomials are of different
degrees, but we make no effort to classify all cases as we do in Theorem 1.7. As
an example, if m > 3 and one Mahler measure dominates all others, then one can
adapt Proposition 5.3 to show that the corresponding measure of the dominant
Mahler measure determines the limit.

1.3. Outline of the paper. The rest of the paper is devoted to the proofs of
Theorems 1.4 and 1.7. An overview of the proofs—along with a description of
all the notation used in the paper—is presented in Section 2. The main technical
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;)

FIGURE 2. A numerical simulation of Theorem 1.7. The red
squares represent the roots of p,, which are chosen with respect
to a rotationally symmetric distribution that does not have a log-
arithmic moment. The blue circles are the roots of ¢,, which are
chosen according to the standard complex Gaussian distribution.
Both polynomials have degree 200. The black crosses represent the
roots of the sum p,, + ¢,. The image was cropped and does not
display the largest roots (in magnitude) of p,, or p, + gn.

lemmas which establish Theorem 1.4 are presented in Sections 3 and 4. Theorem
1.7 is proved in Section 5. The appendix contains some auxiliary results.

Acknowledgments. The authors thank the anonymous referees for comments and
corrections. The third author thanks Magdalena Czubak and Andrew Campbell
for useful conversations.

2. NOTATION AND AN OVERVIEW OF THE PROOFS

In this section, we give an overview of the proofs of Theorems 1.4 and 1.7. We
begin with a description of the notation used throughout the paper.

2.1. Notation. Unless otherwise noted, asymptotic notation (such as O, 0, <) is
used under the assumption that n — oo. For example, X = O(Y) and X < Y
denote the bound |X| < CY for some constant C' > 0 and all n > C, where C
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is independent of n. Subscripts such as X = O (Y) indicate that the constant
C' depends on some parameter k, but C' may depend on the measures p1, ..., tm
(alternatively, p and v) without denoting this dependence. We use X = o(Y)) if
|X| < a,Y for some sequence {a,} such that lim, . a, = 0.

We define the open disk of radius » > 0 centered at z € C to be

B(z,r):={weC:|z—w| <r},

and set B(r) := B(0,r). We let B be the boundary of B C C. We will use i to
denote the imaginary unit. We also sometimes use ¢ as index; the reader will be
able to tell the difference between these two uses of ¢ by context.

For a finite set S, we let |S| denote its cardinality. For n € N, [n] = {1,...,n}
is the discrete interval.

We let log(-) be the natural logarithm. Let

[logz|, 0<ax<1, 0, 0<z<1,
log_x = and log, r =
0, z>1, logz, = >1,

denote the negative and positive parts of the logarithm. Note that log_ 0 = +o0.
For a monic polynomial f, M(f) is its Mahler measure, defined in (7).
Let P(C) be the set of probability measures on C. We let Piog, (C) denote the
set of p € P(C) such that

/ log, |w|dpu(w) < oo.
o

Let C2°(C) denote the set of all smooth functions ¢ : C — C with compact support;
supp(¢) will denote the support of ¢. The Lebesgue measure on C is denoted by
A. Unless otherwise noted, “almost all” and “almost everywhere” are with respect
to the Lebesgue measure \. When a sequence of probability measures or random
variables is tight, we will sometimes say the sequence is “bounded in probability.”

2.2. Overview of the proof of Theorem 1.7. The proof of Theorem 1.7 is based
on Rouché’s theorem (see Exercise 24 in Chapter 10 of [30] for the general form
of Rouché’s theorem used in the proof). Suppose case (i) holds. Recall that this
means, with probability 1, lim,, o, S, = +00, where S,, is defined in (8). This
means the Mahler measure of p,, dominates the Mahler measure of ¢,. Since the
Mahler measure is formed from the roots, we use this domination to show that

9) [P (2)] > lan(2)]

for a sufficiently rich class of points z € C and all n sufficiently large. In fact, for
a class of Borel sets B C C, we show that (9) holds for all z € dB. Hence, by
Rouché’s theorem, p,, and p, + ¢, have the same number of zeros in B. Since the
empirical measure constructed from the roots of p,, converges weakly almost surely
to p as n — oo, it will follow that p, also converges weakly to u almost surely.
Case (ii) follows a similar argument.

When case (iii) holds, with probability 1, there is a subsequence under which S,
converges to 400 and a separate subsequence under which S,, converges to —oo. We
apply a similar Rouché’s theorem argument as above to each of these subsequences.
The proof of Theorem 1.7 is presented in Section 5.
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2.3. Proof of Theorem 1.4. We now outline the proof of Theorem 1.4 and its
main technical lemmas. In fact, using these lemmas, we will complete the proof of
Theorem 1.4; the technical lemmas are proved later in Sections 2.4, 3, and 4.

For any smooth and compactly supported function ¢ : C — C, it follows from
Section 2.4.1 of [13] that

(10) > (™) /Aw )log

=1

m

an k(2)

k=1

dA(z).

Our goal is to show that

/Acp )log ank

in probability as n — oco. This convergence will be established via the following
dominated convergence theorem due to Tao and Vu [34].

dA(z) —> / Ag(x (max enU (2 )) dA(2)

Lemma 2.1 (Dominated convergence; Lemma 3.1 from [34]). Let (X, p) be a finite
measure space. For integers n > 1, let f, : X — R be random functions which are
jointly measurable with respect to X and the underlying probability space. Assume
that:

(1) (uniform integrability) there exists & > 0 such that [ |fn(x)|**° dp(x) is
bounded in probability (resp., almost surely);

(2) (pointwise convergence) for p-almost every x € X, f,(x) converges in prob-
ability (resp., almost surely) to zero.

Then [y fu(x)dp(x) converges in probability (resp., almost surely) to zero.

In view of Lemma 2.1, the two main steps of the proof of Theorem 1.4 are
contained in the following lemmata.

Lemma 2.2. There is a measurable set F C C with A(F) = 0 so that, for all
z € C\ F, maxi<k<m cxUy, (2) is finite and

1 m
— 1 " — U
- og I;p ®k(2) max cyUp, (2)

1<k<m

in probability as n — oo.

Lemma 2.3. For each r > 0, the sequence

m
an,k(z

1
— / <1og
= JB(r) k=1

is bounded in probability.

2
) ) dA(2)

Lemma 2.4. Let U(z) := maxi<g<m cxUp, (2). Then for each r > 0, we have

/ U?(2) d\(z) < o0
B(r)

With these results in hand, we can now complete the proof of Theorem 1.4.

n>1
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Proof of Theorem 1.4. Let ¢ : C — C be a smooth and compactly supported func-
tion. Let r > 0 be sufficiently large so that the support of ¢ is contained in B(r).
Define

1<k<m

fn(2) = Ap(2) (% log

m
an,k(z
k=1

Our goal is to apply Lemma 2.1 to f,, on the finite measure space consisting of
the ball B(r) with the Lebesgue measure. We start by verifying the conditions of
Lemma 2.1. The pointwise convergence assumption follows from Lemma 2.2. In

order to establish uniform integrability, we bound
2
)] da(z) +/ U?(2) dA(2)|
B(r)

1 m
[ in@ra<isdlk | [ <_1og S Pz
B(r) B(r) \" k=1
where ||Ap||s is the L*-norm of Ay and U(z) := maxi<g<m cxUp,(2). This
bound, together with Lemmas 2.3 and 2.4, establishes the uniform integrability
assumption (with 6 = 1) in Lemma 2.1. Applying Lemma 2.1, we conclude that

— max ¢ Uy, (2 ))

/fn )dA(z fn(2)dA(z) — 0

B(r)

in probability as n — oo, which establishes (11).

Recall that
1 n
= Z 6z(">
n “ i
=1
(n)

is the empirical measure constructed from the roots z;"", ..., 2 of S Pk In
view of (10), we have shown that, for any ¢ € C°(C),

(12) Zg@ (" /cpdpn — — / ( max ckUuk( )) d\(z)

in probability as n — oo.

We now show the existence of a (deterministic) probability measure p on C such
that (5) holds. The proof given below for the existence of p is based on standard
results for subharmonic functions, and we refer the reader to the classic texts [11,12]
on the topic.

Recall that U,,,, ..., U,,, are subharmonic functions on C. Since log| | is locally
Lebesgue integrable on C, it follows from Fubini’s theorem that U,,,...,U,, are
finite almost everywhere (see also Lemma 3.1 below). Without loss of generality,
we will assume Uy, (0) is finite. This is not a restriction since if U, (0) = —o0,
we can find some a € C where Uy, (a) is finite and repeat the proof above with
the random variables X ; replaced by X;; — a. Indeed, shifting the roots of the

polynomials p, x, 1 < k < m by a shifts the logarithmic potentials Uy,,...,U,,,
by a and shifts each of the roots z§"), e n" of the sum Y ;" pn i by a as well.

By Theorems 2.2.3 in [28], U(z) := maxi<k<m Uy, (2) is a subharmonic func-
tion on C. Thus, from the results in Section 3.5.4 of [12] (see also Section 3.7
of [28]), it follows that there exists a unique (deterministic) Radon measure p on
C (often referred to as the Riesz measure associated to U) such that (5) holds.
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Combining (5) with (12), we conclude that there exists a unique (deterministic)
Radon measure p on C so that, for all ¢ € C°(C),

(13) /sadpn—>/sadp
C C

in probability as n — co. Since p,, is a (random) probability measure for all n, it
immediately follows that p is a sub-probability measure (i.e., p(C) < 1). In order
to complete the proof of the theorem, it suffices to show that p is a probability
measure. Indeed, if p is a probability measure, the convergence in (13) can be
extended to all bounded and continuous ¢ : C — C using standard truncation and
approximation arguments, which would complete the proof.

It remains to verify that p is a probability measure. To this end, for any sub-
harmonic function f: C — [—o00,00) and any r > 0, define

1 27 0
m(f,r) = o ; f(re”)do

Recall that every upper semicontinuous function on a compact set attains a maxi-
mum. Since U(z) := maxi<i<m cxUp, () is subharmonic, it follows that

(14) U, (0) <U(0) <m(U,r) < lmlzix U(z) < o0

for any r» > 0, and hence m(U,r) is finite for every » > 0 (where we used the
assumption that Uy, (0) is finite). Similarly,

(15) Up (0) <m(U,,, 1) < fnlgx Uy, (2) < o0,
and so m(U,,,r) is finite for all » > 0. In addition, since U, (z) < U(z) for all
z € C, it follows that
(16) m(U,,,r) <m(U,r) for all r > 0.
For R > 1, define

log R, 2| <1
Pr(z) =< log (‘TR‘) , 1<|z|<R
0, |z| > R.
It follows from Eq. (3.5.7) in [12] (see also Lemma 2.12 in [9]) that
(1) / YR(2)dp(=) = m(U, R) — m(U,1)
and
(13) | er@)dm(z) = m(Uy. ) = m(,. ).

Since logﬁwR /1 as R — oo, the monotone convergence theorem together with
(17) and (18) imply that

.. mUR) -m(U,1) . m(UR)
(19) p(C) = Rh—r>noo log R ~ RS log R

and

. T m(Uﬂl ) R) - m(Uﬂlv 1) T m(U#17R>
G0y = m@ = log B ~ A T lgR
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since m(U, 1) and m(U,,, , 1) are both finite and independent of R (see (14) and (15)
with 7 = 1). Therefore, we conclude from (16), (19), and (20) that

p(C) = lim mU.R) lim m(Uy,, R)

=1
R—oo logR — R—oo logR

Since we already showed p is a sub-probability measure, we conclude that p(C) = 1,
and the proof is complete. O

We prove Lemma 2.2 in Section 3. The proof of Lemma 2.3 is given in Section
4. We conclude this section with the proof of Lemma 2.4.

2.4. Proof of Lemma 2.4. We will need the following result for the proof of
Lemma 2.4.

Proposition 2.5. Let ji € Plog, (C). Then for any r > 0, there exists a constant
Cy >0 (depending on p and r) so that

sup / log, |z — w|du(w) < C,.
c

|z|<r

Proof. Note that for |z| < r, we have log, |z —w| < log, (r+ |w|). Thus, we obtain

[ 1051z = wldntw) < [ 1og -+ fu dutw)
C C

<tog,(+ 0+ [ og, (1t (% +1)) dutw)

<log,(r+1)+ / log |w| dp(w) —l—/ log | (L + 1) dp(w)
C |w|>1 |w|

<2log, (r+1)+ / log, |w| dp(w).
o
The claim now follows from the assumption that p € Plog, (C). O

Proof of Lemma 2.4. Since
U?(2) < Y _Up (2),
k=1
it suffices to show the bound for U,, . We bound
U 2) < [ ozl = ull dusto)

1
= [ log Iz—wlduk(wH/log T dpy,
/cc * C +|Z—w|
=: 5y (2) + E; (2).

It thus suffices to show local square integrability of each term on the right-hand
side separately. By Proposition 2.5, we conclude that E: is uniformly bounded on
B(r) and hence locally square integrable.

For =, , we write

2 1 1
= (2)) d\(z :/ //log log dpg (wr) dpg (we) dA(2).
o @ e = [ [ [ omy o, e di ) di () A2
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Since

1 1 ) , 1
1 I <1 1 _—
Ot T wn] Bt e wa] © BF O )

|z —wi]
by symmetry and Fubini’s theorem we find

= () z 02# w z
/B(T) (Ek (2))” ax( )§2/B(r)~/(clg+ dpg (w) dX(z)

|2 — wl

1
:2// log? dA(z) dpg (w
C JB(r) +|Z—w| (=) w)

1
§2// log? ——— d\(2) dug (w).
C J B(w,1) |z — w] (=) (w)

By changing to polar coordinates, we obtain

1 ! T
log® d\(z) = 27r/ slog?(1/s)ds = =
/B(w,l) |z — wl 0 2
for all w € C. Therefore, we conclude that

/ (Zr (2))? dA(z) <,
B(r)

and the proof is complete. ([l

3. PROOF OF LEMMA 2.2

This section is devoted to the proof of Lemma 2.2. We begin with some auxiliary
results we will need for the proof. This first result shows that the logarithmic
potential is finite almost everywhere.

Lemma 3.1. For any p € Piog, (C), there exists a Lebesque measurable set F), so
that \(F,,) =0 and for any z € C\ F,

/ [log |z — w|| dp(w) < co.
C

F”:{ZEC:/C|Z—1w|dM(w):OO}'

Observe that, for any z € C,

1 1 1
7duw=/ 7duw+/ — du(w
Lrmmt = [ o [ g
S/ 1 dp(w) + 1.

B(z,1) |z — wl

Proof. Define

We now check that fB(Z 1 ﬁ du(w) is finite for almost every z € C. Indeed, by
Fubini’s theorem, we see that

1 1
—d wd/\z:// ——— d\(z) du(w) = 27,
/(C/B(z,n ER plw) dNz) C JB(w,1) |z — wl (=) dyu(w)
=0

and hence A(F),) =
Now for z € C\ F},, we write

[ tog = = wl dutw) = [ 108, 12— wlauw) + [ 108 |2 = ul duu).
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The first term on the right-hand side is finite by Proposition 2.5. The second term
on the right-hand side is finite since log_ |z — w| < ﬁ and z & F,. O

Remark 3.2. As can be seen from the proof of Lemma 3.1, the set F}, contains
the atoms of p. However, F,, may contain other points; for instance, when p has
rotationally invariant density

0, otherwise,

it follows that 0 € F),.

We also require an anti-concentration bound for sums of iid random variables.
Similar anti-concentration inequalities have previously been used to study the zeros
of random polynomials [14, 16, 22].

Theorem 3.3 (Theorem 2.22 on p. 76 of [26]). Let Y1,Y2,... be i.i.d. copies of a
non-degenerate real-valued random variable. Then, for each fized t > 0, we have

lim supP ZY]—U <t| =0.
j=1

n—oo u€ER

We will need the following result in order to apply Theorem 3.3.

Lemma 3.4. Let i be a non-degenerate probability measure on C, and let X be
a random variable with distribution p. Then there is a Lebesque measurable set
E,, C C with A(E,,) = 0 so that, for any z € C\ E,,, log|z— X| is a non-degenerate
random variable.

Proof. Suppose there exists zg € C so that log |29 — X| is degenerate. Thus, it must
be the case that |z — x| is constant for all € supp(u). By assumption, supp(u)
contains at least 2 points; if supp(u) is precisely two points, then set E, to be
the line that is equidistant from the two points. If supp(u) contains at least three
points, then there is at most 1 point equidistant from the three points, and we set
E, to be this point. ([l

We now complete the proof of Lemma 2.2.

Proof of Lemma 2.2. For any subset S of [m], define the polynomial sum
qs(2) ==Y _ puil(2).
kes

If S is nonempty, the roots of ¢g can have at most countably many atoms. Let
G be the collection of all atoms of the roots of gs as S ranges over all nonempty
subsets of [m] and n ranges over N. Then G is at most countable and A\(G) = 0.

For each 1 < k < m, let F,,, and E,, be the sets from Lemmas 3.1 and 3.4,
respectively. Set

F:=GU|J (F.,UE,).
k=1

It follows that A(F') = 0.
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Fix z € C\ F. Our goal is to show that

> puklz)
k=1

in probability as n — co. In order to do so, we will show that every subsequence of
{n}n>1 has a further subsequence so that the convergence in (21) holds along this
further subsequence.

Recall that {n1}n>1,{n2}n>1,-.., {"m}n>1 are sequences indexed by n. Con-
sider an arbitrary subsequence of {n},>1, which, for simplicity, we will denote as
{n}n>1. We now consider a further subsequence, again denoted by {n},>1, so that,
along this further subsequence, each {ny},>1 is either bounded or limny = co. Let

1
(21) Elog — max Uy, (2)

1<k<m

S:={1 <k <m:limng = o0},

and let S¢ be the complement of S in [m]. Stated another way, S¢ contains the
indices which correspond to bounded degree sequences. We can then decompose
our sum as

m
(22) > pnk(2) =Y pan(z) + ase(2),
k=1 kes
where gge contains the “low-degree” polynomials; in particular, the degree of gge
is bounded.
The proof of the lemma is divided into four main steps.

Step 1 We first claim that for each 1 > ¢ > 0 and any k,l € S with k # [,
(23) P (g < o2l gl> = o(1).

|pn,l(z)|
To establish (23), we first note that, since z € C\ F, z avoids the collec-
tion of all atoms of the roots of p, . and p,, ;. Thus, the ratio p, k(2)/pn,i(2)
on the left-hand side of (23) is well-defined and nonzero, except on events
which hold with probability zero, which we safely ignore for the remainder
of the proof. By conditioning on p,, ;, we have

n,k\Z _ _
P (5 < w <e 1> =P (|1og [P,k (2)| — log [pn.i(2)]| < loge 1)

i (2)]
ng
<supP loglz — X; 1| —ul <lo e 1],
sup (Z gl k| g )

i=1
By Lemma 3.4, since z € C\ F, log |z — X1 x| is a non-degenerate random
variable. Therefore, by Theorem 3.3 and since ny — oo as n — 0o, we have
that

nk
Zlog|z — Xkl —u

n—oo
u€eR i—1

lim supP < < log e_1> =0,

which establishes (23).
Step 2 We claim that if S¢ is non-empty, then for each 1 > e >0 and any k € S

Pk _ 1) _
(24) ]P’<5< g5 (2)] <e >— (1).
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The proof of (24) is identical to the proof of (23), except now we condi-

tion on ggc; we omit the details.
Step 3 We now use the previous two steps to show that

Z pn,k(z)
k=1

in probability as n — co when S¢ is nonempty and

an,k (Z)
k=1

in probability as n — oo when S€¢ is empty.
To prove (25), assume S€ is non-empty, and define

o U ol s

kleS kes

(25) %log — %logmax({|pn7k(z)| 1k e Stu{lgse(2)|}) — 0

1 1
(26) - log - logmax {|pn.x(2)|: k € [m]} — 0

pn,k(z)

qse (Z

pn,k(z)

pn,l(z

< 2m} .
k#l

By (23) and (24), it follows that P(Q) = o(1), and hence it suffices to work
on the event 2¢. Fix a realization w € Q°. We consider two cases. If, for
some s € S,

[Pn,s(2)] = max ({|pnk(2)] : k € S} U {[gs(2)[})

then, for the fixed realization w,

Dn k(z) 1
27 : —, keSk
(27) puae)| S2mr FESKAS
and
gse(2) 1
28 —.
(28) Dn,s(2) 2m
Thus, factoring out p,, s(z), we have that
L iog 3 pr(2)| = 10| 3 pus(2) + a2
n g Pnkl2)) = og Pn,k(Z) + qse(Z
k=1 kes
1 1 " c
= L rog o () + L 10g 1+ZP k(%) e (2)
n n 2 p0a(®) " paa(2)
k+#s
1 1
= —log|pn,s(2)| + O (_) )
n n
where we used (22) in the first step and (27) and (28) in the last step. In
the second case, if
|gs¢(2)| = max ({|pnk(2)| : k € S} U{lgs:(2)]}),
then
n 1
(29) Pk (2) <—, kes
qs<(2) 2m
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Thus, factoring out gge (z), we have

an,k(z) an k + qSC )
k=1

kesS
pn Z

kes gse(2)

1
— log = log
n

= loquSC( )|+ —log

1 1
— Lioglgse (=) + 0 (—)
n n

where we used (29) in the last step.
Therefore, for the fixed realization w, we conclude that

> pokl(2)
k=1

and the convergence in (25) holds on Q°.
Lastly, if S€¢ is empty, an analogous argument establishes (26); we omit
the details.
Step 4 Finally, we use the law of large numbers to show that

- %mgmax(ﬂpn,k(zn ke Su{lgs(2)|}) + O <%) )

1
— log
n

1
(30) - logmax ({Ipna(2)| k€ SHU {Jase(2)l}) — max Uy, (2)
in probability as n — oo when S¢ is nonempty and
1
(31) - log max {|pn.x(2)| : k € [m]} — 12}%)(7” ckUp, (2)

in probability as n — oo when S€¢ is empty.
Indeed, for k € S, we have that

1 &
10g|pnk Zlog|z— Xikl = <n—kzlog|2—xi,k|>,
=1

and so by the law of large numbers (and the assumptions that z € C\ F
and Wi € ’P]ogJr (C))

N 1 ok
==Y log|z — Xix| | — &l
= (n > logl: ,k|> ex Uy (2)

almost surely as n — oo. Thus, by continuity of the pointwise maximum,
1
(32) ﬁlogmax{|pn7k(z)| ckesS} —>ré1é1§(ckU#k(z)

almost surely as n — oo. If S is empty, then S = [m] and (31) follows
from (32).

Assume S€ is nonempty. Recall that

gse = Y pni(2)
kese

and ¢ = lim, o0 Z—k =0 for all kK € S¢. We have that

!
- Oga 210g|2_§z

Mjn

aH (z —&)

1
—log |gs<(2) log
n
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where n;, is the degree of gse, a is the leading coefficient of gg-, and
&1, ..,&n,; denote the roots of gsc. Since the roots of gse avoid z with
probability 1 and n;, is bounded, it follows that

—Zloglz—szl —0
i=1
almost surely as n — oo. In addition, since 1 < a < m — 1, we have that
1
%82 .9
n
as n — 0o, and hence
1
(33) —log[gse(2)| — 0

almost surely. Since ¢,Uy, (z) = 0 for any k € S°, (30) follows from (32),
(33), and the continuity of the pointwise maximum.

Combining (25) and (30) (alternatively, (26) and (31) when S€¢ is empty) com-
pletes the proof of the lemma. (I

4. PROOF OF LEMMA 2.3

We now turn to the proof of Lemma 2.3. The proofs in this section are similar to

the arguments given by Kabluchko in [14]. Recall that z{™, ..., 2" are the roots of
> pey Pn,k- Since the random variables |z£n) L.y |z7(1n)| can have at most countably

many atoms, it follows that, for all but countably many values of s € [0,00),
there are no roots of >./" | p,r of modulus s for all n > 1 with probability 1.
Throughout this section, when we write » and R, we assume these two values
satisfy this property.

The proof of Lemma 2.3 is based on the Poisson—Jensen formula for

> puklz)
k=1

see, for example, Chapter 8 of [21]. Let R > r > 0, and let yln) "'792) be the

zeros of 3" pn. in the disk B(R) (repeated according to multiplicity). While ¢,,
is a random variable, it will always satisfy the deterministic bound ¢, < n.

For any z € B(r) which is not a zero of ;" | p, k, the Poisson—Jensen formula
states that

log

("))

zR—i—Zlog |
— Y, =

(34) log

m
an,k(z
k=1

where

27 m
(35) I.(z R) := ;ﬁ / 1og |y pni(Re™)

k=1

Pg(|z|,0 — arg z) df

and Pgr denotes the Poisson kernel
R? —#2
R? + 2 — 2Rt cos(6)

We will need the following observation.

(36) Pr(t,0) := € [0,R],6 € [0, 27].
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Lemma 4.1. For each R > 0, there is a constant C > 0 (depending only on
R,ym, 1, ..., 1um) so that

1 2T
— 1
2, e

dg| <C.

Z pn,k(Reie)

k=1

E

Proof. Since

log,, an K(Re”)| <lo (Z Pk (Re™)] )
k=1
<log, (m max Ipn,k(Re“’)l>
< Zlong ‘pn7k(Rei0)| + logm,
the result follows by applying Fubini’s theorem and Proposition 2.5. O

We now obtain an upper bound for I,,(z; R) that holds uniformly for z € B(r).

Lemma 4.2. For every 0 < r < R there is a constant C > 0 (depending only on
ryRym, 1, ..., um) so that

1 C
P{—= sup I,(z;R)>t] < —
N 2eB(r) 3

for allt > 0.
Proof. By (36), there exists M > 1 (depending on R and r) so that

% < Pr(|z|,0) <M for all z € B(r),0 € [0, 2x].

1 27
— 1
2m /0 08+

M 2
— 1
27 /0 08+
k=1

> pnr(Re?)| do
and hence it suffices to bound

M 27
P|— I do >t ).
(27771/0 08+ - )

The claim now follows from Markov’s inequality and Lemma 4.1. ([l

Thus, we have

Z Pk (Reie)

k=1

I, (z; R)

IN

Pr(|z],0 — arg z) do

3

Z pn,k(Reie)

k=1

We will use the Poisson—Jensen formula again to obtain a lower bound on
I,(z; R). We start with the case when z = 0. Recall that F' is the exceptional
set from Lemma 2.2 that has Lebesgue measure zero. We will assume throughout
that 0 ¢ F. This is not a restriction since if 0 € F, we can find some a € C\ F' and
prove Theorem 1.4 with the random variables X; ; replaced by X;; — a. Indeed,
shifting the roots of the polynomials p, x, 1 <k < m by a shifts each of the roots

zin), -, 25 of the sum > ity Pnk by a as well.
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Lemma 4.3. Assume 0 ¢ F and R > 0. There is a constant A > 0 (depending
only on 1, ..., fm and c1,...,¢m) so that

lim P (lln(o;R) < —A) =0
n—oo n

Proof. From the Poisson—Jensen formula (34) with z = 0, we have

(n)
an k

where yin), e ,ygj) are the zeros of > ;" pn in the disk B(R). Thus, it follows

log 2(0; R) +Zlog Ye_

=1

that
Lo r) > L 3 0
~1,(0;R) > —log | > _pnx(0)
k=1
and so
1 1 -
Pl-I,0;R)<—-A)<P| -1 nk(0)] < —A
(21.0:) < -a) (nog];p,m )
for any A > 0.

Since 0 € F', by Lemma 2.2, we obtain

> pui(0)
k=1

in probability as n — oo. Therefore, choosing A > 0 so that

1
- log —  max cxU,, (0)

-A<  ax ctU,, (0)
completes the proof. (I

We now extend Lemma 4.3 to a lower bound on inf.c g,y I(z; R).

Lemma 4.4. Assume 0 ¢ F. For any 0 < r < R, there is a constant B > 0
(depending only on v, R,m, i1, ..., fim and ¢1,...,Cn) so that for all K > 1 we
have

limsupIE"<l inf I(z; R)<—BK> <1/K.

n— oo n z€B(r)

Proof. By (36), there exists M > 1 (depending on R and r) so that
1
i < Pgr(]z],0) < M for all z € B(r),0 € [0, 27].

From (35), we bound

o 1 [ (1
(xR > = —1
n =10 n/o <M e k=1

mek(Reie) — M log_
Iy (- 1YL [T
a ' M n Jo g+

Z pn,k(Rew)

k=1

Z Pk (Rew)

k=1

>d9

dé.
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Therefore, we find

]P’<l inf I(z;R)S—BK)

N zeB(r)
<P <ﬂln(0;R> < _BK>
n 2
1\1 /% i . BK
Pl(MmM-—)= 1 Eand9>—.
* (( M)n~/0 o8+ k:1p 7k( ‘ ) o2 )

By Lemma 4.3, the first term on the right-hand side converges to zero as n tends to
infinity for B > 0 sufficiently large and any K > 1. Applying Markov’s inequality
and Lemma 4.1 to the second term with B sufficiently large completes the proof of
the lemma. (]

Lemma 4.5. Assume 0 € F. For 0 <r < R, the sequence

1 . 2 5
{ﬁ [, e B0 ax >}

Proof. We want to show that for all € > 0 there exists t > 0 so that

n>1

is tight.

1

(37) P —2/ (R dA(z) >t ) <e
n® JB(r)

for all n > 1. Clearly (37) holds when € > 1, so let 0 < € < 1. For any n > 1, we

can bound

sup I,(z;R)

2
z; 2 z 7r? max in z;
@) [ R e < ERCLINES

z€B(r)

Observe that if the maximum on the right-hand side of (38) is given by
2

3

sup In(z; R)
z€B(r)

we must have that sup,cp(,) In(2; R) > 0. Similarly, if the maximum is given by
[infzeB(r) In(z;R)}Z, then inf.cp() In(2; R) < 0. Let C be the positive constant

from Lemma 4.2. Let t; > 0 be chosen large enough such that C\T/g < 5. Then we

can bound
2

>t1, sup In(z;R) >0

2
P % sup I,(z; R)
z€B(r)

n z€B(r)

<

€
Vi 2

where the first inequality follows from Lemma 4.2. Similarly, let B be the positive

1 ¢
(2 swp LR > L) < 9T
N 2eB(r) r

constant given in Lemma 4.4. Let ¢t > 0 be chosen large enough such that Brfg <
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7. Note that since 0 < e < 1, Bﬁ? > 1. We have

mr? ?
P|— [ inf In(z;R)] >t9, inf I,(z;R) <0
) z€B(r)

n? |zeB(r
1 t
:P(— inf I,(z;R)<— —22>

n zeB(r) r
1. Vi
—P (= inf I(xR)<(-B .

By Lemma 4.4, there exists N € N so that for all n > N, we have

m»SBrﬁ e ¢

Brom Jh 1°%3

by the choice of t5. For the remaining 1 < n < N, by continuity of measure, there
exists t3 > 0 so that

]P><l inf In(z;R)g(—B)(

N zeB(r)

1
sup P — inf I,(z;R) < —t3] <
n zeB(r)

€
1<n<N 2

Letting ¢t = max{t1, to, t3}, for any n > 1, we have that

1 2
Pl —= I,(z; R)|” d\(z) >
(HQ/B(T)[ (3 R) <>>t>

7TT2
<P | — | sup IL.(zR)
n? [ZGB(T)

2

>t sup L(=R) >0
z€B(r)

ar? [ . 2 ,
+P| — | inf L(5R)| >t inf I,(zR)<0

n z€B(r) z€B(r)

<z +

N ™
N ™

™

which establishes (37). O
We are now in position to complete the proof of Lemma 2.3.

Proof of Lemma 2.3. Recall that F' denotes the exceptional set from Lemma 2.2.
As noted in the paragraph preceding Lemma 4.3, without loss of generality, we may
assume 0 € F. We assume 0 € F' for the remainder of the proof.

By (34) and the Cauchy—Schwarz inequality,

1 i 1 5
(39) — / log? Pok(2)] dA(2) € = / [I.(z; R)]” d\(z)
n® Jp(r) ; n2 Jp(r)
én _ (n)
+£—’;Z/ log? | BEZYe )| gy,
= /B R2—y§")z

where y%n), .. ,yéf) are the zeros of Y ;| pn i in the disk B(R).
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Note that for any y € B(R) and z € B(r), |R? — yz| is uniformly bounded below.
Since log | - | is locally square integrable on C, this implies that

R
sup / log® (27
yeB(R) JB(r)

)
T2 dA(z) = Og(1).
Thus, bounding ¢, < n yields the deterministic bound

Ln

ln R(z -y R
EDON T BEZv )| gye) < sup [ o %’ dA(2) = Op (1),
ne 5 /B) R2—y§n)z yE€B(R) J B(r) R
Lemma 4.5 implies that the sequence
1
{ﬁ [ iRy dA(z)}
B(r) n>1

is tight. Since a tight sequence plus a deterministically bounded sequence is tight,
we conclude from (39) that
dA(z) }
n>1

1/ 5 |
— 1Og pn,k(z)
{"2 B(r) kz::l

is tight, and the proof is complete. (I

5. PROOF OF THEOREM 1.7

This section is devoted to the proof of Theorem 1.7. We begin with some lemmata
which we will need for the proof.

Lemma 5.1. If u € P(C), then for each point x € C and Lebesgue almost all
€ (0,00), we have

1
log, ——— du(w) < oco.
~/(C + ||w_ ( )

Proof. By shifting the measure p, we may assume without loss of generality that
2 = 0. In this case, by Fubini’s theorem, we have

/ A // 08, g =7 dr )
</ / togl1/s| s d(u) =

where we used the fact fil log|1/s|ds = 2. We conclude that

1
log, ——— du(w) < o
/«: " wl =7
for Lebesgue almost every r > 0. (]

For 1 € P(C) and each x € C, define

Fgé‘:={7°>0:/logJr du(w):oo}.
C

By Lemma 5.1, the set F¥ has Lebesgue measure 0 for every x € C. In addition, if
X is a random variable with distribution u, then F¥ contains the atoms of | X — z|.

|lw— x| —r
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Lemma 5.2. Let u € P(C), and define the random polynomial

2= [[¢- X)),

where X1, Xa,... are iid random variables with distribution p. Then for each x € C
and all v € (0,00) \ F¥, almost surely

1
fim sup - max log | fn(z + 2)| —log M(fn)| < o0,
n—o0 Z|=r

where M (f,,) is the Mahler measure of f,, defined in (7).

Proof. We first prove the lemma in the case when x = 0. Let r € (0,00) \ F}'. For
|z| = r, we upper bound

n

log|fa(2)] = ) log|z — X}

J=1

<) log(1+7+1X;])

j=1
Z log(2+ ) Z (log | X;| + log(2 + 7))
7 X;51<1 J:X5>1
< nlog(2+r)+log M(fn).

S

Thus, we obtain the deterministic bound

(40) maxllog|fn( )| < %logM(fn) +log(2+ 7).

|z|=r

For the other direction, we bound

Irr|11n10g|fn |>Zm1n10g|z—X|

Jj= 1

Zloglr— Rl
j=1

> Y log(lX] - Zlog+ |X|
JiX;|>r+1
r - 1
= Z log | X,| + Z log(l——|X_|>—Zlog+ 7|X-|—r
Ji X5 |>r+1 i X5 >r+1 J j=1 J
1
>log M(fn) — Z log | X;| —nlog(1+7) — zjlogJr Xi=r
Ji1<|X;|<r+1 j=1

1

> log M(fn) —2nlog(l+r) — Zlong |X|

Jj=1
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For the last term on the right-hand side, the law of large numbers implies that

almost surely
% Z log — /C log,
j=1
where we used the assumption that r ¢ F)'. Together with (40), the bounds above
complete the proof of the lemma in the case when = = 0.

Fix x € C with « # 0, and define g,,(z) := f.(x + 2). The roots of g,, are simply
the roots of f,, shifted by z. If v is the probability measure formed from shifting
u by x, then the roots of g, are drawn independently from v. Since p € P(C)
was arbitrary in the argument above, we can apply that argument to v to conclude
that, for all » € (0,00) \ F = (0,00) \ F¥, almost surely

1 1
— ——— | dp(w) < oo,
X, —r ol - ‘

1
lim sup — max | log | g, (2)| — log M (g,,)| < oo.

n—oo N |z|=r

Thus, in order to complete the proof, it remains to show

(41) [ log M(fn) —log M(gn)| = Ox(n)
almost surely. Since x € C is fixed, the bound in (41) follows from a simple term-
by-term comparison using (7). This completes the proof of the lemma. ([

We will need the following deterministic proposition in order to complete the
proof of Theorem 1.7. In order to handle cases (i), (ii), and (iii) simultaneously, we
assume the two polynomials have degree d,, for an arbitrary degree sequence {d,, }.
We use the notation

Q+iQ={a+ib:a,beQ},
where ¢ denotes the imaginary unit. We let B be the boundary of B C C.
Proposition 5.3. Let {an}n>1 and {Bn}tn>1 be sequences of complex numbers,
and define the sequence of polynomials

dn drn

fa(2) =11 —as), gn(z) =[]z~ 6))

j=1 j=1

for a degree sequence {dy}n>1. Suppose the empirical measure
d
1 n
d, Z Oa
j=1

constructed from the roots of f,, converges weakly to a measure p € P(C) as n — oo.
Assume, for each v € Q + iQ, there is a countable dense subset R, C (0,00) so
that, for all v € Ry,

1
(42) limsupd—lmlax|log|fn(x+z)| —log M(fn)] < o0
n—oo n |Z|=T
and
1
(43) lim sup — max|[log gn(x + 2)| — log M (gn)| < oco.

n— o0 dn [z|=r

In addition, assume for each x € Q +1iQ and r € Ry that n(0B(x,r)) =0. If

(44) Tim - (log M(f,) ~ log M(g)) = +ox,
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then the empirical measure
d
1 n
Pn = i Z 5z§.")
7j=1
(n)

formed from the roots z, 7, ..., zéz) of fn + gn converges weakly to p as n — oo.

Proof. Let A’ be the collection of all open balls B(z,r), where 2 € Q + iQ and
r € R,. Let A be the collection of all finite intersections of the open balls from
A’. Tt follows that A is a m-system and that any open set in C can be written as a
countable union of sets in A. Thus, by Theorem 2.2 in [2], it suffices to show that
pn(B) = u(B) as n — oo for any B € A.

Fix B € A. Then B = B; N---N By, where By,...,B, € A’. By supposi-
tion, u(0B) = 0 (i.e., B is a p-continuity set). Thus, since the empirical measure
constructed from the roots of f,, converges weakly to p by assumption, it follows
that

{1<j<d,:a; € B}
dn
as n — oo, where |S| denotes the cardinality of the finite set S. Therefore, to
complete the proof, it suffices to show that f,, has the same number of roots in B
as fn+ gy, for all n sufficiently large. For this we will use Rouché’s theorem. Indeed,
by suppositions (42) and (43), there exists a constant C' > 0 so that

1 1
a log |fn(z)| > e 1OgM(fn) -C

— u(B)

and
1
dn,
for all z € 9B;, 1 <1 <k and all sufficiently large values of n. In view of (44) and
the fact that B C UF_,0B,, we conclude that

for all z € 0B and all sufficiently large values of n. Therefore, by Rouché’s theorem
(see Exercise 24 in Chapter 10 of [30] for the general form of Rouché’s theorem
used here), f, and f, + g, have the same number of roots in B for all n sufficiently
large. This completes the proof of the proposition. O

1
log |gn(2)| < = log M(gn) + C

We now complete the proof of Theorem 1.7.

Proof of Theorem 1.7. To start, assume case (i) holds. Recall that this means the
event

1
Q= {nh_)rléo - (log M (py,) —log M (qn)) = +OO}

holds with probability 1.

In view of Lemmas 5.1 and 5.2, for each z € Q +iQ, let R, C (0,00) be a
countable dense set® with p(0B(z,7)) = 0 = v(0B(x,r)) for all r € R, and such
that )

lim sup — Imléix [log |pn(z + 2)| — log M (pn)| < oo

n—oo N

2Since p and v are probability measures, for any fixed € C, there is at most a countable
number of values for r > 0 so that u(0B(z,r)) + v(8B(z,r)) > 0.
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and
1
lim sup — Imlax [log |gn (x + 2)| — log M (gn)| < o0
n—oo N |z|=r

almost surely for r € R,. Let (23 be the event that these two limit superiors are
finite for all z € Q 4+ ¢Q and each r € R,. Since Q 4+ iQ is countable and, for each
x € Q+1Q, R, is countable, it follows that Q5 holds with probability 1. Let Q3 be
the event that the empirical measure

1 n
n 20

constructed from the roots of p,, converges weakly to u as n — oco. It follows from
Proposition A.1 and the law of large numbers that 25 holds with probability 1, and
hence the event 2 := Q1 N Qs N Q3 also holds with probability 1. Proposition 5.3
implies that on Q, p, converges weakly to p as n — oo. This completes the proof
of case (i).

By reversing the roles of p,, and ¢y, an identical argument applies when case (ii)
holds; we omit the details.

Finally, assume case (iii) holds. Recall that this means the event

Q4 := {limsup S,, = +o0 and liminf S, = —oo}

holds with probability 1, where S, is defined in (8). Let 5 be the event that the
empirical measure

1 n
w20

constructed from the roots of ¢, converges weakly to v as n — oo. It follows from
Proposition A.1 and the law of large numbers that Q5 holds with probability 1. Fix
a realization w € Qo N Q3N Qy N Q5. Then there exist subsequences {nx} and {n;}
(depending on w) so that limy_ o0 Sp, = 400 and lim;_, S,, = —o0. Applying
Proposition 5.3 along these subsequences, we conclude that p,, converges weakly
to u as k — oo and p,, converges weakly to v as { — 0o. Since Q2 N Q3 N2y N Q5
holds with probability 1, this completes the proof of case (iii). O

APPENDIX A. CONVERGENCE OF RANDOM MEASURES

Recall that B(r) is the open ball of radius r > 0 centered at the origin in the
complex plane. The following result concerning the weak convergence of random
probability measures can be deduced from the more general results in [1]; we provide
a proof for completeness.

Proposition A.1. Let {u,}n>1 be a sequence of random probability measures on
C, all defined on the same probability space, and let u € P(C) be deterministic. If,
for every bounded continuous function f:C — C,

(45) /Cfdun—>/cfdu

almost surely as n — oo, then

(46) P ({pn} converges weakly to 1 as n — oo) = 1.
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Proof. For any k € N, let r;, > 0 be such that u(C\B(ry)) < 1/k. Let fr : C — [0, 1]
be a continuous function so that fx(z) =1 for all z € B(ry) and fr(z) = 0 for all
z ¢ B(ri + 1). Let ©; be the event that

/fkdun—>/fkdu

for all k € N. By supposition (45) and the fact that N is countable, €; holds with
probability 1.

In addition, on 1, the sequence { iy }n>1 is tight. Indeed, given any € > 0, there
exists 1/k < e so that

in(Blrg +1)) > /ka djin —> [ka di > p(B(r) > 1—1/k>1—¢

on Ql .
Define the (random) characteristic function of y, by

ulot)i= [ TN (), st R
C

and the deterministic characteristic function of u by
o(s,t) = / els Re(2)+tIm(=)) g, 2y, s, t € R.
C

Let €23 be the event that ¢, (s,t) = ¢(s,t) for all s,¢ € Q. It follows from assump-
tion (45) that 5 holds with probability 1, and hence the event Q := 7 N Q5 holds
with probability 1.

Fix a realization w € Q. We will show that {u,}n>1 converges weakly to u for
this fixed realization w. Let {fn, }x>1 be an arbitrary subsequence. Since {n }n>1
is tight, {ftn,}r>1 is also tight and there exists a further subsequence {fin,, }i>1
and a measure p’ € P(C) so that {fin,, }1>1 converges weakly to pi as I — oo. This
implies that ¢, (s,t) = ¢'(s,t) as | — oo for all s,t € R, where

¢/(S,t) — / ei(sRc(z)+tIm(z)) d/l/(Z), s,teR
C

is the characteristic function of 4. However, it follows that ¢y, (s,t) = ¢(s,t) as
I — oo for all s,t € Q. By continuity of the characteristic functions ¢ and ¢’, it
must be the case that ¢(s,t) = ¢/(s,t) for all s,t € R, and hence p = p'.
Therefore, we have shown that every subsequence of { iy, }»>1 has a further subse-
quence that converges weakly to p. It follows from Theorem 2.6 in [2] that {i, }n>1
converges weakly to p as n — oo for any fixed realization w € €. Since 2 holds
with probability 1, the conclusion in (46) follows. (]
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