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Abstract— This paper addresses the problem of composite
synchronization and learning control in a network of multi-
agent robotic manipulator systems with heterogeneous non-
linear uncertainties under a leader-follower framework. A
novel two-layer distributed adaptive learning control strategy
is introduced, comprising a first-layer distributed coopera-
tive estimator and a second-layer decentralized determinis-
tic learning controller. The first layer is to facilitate each
robotic agent’s estimation of the leader’s information. The
second layer is responsible for both controlling individual robot
agents to track desired reference trajectories and accurately
identifying/learning their nonlinear uncertain dynamics. The
proposed distributed learning control scheme represents an
advancement in the existing literature due to its ability to
manage robotic agents with completely uncertain dynamics
including uncertain mass matrices. This allows the robotic
control to be environment-independent which can be used in
various settings, from underwater to space where identifying
system dynamics parameters is challenging. The stability and
parameter convergence of the closed-loop system are rigorously
analyzed using the Lyapunov method. Numerical simulations
validate the effectiveness of the proposed scheme.

I. INTRODUCTION

Robotics has many applications from manufacturing to
surgical procedures [1], [2], [3], [4]. However, controlling
robots in space and underwater is challenging due to un-
predictable robot dynamics in such environments. Also, the
increasing demand for high precision and operational com-
plexity has shifted the focus towards cooperatively utilizing
multiple standard robots. This is beneficial with improved
efficiency, cost reduction, and redundancy [5], [6]. To this
end, numerous studies have been done to formulate diverse
decentralized control strategies for coordinating multiple
robotic arms [7].

Despite extensive research, one critical outstanding chal-
lenge is the management of model uncertainties which can
impair the performance of distributed control systems [8].
Some studies have examined the role of uncertainties in
robotic arm control [9], however, these did not extend their
findings to the synchronization of multiple robots. [10]
explored a virtual leader-follower strategy for robot manip-
ulators under uncertainties and disturbances. While a high-
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gain observer was used for velocity estimation, this approach
risks exciting unmodeled high-frequency dynamics and mag-
nifying measurement noise. Such issues make controller
implementation challenging and necessitate meticulous pa-
rameter tuning. Another drawback in the existing literature is
the assumption of homogeneous system dynamics across all
robots, which is often not the case in real-world applications.
Meanwhile, [11] ignored system uncertainties and assumed
full model knowledge. Furthermore, while some research has
considered non-identical robotic systems [10], others [12]
mostly focused solely on achieving adaptive tracking con-
trol, without consideration for the convergence of controller
parameters to their optimal states. Previous literature has not
fully tackled the learning of system uncertainties without
certain assumptions. These include having a known Mass or
Inertia matrix [13], and using large gains to suppress errors
caused by the Coriolis and Centripetal force matrix [9]. In
contrast, our work uniquely identifies the nonlinear uncertain
dynamics of each robot without making any assumptions on
certainty or structure of each system.

In this study, we make a significant step forward com-
pared to previous research. This framework is completely
independent of any multi-agent system attributes, rendering
this method universally applicable to any nonlinear Euler-
Lagrange (EL) system dynamics. We tackle the challenges
of achieving synchronization control and integrating learning
capabilities into multi-robot systems with heterogeneous
nonlinear uncertain dynamics without any knowledge of
each robotic system’s nonlinearities. Our control architecture
employs a fixed directed graph communication with a virtual
leader with linear dynamics. The control strategy is dual-
layered: The first layer focuses on cooperative estimation,
allowing agents to have inter-agent communication and share
leader-estimated states and system matrices. The second
layer involves a decentralized adaptive learning controller to
regulate each robot’s state and pinpoint its unique dynamics
using first-layer estimates. The second layer operates without
any data sharing, allowing each local robot to implement
its adaptive learning controller in a completely decentralized
way. Our adaptive learning control law uses precise function
approximation with Radial Basis Function (RBF) Neural
Networks (NN) for the identification of systems uncertain
dynamics. This enhances control over robotics in space and
underwater environments, where the system dynamics are
often unpredictable. We confirm the efficacy of the approach
through mathematically rigorous analysis and comprehensive
simulation studies.



II. PRELIMINARIES AND PROBLEM STATEMENT

A. Notation and Graph Theory

We denote the set of real numbers as R. Rm⇥n is
the set of real m⇥ n matrices, and Rn is the set of
real n⇥ 1 vectors. A⌦B signifies the Kronecker prod-
uct of matrices A and B. Given two integers k1 and
k2 with k1 < k2, I[k1, k2] = {k1, k1 + 1, . . . , k2}. For a vector
x 2 Rn, its norm is defined as |x| := (xT

x)1/2. For a square
matrix A, �i(A) denotes its i-th eigenvalue, while �min(A) and
�max(A) represent its maximum and minimum eigenvalues,
respectively. A directed graph G = (V,E) comprises nodes in
the set V = {1, 2, . . . , N} and edges in E ✓ V ⇥ V . An edge
from node i to node j is represented as (i, j), with i as the
parent node and j as the child node. Node i is also termed
a neighbor of node j. Ni is considered as the subset of V

consisting of the neighbors of node i. A sequence of edges
in G, (i1, i2), (i2, i3), . . . , (ik, ik+1), is called a path from node
i1 to node ik+1. Node ik+1 is reachable from node i1. A
directed tree is a graph where each node, except for a root
node, has exactly one parent. The root node is reachable
from all other nodes. A directed graph G contains a directed
spanning tree if at least one node can reach all other nodes.
The weighted adjacency matrix of G is a non-negative matrix
A = [aij ] 2 RN⇥N , where aii = 0 and aij > 0 =) (j, i) 2 E.
The Laplacian of G is denoted as L = [lij ] 2 RN⇥N , where
lii =

PN
j=1 aij and lij = �aij if i 6= j. From [14], L has one

zero eigenvalue and remaining eigenvalues with positive real
parts if and only if G has a directed spanning tree.

B. Radial Basis Function NNs

The RBF Neural Networks (NN) can be described
as fnn(Z) =

PN
i=1 wisi(Z) = W

T
S(Z), where Z 2 ⌦Z ✓ Rq

and W = w1, ..., w
T
N 2 RN as input and weight vectors

respectively. N indicates the number of NN nodes,
S(Z) = [s1(||Z � µi||), ..., sN (||Z � µi||)]T with si(·) is a RBF,
and µi(i = 1, ..., N) is distinct points in the state space.
The Gaussian function si(||Z � µi||) = exp

h
� (Z�µi)

T (Z�µi)
⌘2i

i

is generally used for RBF, where µi = [µi1, µi2, ..., µiN ]T

is the center and ⌘i is the width of the receptive field.
The Gaussian function categorized by localized radial basis
function s in the sense that si(||Z � µi||) ! 0 as ||Z|| ! 1.
It has been shown in [15], for any continuous function
f(Z) : ⌦Z ! R where ⌦Z ⇢ R

p is a compact set, there exists
an ideal constant weight vector W

⇤, such that for each
✏
⇤
> 0, f(Z) = W

⇤T
S(Z) + ✏(Z), 8Z 2 ⌦Z , where ✏(Z)

is the approximation error which can be made arbitrarily
small given a sufficiently large node number N. Moreover,
according to [16], given any continuous recurrent trajectory
Z(t) : [0,1) ! R

q , Z(t) remains in a bounded compact set
⌦Z ⇢ Rq, for RBF NN W

T
S(Z) with centers placed on a

regular lattice (large enough to cover compact set ⌦Z), the
regressor subvector S⇣(Z) consisting of RBFs with centers
located in a small neighborhood of Z(t) is persistently
exciting (PE).

C. Problem Statement

We consider a multi-robot manipulator system of N robots
with heterogeneous uncertain nonlinear dynamics:

Mi(✓i)✓̈i + Ci(✓i, ✓̇i)✓̇i + gi(✓i) = ⌧i, i 2 I[1, N ], (1)

where ⌧i 2 Rn is the vector of input signals. The sub-
script i denotes the i

th robotic agent. For each i 2 I[1, N ],
✓i = [✓i1, ✓i2, ..., ✓in]T 2 Rn are the joint positions, ✓̇i, ✓̈i are
the joint velocities and accelerations, respectively. M 2 Sn+
is a positive definite mass matrix, C 2 Rn⇥n is the matrix
containing Coriolis and Centripetal forces, g 2 Rn is the
gravity term. It is crucial to note that as opposed to our
previous work [13], we make no assumptions about the
certainty of any system matrices (M,C, and g) for control
design. We rewrite the system dynamics as:

ẋi1 = xi2

ẋi2 = M
�1
i (xi1)[⌧i � Ci(xi)xi2 � gi(xi1)]

(2)

where xi1 = ✓i, xi2 = ✓̇i, and let xi be a column vector of
xi1 and xi2. The virtual leader’s dynamics is:

�̇0 = A0�0 (3)

Here, ”0” marks the leader node. The leader state �0 is a
column vector of x01 and x02. A0 is a constant matrix. We
make two assumptions, which do not sacrifice generality:

Assumption 1. All eigenvalues of A0 are imaginary.

Assumption 2. The digraph G has a directed spanning tree
rooted at node 0.

Assumption 1 ensures all the states of the leader dynamics
remain periodic and uniformly bounded. The Laplacian L of
the graph can be divided as follows using Assumption 2:
L =

PN
j=1 a0j �[a01, . . . , a0N ]
��1N H

�
. Here, � is a diagonal matrix and

H has only positive real parts for its non-zero eigenvalues.
Given the robotic systems (2) and a leader (3), with As-
sumptions 1-2, we aim to design such a controller that: (1)
Cooperative Synchronization: All robots should synchronize
to the leader, i.e., limt!1(xi1(t)� x01(t)) = 0 8i 2 I[1, N ].
(2) Decentralized Learning: Each robot should learn its own
dynamics via its local adaptive controller using RBF NNs.

To this end, a two-layer framework is proposed: The first
layer uses a distributed observer to estimate the leader’s state
and system information; The second layer uses a decen-
tralized controller for synchronization control and dynamics
learning. Only the first layer requires data sharing between
nearby robots and the second layer just works on local data.

III. DISTRIBUTED ADAPTIVE CONTROL

A. First Layer: Distributed Cooperative Estimator

In a distributed control setting, the leader’s information
including �0 and A0, may not be available to all agents.
This constraint leads us to create a distributed cooperative
estimator, enabling each agent to estimate the leader’s state



and dynamics through inter-agent collaboration:

˙̂�i(t) = Ai(t)�̂i(t) + �i1

NX

j=0

aij(�̂j(t)� �̂i(t)), 8i 2 I[1, N ]

(4)
The observer states for each robot �̂i = [x̂i1, x̂i2]T are
used to estimate the leader’s state �0 = [x01, x02]T . �i1 are
positive design constant numbers. The time-varying system
parameters Âi(t) are updated by the following for all i:

˙̂
Ai(t) = �i2

NX

j=0

aij(Âj(t)� Âi(t)), 8i 2 I[1, N ] (5)

Âi are used to estimate the leader’s system matrix A0 and
have dimensions n ⇥ n. The constants �i2 are all positive
numbers. By defining �̃i = �̂i � �0 and Ãi = Âi �A0, we
obtain the error dynamics for agent i:

˙̃�i(t) = A0�̃i(t) + Ãi(t)�̃i(t) + Ãi(t)�0(t)

+ �i1

NX

j=0

aij(�̃j(t)� �̃i(t)), 8i 2 I[1, N ]

˙̃
Ai(t) = �i2

NX

j=0

aij � (Ãj(t)� Ãi(t)), 8i 2 I[1, N ].

(6)

Define �̃ = col{�̃1, . . . , �̃N}, Ã = col{Ã1, . . . , ÃN},
Ãb = diag{Ã1, . . . , ÃN}, B�1 = diag{�11, . . . ,�N1}, and
B�2 = diag{�12, . . . ,�N2}, we can further obtain the error
dynamics for the entire network:

˙̃�(t) = ((IN ⌦A0)�B�1(H ⌦ I2n))�̃(t)

+ Ãb(t)⌦ �̃(t) + Ãb(t)(1N ⌦ �0(t)),

˙̃
A(t) = �B�2(H ⌦ In)Ã(t).

(7)

Theorem 1. Given the error system (7) and under As-
sumptions 1 and 2, for all i 2 I[1, N ] and any initial
conditions �0(0), �̂i(0), Âi(0), we have limt!1 Ãi(t) = 0
and limt!1 �̃i(t) = 0 exponentially.

The proof of Theorem 1 is similar to that of [13], which
will be omitted here to save some space.

B. Second Layer: Decentralized Learning Control
Given that the leader’s state information �0 is unavailable

to all robotic agents, �̂i will serve as the tracking reference
signal for control design of each local agent. The learning
control objective is met when each agent’s system states
xi converge to �̂i in a decentralized manner. For stability
analysis, we first state the following property of the robotic
system: the matrix Ṁi(✓i)� 2Ci(✓i, ✓̇i) is skew-symmetric
which means 1

2Ṁi(✓i) = 2Ci(✓i, ✓̇i). To this end, consider the
i
th robot with a reference signal in its controller as ẋri and
ẍri, while let a filtered output signal ri be:

ri = ẋi1 � ẋri = ėi + �iei 8i 2 I[1, N ] (8)

where �i > 0 and ei 2 Rn is the position tracking error:
ei = xi1 � x̂i1. ẋri2 is the second derivative of reference
signal with:

Mi(xi1)ẍri + Ci(xi, ẋi)ẋri + gi(xi) = Hi(�i) (9)

where �i = col{x, ẋ, ẋr, ẍr}. The unknown nonlinear func-
tion Hi(�i) is aimed to be approximated using the RBF
NN. Specifically, according to Section II-B, there exist
RBF NNs W

⇤
i
T
Si(�i) such that Hi(�i) = W

⇤T
i Si(�i) +

✏i(�i), 8i 2 I[1, N ], with W
⇤
i as the ideal constant weights,

and |✏i(�i)|  ✏
⇤
i is the ideal approximation errors which can

be made arbitrarily small given sufficiently large number of
neurons. Assuming Ŵi as the estimate of W ⇤

i , we construct
the decentralized learning control law as:

⌧i = Ŵ
T
i Si(�i)�Kiri, 8i 2 I[1, N ]. (10)

where Ŵ
T
i Si(�i) = [ŴT

i1Si1(�i), . . . , ŴT
inSin(�i)]T and

Ki 2 Rn⇥n. A robust self-adaptation law for online updating
Ŵi is constructed as:

˙̂
Wij = ��i[Sij(�i)rij + �iŴij ], 8i 2 I[1, N ], 8j 2 I[1, n].

(11)
where �i and �i are positive constant numbers with �i being
very small, rij represents the j

th element of ri. Substituting
(9) and (10) into (8) for all i 2 I[1, N ] yields:

ṙi = M
�1
i (xi)(W̃

T
i Si(�i)� ✏i(�)�Kiri � Ci(xi, ẋi)ri) (12)

where W̃i := Ŵi �W
⇤
i .

Theorem 2. Given systems (11) and (12). If there
exists a sufficiently large compact set ⌦�i such that
�i 2 ⌦�i 8i 2 I[1, N ], then for any bounded initial conditions
with Ŵi(0) = 0(8i 2 I[1, N ]) we have: (i) all the signals in the
system remain uniformly bounded; (ii) the position tracking
error xi1 � x̂i1 converges exponentially to a small neighbor-
hood around the origin, by choosing the design parameters
with Ki 2 Sn+ 8i 2 I[1, N ]. (iii) along the system trajectory
denoted by '(�i(t))|t�Ti starting from Ti which represents
the settling time of tracking control, the local estimated
neural weights Ŵi converge to small neighborhoods close
to the corresponding ideal values W

⇤
i�, and locally-accurate

identification of nonlinear uncertain dynamics defined in (9)
can be obtained by Ŵ

T
i Si(�i) as well as W̄

T
i Si(�i) along the

system trajectory  (�i(t))|t�Ti , where

W̄
T
i = meant2[tia,tib]Ŵi(t), 8i 2 I[1, N ], (13)

with [tia, tib](tib > tia > Ti) being a time segment after the
transient period of tracking control.

Proof. (i) Consider the following Lyaponuv function can-
didate for (11) and (12):

Vi =
1
2
r
T
i Mi(xi)ri +

1
2

nX

j=1

W̃
T
ij�

�1
W̃ij . (14)

Temporal differentiation of (14) yields,

V̇i = r
T
i Mi(x)ṙi +

1
2
r
T
i Ṁi(x)ri +

nX

j=1

˙̃
W

T
ij�

�1
i W̃ij . (15)

Exploiting (12) yields

V̇i = �r
T
i Kiri � r

T
i ✏(�i) + r

T
i W̃

T
i Si(�) +

nX

j=1

˙̃
W

T
ij�

�1
i W̃ij .

(16)



Utilizing ˙̃
W = ˙̂

W in (11), and substituting (11) into (16),

V̇i = �r
T
i Kiri � r

T
i ✏(�i) + r

T
i W̃

T
i Si(�i)

+
nX

j=1

⇣
��i[Sij(�i)rij + �iŴij ]

⌘T
��1
i W̃ij

= �r
T
i Kiri � r

T
i ✏(�i)�

nX

j=1

�iŴ
T
ij W̃ij

(17)

Select Ki = Ki1 +Ki2 with Ki1 and Ki2 being positive
definite to yield:

V̇i = �r
T
i Ki1ri � r

T
i Ki2ri � r

T
i ✏(�i)�

nX

j=1

�iŴ
T
i jW̃ij . (18)

As a result, we have for all i 2 I[1, N ] and j 2 I[1, n]:

��iŴ
T
i jW̃ij = ��i(W̃ij +W

⇤
ij)

T
W̃ij  ��iW̃

2
ij � �iW̃ijW

⇤
ij

 ��i

2
kW̃ijk2 +

�i

2
kW ⇤

ijk2.
(19)

Using the same approach we have:

�r
T
i Ki2ri � r

T
i ✏i 

✏
T
i ✏i

4�min(Ki2)
 ||✏⇤i ||2

4�min(Ki2)
. (20)

Based on (19) and (20), we conclude:

V̇i � r
T
i Ki1ri +

||✏⇤i ||2

4�min(Ki2)

� 1
2

nX

j=1

�ikW̃ijk2 +
1
2

nX

j=1

�ikW ⇤
ijk2. 8i 2 I[1, N ]

(21)

Given that Ki1 is positive definite, we can conclude that V̇i

is negative definite under the condition that:

krik >
k✏⇤i kp

2�min(Ki1)�min(Ki2)
+

s
2�i

�min(Ki1)

nX

j=1

kW ⇤
ijk (22)

or
nX

j=1

kW̃ijk >
k✏ikp

2�i�min(Ki2)
+

nX

j=1

kW ⇤
ijk. 8i 2 I[1, N ]

The signals ri and W̃ij are bounded, leading to boundedness
of W̃ij . As a result, Ŵij is also bounded. Given that the
regressor vector Sij(�i) is bounded according to [17], the
feedback control law ⌧i from (10) is bounded as well.

(ii) For the second part of the proof, we examine the
Lyapunov function for the dynamics of ri given by (12) as,

Vri =
1
2
r
T
i Mi(xi1)ri. (23)

Temporal differentiation of (23) and substituting in (12) for
Mi(✓)ṙi yields V̇ri = �r

T
i Kiri + r

T
i W̃

T
i Si(�i)� ✏

T
i ri. Using an

approach similar to the one used for inequality (20), and let
Ki = Ki1 + 2Ki2, we can demonstrate:

�r
T
i Ki2ri � r

T
i ✏i 

✏
2
i

4�min(Ki2)
 ✏

⇤2
i

4�min(Ki2)
, 8i 2 I[1, N ]

(24)

�r
T
i Ki2ri + riW̃

T
i Si(�i) 

W̃
⇤2
i s

⇤2
i

4�min(Ki2)
, 8i 2 I[1, N ]. (25)

where ||Si(�i)||  s
⇤
i for all i 2 I[1, N ]. The existence of such

a s
⇤
i is confirmed by [17]. Therefore, we arrive at:

V̇ri  �r
T
i �min(Ki1)ri + �i  �⇢iVri + �i, 8i 2 I[1, N ] (26)

where ⇢i = min{2�min(Ki1),
2�min(Ki1)
�max(Mi)

}, �i =
�⇤2i

4�min(Ki2)
+ W̃⇤2

i s⇤2i
4�min(Ki2)

. Solving (26) gives us:

0  Vri(t)  Vri(0) exp(�⇢it) +
�i

⇢i
, 8t � 0, 8i 2 I[1, N ]

(27)
This implies that there exists a finite time Ti > 0 such that
ri will exponentially converge to a small area around zero.
This further confirms that the tracking errors ei will also
reach a small zone around zero. The size of this zone can be
minimized by carefully choosing Ki1 with �min(Ki1) > 0.

(iii) From the above proof, since ei = xi1 � x̂i1, x̂i1 will
eventually converge to x01, and x01 is a periodic signal
under Assumption 1, xi1 will also become a periodic sig-
nal after a finite time Ti. Furthermore, while ei converges
to zero, ėi converges to zero, leading xi2 converges to
x02. Since the leader dynamics is a smooth continuous
LTI system, periodicity of x01 implies that ẋ01 is also
periodic and thus xi2 is periodic after a finite time Ti.
Consequently, the inputs of RBF NNs (�i) are made as
periodic signals for all t � Ti. According to Section II-B,
the partial PE condition of the localized RBF NN regression
subvector Si�(�i) along the system trajectory �i(�i(t)|t�Ti

is guaranteed, where Ŵ
T
i Si(�i) = Ŵ

T
i�Si�(�i) + Ŵ

T
i�̄Si�̄(�i).

Accordingly, system dynamics of (19) can be expressed
as: ṙi = M

�1
i (xi1)(fWT

i�Si�(�i)�Kiri � Ci(�i)ri � ✏
0
i�), where

✏
0
i� = ✏i � Ŵ

T
i�̄Si�̄(�i) is the localized ideal NN approxima-

tion error along the tracking trajectory. Thus, the overall
closed-loop adaptive learning system can be described by:

0

BBBBBBB@

ṙi

ḟW i�,1

ḟW i�,2
...

ḟW i�,n

1

CCCCCCCA

=

0

BBBBBBBBBBBB@

�M
�1
i (xi1)Ki M

�1
i (xi1)

2

6664

S
T
i�,1(�i) 0 0 0

0 S
T
i�,2(�i) 0 0

...
...

. . .
...

0 0 0 S
T
i�,n(�i)

3

7775

��iSi�,1(�i)
��iSi�,2(�i)

... 0
��iSi�,n(�i)

1

CCCCCCCCCCCCA

⇥

0

BBBBBB@

ri

fWi�,1

fWi�,2
...

fWi�,n

1

CCCCCCA
+

0

BBBBBB@

�M
�1
i (xi1)✏i�

��i�i
cWi�,1

��i�i
cWi�,2

...
��i�i

cWi�,n

1

CCCCCCA
, 8i 2 I[1, N ] (28)

0

BBBBB@

ḟW i�̄,1

ḟW i�̄,2
...

ḟW i�̄,n

1

CCCCCA
=

0

BBB@

��i(Si�̄,1(�i)ri + �iŴi�̄,1)
��i(Si�̄,2(�i)ri + �iŴi�̄,2)

...
��i(Si�̄,n(�i)ri + �iŴi�̄,n)

1

CCCA
, 8i 2 I[1, N ] (29)

Based on [17], the local approximation error ✏
0
i� and

Ŵ
T
i�̄Si�̄(�i) are both small. Moreover, ✏0i� is proportional to

✏i. Studies [17] [18] have thoroughly examined the stability
and convergence of the above closed-loop system. Specifi-
cally, it’s established that the PE condition of Si�(�i) leads
to exponential convergence of (ri, W̃i�) to zero.

Further, since ✏i� is proportional to ✏i, and �i can be
made as small as desired, W̃i� will also converge to an
arbitrarily small vicinity of zero. As such, we have Hi(�i) =
Ŵ

T
i�Si�(�i) + ✏i�,1 = W̄

T
i�Si�(�i) + ✏i�,2, 8i 2 I[1, N ],

where ✏i�,1 and ✏i�,2 are approximation errors. They are
proportional to ✏i� due to the proven convergence of W̃i� to



Fig. 1: Network Topology with Agent 0 as the Virtual Leader

zero. As for neurons far from the trajectory, Si�̄(�i) is min-
imal, impacting the neural weight adaptation only slightly.
Therefore, the full RBF NN can still accurately approximate
the unknown function Hi(�i) along the trajectory for t � Ti.
I.e., Hi(�i) = Ŵ

T
i Si(�i) + ✏i1 = W̄

T
i Si(�i) + ✏i2. The

approximation errors ✏i1 and ✏i2 are proportional to ✏i�,1

and ✏i�,2 respectively. This concludes the proof.

IV. SIMULATION
The multiple 2-DOF robot manipulator system, as de-

scribed in (2), is considered with parameters:

Mi(qi) =


Mi11 Mi12

Mi21 Mi22

�
, Ci(qi, q̇i) =


Ci11 Ci12

Ci21 Ci22

�
,

Fi(q̇i) =


Fi11

Fi21

�
, gi(qi) =


gi11

gi21

�
.

Mi11 = mi1l
2
ic1 +mi2(l

2
i1 + l

2
ic2 + 2li1lic2 cos(qi2)) + Ii1 + Ii2,

Mi12 = mi2(l
2
ic2 + li1lic2 cos(qi2)) + Ii2,

Mi21 = mi2(lic2 + li1lic2 cos(qi2)) + Ii2, Mi22 = mi2l
2
ic2 + Ii2,

Ci11 = �mi2li1lic2q̇i2 sin(qi2), Gi22 = mi2lic2g cos(qi1 + qi2)

Ci12 = �mi2li1lic2(q̇i1 + q̇i2) sin(qi2),

Ci21 = mi2li1lic2q̇i1 sin(qi2), Ci22 = 0,

gi11 = (mi1lic2 +mi2li1)g cos(qi1) +mi2lic2g cos(qi1 + qi2).

where lic1, lic2 represent half of link lengths li1, li2, respec-
tively, and Fi11, Fi21 are defined as constants. The inertia of
the links is given by Ii1 and Ii2, and the detailed values are
provided in Table I. By employing N = 5 manipulators, the
robotic agents are set to follow the reference trajectory pro-
vided by the virtual leader. A leader dynamics is formulated
to generate a periodic signal for the synchronization control:


ẋ01

ẋ02

�
,=

2

64

0 0 1 0
0 0 0 1
�1 0 0 0
0 �1 0 0

3

75

x01

x02

�
,


x01(0)
x02(0)

�
=

2

64

0
0.8
0.8
0

3

75

The network topology G amongst the five robots
is depicted in Fig 1. The system states encompass both
measured signals and reference signals, totaling eight signals.
If we use a neural network with 4 nodes for each signal, we
end up with a massive number of nodes 48 = 65, 536 which
is computationally expensive to train. However, the reference
signals are expressed in terms of the measured signals, as
shown in (8), which accentuates the significance of the
measured signals. Consequently, we construct the RBF NN
using the dominant four dimensions of the system state.
This strategy reduces the size of the NN to 44 = 256 which
not only saves computational resources but also allows us

TABLE I: Parameters of the robot.

Parameter Robot number
1 2 3 4 5

m1 (kg) 2 2.2 2.3 1.9 2.4
m2 (kg) 0.85 0.9 1 0.9 1.5
l1 (m) 0.35 0.5 0.6 0.52 0.57
l2 (m) 0.31 0.4 0.5 0.48 0.53
I1⇥ 10�3 (kg m2) 61.25 70 72.14 67.21 73.42
I2⇥ 10�3 (kg m2) 20.42 25.21 27.1 25.4 22.63

Fig. 2: Tracking error for each agent.

Fig. 3: Joint angle tracking response for each agent

to build a more precise model by dedicating more nodes
to each of these four key dimensions. The range of each
dimension lies within [�1.2, 1.2], with a width parameter
�i = 0.8. The observer and controller parameters are set to
�1 = �2 = 1, �i = 10, K = 10, and �i = 0.001 for all i 2 [1, 5].
The initial conditions are defined as x11(0) = [0.2 0.1]T ,
x21(0) = [0.3 0.5]T , x31(0) = [0.4 0.1]T , x41(0) = [0.2 0.5]T ,
x51(0) = [0.4 0.1]T , and xi2 = [0 0]T , 8i 2 [1, 5]. Initial
conditions for all distributed observer states �̂i and NN
weights Ŵi are uniformly initialized to zero. We conducted
an assessment of two key components: the distributed
cooperative estimator (4) and (5), and the decentralized
learning control law (10) and (11). Despite varying
complexities and nonlinear uncertainties among multiple
robotic agents, the results indicate satisfactory tracking
performance, as confirmed by Fig. 2, which shows a
rapid convergence of tracking errors to zero. The tracking
response of joint angles from the second layer in comparison



Fig. 4: NN weights Convergence for all agents.

Fig. 5: NN approximation

to the desired signals originating from the first layer and
the leader’s signal is represented in Fig. 3. It is observed
that all signals rapidly converge to align with the leader’s
signal within the initial seconds. Fig. 4 shows how quickly
the Neural Network weights settle for all robotic agents.
Moreover, we graphed the NN approximation associated
with the unknown dynamic variables Hi(�i) for each agent
in Fig. 5. In our controller, all system parameters are
treated as having unstructured uncertainty, indicating that
the control algorithm is environment-independent. Whether
the system operates underwater, where buoyancy forces
vary with the depth of a robot’s arm, or in space, where the
inertia matrix is unknown, the algorithm adapts accordingly.
The identified system nonlinear dynamics can be saved and
reused in the controller, even after the system restarts.

V. CONCLUSION
In this study, The challenge of implementing composite

synchronization and adaptive learning control for a network
of multi-robot manipulators, with complete nonlinear uncer-
tain dynamics was successfully met. The novel approach

contains a distributed cooperative estimator in the first layer
for estimating the virtual leader’s states, and a decentralized
adaptive learning controller in the second layer to track the
leader’s states while identifying each robot’s distinct nonlin-
ear uncertain dynamics. The key strengths of This method
include simultaneously achieving synchronization control
and learning robots’ complete nonlinear uncertain dynamics
in a decentralized manner. This improves robotics control
in space and underwater settings, where system dynamics
are typically uncertain. The method’s effectiveness is verified
through detailed mathematical validation and simulations.
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