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ABSTRACT
UNav is a computer-vision-based localization and navigation aid that provides step-by-step route 
instructions to reach selected destinations without any infrastructure in both indoor and outdoor 
environments. Despite the initial literature highlighting UNav’s potential, clinical efficacy has not yet 
been rigorously evaluated. Herein, we assess UNav against standard in-person travel directions (SIPTD) for 
persons with blindness or low vision (PBLV) in an ecologically valid environment using a non-inferiority 
design. Twenty BLV subjects (age = 38 ± 8.4; nine females) were recruited and asked to navigate to 
a variety of destinations, over short-range distances (<200 m), in unfamiliar spaces, using either UNav 
or SIPTD. Navigation performance was assessed with nine dependent variables to assess travel con
fidence, as well as spatial and temporal performances, including path efficiency, total time, and wrong 
turns. The results suggest that UNav is not only non-inferior to the standard-of-care in wayfinding (SIPTD) 
but also superior on 8 out of 9 metrics, as compared to SIPTD. This study highlights the range of benefits 
computer vision-based aids provide to PBLV in short-range navigation and provides key insights into how 
users benefit from this systematic form of computer-aided guidance, demonstrating transformative 
promise for educational attainment, gainful employment, and recreational participation.
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Introduction

Around 295 million people globally are visually impaired, with 
43 million being blind. By 2050, global estimates are projected to 
increase to 474 million for visual impairment and 61 million for 
blindness (Kruk & Pate, 2020). Visual impairments very often 
significantly hinder spatial cognition, situational awareness, and 
equity (Giudice, 2018; Pascolini & Mariotti, 2012), negatively 
impacting their ability to navigate a wide range of scenarios 
(Hakobyan et al., 2013; Rizzo et al., 2023). Prior studies explor
ing navigation in unfamiliar environments for people who are 
blind or have low vision (PBLV) have found that 70% of the 
interviewees had not visited key locations because of physical 
challenges and the need for sighted guides (Jeamwatthanachai 
et al., 2019a). If PBLV did visit new areas, a sighted guide was the 
primary way they built up their initial mental map or spatial 
cognition of an area. After this process, when it comes to locat
ing themselves within a space, 30% primarily use landmarks, 
24% use environmental cues (e.g. sources of light, sound, and 
odor), 9% use the floor texture, and 34% primarily use a sighted 
guide. But when it came to physically navigating to destinations, 
both floor texture (16%) and usage of sighted guides (56%) were 
increasingly relied upon (Jeamwatthanachai et al., 2019b).

Since the 1960s, technological advances have produced 
a range of assistive technologies or tools for PBLV (Han 
et al., 2023; Kandalan & Namuduri, 2019). Navigation tools 
vary greatly in which kinds of support they provide (Ball,  
2008) – from basic obstacle avoidance with electronic travel 
aids (ETAs) all the way to user localization and wayfinding 
support with electronic orientation aids (EOAs) (Goswami 
et al., 2023; Xu et al., 2023). Many of these come with chal
lenges including high cost, limited availability, real-world inac
curacies, over-reliance on extensive infrastructure, 
dependencies on comprehensive training and poor ergo
nomics, poor esthetics, and weak usability characteristics 
(dos Santos et al., 2022; Hersh, 2022; McGrath & Astell,  
2017; Okonji & Ogwezzy, 2019; Senjam et al., 2019). Some 
smartphone apps such as GoodMaps (GoodMaps, 2024) 
require areas to be pre-mapped using expensive LiDAR rigs 
in order to support indoor navigation. While ASSIST (Nair 
et al., 2022), and NavCog (Ahmetovic et al., 2016; Sato et al.,  
2019) use BLE-beacon-based infrastructure within the envir
onment for indoor navigation. Both approaches create diffi
culties, as the required materials may be difficult to obtain or 
use at scale with adequate coverage. Some indoor navigation 
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aids like MagNav can utilize the preexisting geomagnetic field 
maps sensed through the physical infrastructure of indoor 
environments to infer position, using changes in magnet
ometer readings alongside accelerometers, gyroscopes, and 
pedometers (Giudice et al., 2019). Some systems also have 
the user contributes to the smooth running of the navigation 
system, for example, having the user manually confirm when 
specific places are reached in the journey, to prompt the next 
set of instructions with Navatar (Fallah et al., 2012). Other 
solutions have users initially map the route in augmented 
reality themselves to explore later or share it with others 
using the Clew app (Yoon et al., 2019).

Issues surrounding the accessibility and availability of 
EOAs are further exacerbated in low- and middle-income 
countries (LMICs), such as Thailand. LMICs often suffer 
from over-representations of blindness and low vision in 
their populations and also more inaccessibility in the built 
environment in both urban and rural settings, particularly in 
healthcare and educational settings (Bourne et al., 2003; 
Gilbert & Foster, 1993; Isipradit et al., 2014; Jenchitr et al.,  
2011; Prabhasawat et al., 2007). Thailand has sought to 
enhance medical rehabilitation for persons with disabilities 
through the Thailand Rehabilitation Act of 1991, and its evo
lution into the Persons with Disability Empowerment Act of 
2007. Its 2010 legislative update included a universal health 
benefit package with orientation and mobility training and 
white canes for use as a primary mobility tool for PBLV. 
However, any secondary mobility tools, such as EOAs, need 
to suit the currently available physical/digital resources in 
Thailand. Unfortunately, access to the hardware and physical 
infrastructure requisite for many EOAs is often less available 
and more expensive when considering local buying power as 
well as running the risk of interoperability bottlenecks 
(Bohonos et al., 2007; Suebsin & Gerdsri, 2012). As a result, 
solutions that do not require hardware infrastructure may 
provide the most affordable, accessible, and scalable options 
for assisting PBLV globally. Fortunately, as part of Thailand’s 
push toward the “digitization of society,” cities such as 
Bangkok feature excellent network connectivity, with wide
spread 5 G availability (nPerf, 2024; Statista, 2024a; 2024b). 
The high speed of 5 G data transfer (~140Mbps) allows for 
fast high-quality uploads and downloads from the users’ 
smartphone or EOA. This means that any intensive data pro
cessing required for navigation assistance can be pushed or 
offloaded to edge-processors or server-infrastructure and 
rapidly communicated back to the user. Overall, this means 
that utilizing Bangkok’s existing network connectivity for 
enhancing navigation is a viable solution for providing cut
ting-edge EOAs at lower cost and higher availability.

To address these challenges, we created a novel computer 
vision-based navigation aid, called UNav (Yang et al., 2022). 
UNav only requires standard RGB images from the user, on 
either a mobile application or a smart wearable with integrated 
hands-free cameras, and applies visual place recognition 
(VPR) (Sheng et al., 2021) techniques to localize them (Yang 
et al., 2023). VPR affords the ability to efficiently reference the 
users’ local image-based visual features (extracted from the 

image frames of the app or wearable) against environmental 
visual features which have been mapped to a floor plan for 
georeferencing (Pan et al., 2022; Sarlin et al., 2019). This 
provides the users’ location and orientation, which when com
bined with a specified destination and a path planner algo
rithm, allows UNav to provide step-by-step wayfinding 
instructions to the user. This calculation is typically executed 
on a remote server to localize users in near real-time (Yang 
et al., 2023). As a result, effective use in real-world scenarios 
requires accounting for variable or poor network conditions. 
For this, we use rate-adaptation algorithms such as REBERA 
(Azzino et al., 2023), to ensure that high-quality images are 
uploaded from the user to the server even under poor network 
conditions. This enhances performance and supports more 
seamless remote processing on servers, boosting the perfor
mance of UNav and potentially a variety of additional remote 
microservices (e.g. object detection, text recognition, and scene 
descriptions).

To make navigation aids more accessible and responsive to 
the unique needs of PBLV, UNav was designed with a low 
barrier to entry. It requires only standard RGB camera images 
(rather than RGBD (Goswami et al., 2023)) from a single video 
walkthrough of the environment alongside a basic two- 
dimensional floor plan. The time needed for image capture 
in the field is the same as walking through each path that will 
be supported, while the tools that combine video and floor 
plans into topometric maps are semi-automated, taking ~5  
minutes to map an area the size of a New York City block 
(about 264 × 900 feet). This approach is scalable to large envir
onments and critically does not require external infrastructure 
(e.g. beacons (Cheraghi et al., 2017)) or specialized mapping 
equipment (e.g. LiDAR scanners (Chen et al., 2023; Jain & 
Patel, 2023; Otero et al., 2020)). UNav’s visual place recogni
tion method is highly accurate, both in localizing the user 
(spatial error <1 m) and establishing their orientation (<5° 
error). Furthermore, as new visual data is received during 
journeys, UNav’s representation of space is dynamically 
updated to reflect any changes in the environment, making 
this a robust and self-sustaining approach that evolves with 
a future-proofed motif. This results in a navigation tool that is 
precise, cost-effective, and adaptive to the environment. 
Furthermore, additional important environmental details can 
be added (e.g. room numbers and points-of-interest). This 
provides a technological foundation to explore how specific 
types of information can assist the navigational needs of PBLV 
as well as test its effect on their spatial cognition and memory.

While UNav has been technically validated previously 
(Yang et al., 2022), its efficacy in supporting navigation for 
PBLV in real-world scenarios has not yet been evaluated. Here, 
we conducted a non-inferiority trial, comparing UNav’s navi
gation support against standard in-person travel directions 
(SIPTD) over short-range distances (<200 m) between key 
destinations in unfamiliar indoor/outdoor environments. 
Navigation performance was assessed using both spatial, tem
poral, and user-confidence metrics. Spatial metrics include 
navigation success, path efficiency, wrong turn incidences, 
and cane contact frequencies. Temporal metrics include total 
navigation time, number of idles (subject comes to a complete 
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stop), idle time (time spent stationary), and gait speed. User 
confidence was gauged by the number of help requests. Our 
hypothesis is that UNav would be non-inferior to standard in- 
person travel directions. We predicted that UNav would 
match, if not best, the performance of our nine dependent 
variables for PBLV when traveling in and through unfamiliar, 
ecologically valid environments.

Methods

The primary aim of this study is to assess and contrast the 
navigational performance of PBLV using two distinct support 
mechanisms: the UNav wayfinding system (Yang et al., 2022), 
which offers computer-based, systematic step-by-step instruc
tions to the user (termed the “active” condition); and conven
tional in-person instructional guidance from trained 
chaperones (termed the “passive” condition).

Participants

To test our hypothesis, a cohort of n ¼ 20 participants with 
impairments were recruited (see Table 1). We use visual 
functions to classify how well each participant can perform 
visual-related activities (National Research Council, 2002). 
This consisted of 12 people who are blind (Visual Function 
[VF] rating = 6), 3 persons with poor to very poor visual 
conditions (VF = 5 or 4), and 5 persons with fair visual 
function (VF = 3). All participants are considered legally 
blind by Thai legislation. This group had a mean age of 
38.3 years (±8.4 SD), with 9 females. Table 1 provides an 

overview of the participants’ demographics, including their 
age, gender, educational level, work status, onset of age of 
visual impairment, nature of vision loss, prior orientation 
and mobility training, cane usage, health rating, and visual- 
function rating.

The study (protocol number MU-CIRB 2021/288.3105) was 
approved by the Mahidol University Central Institutional 
Review Board, Certificate of Approval No. MU-CIRB 2021/ 
180.2708.

The recruitment process was conducted by the Thai 
Graduate Society of the Blind and the Visual Impairment 
Section at Ratchasuda Institute Faculty of Medicine 
Ramathibodi Hospital, Mahidol University. The snowball 
sampled people from Bangkok and its perimeter, including 
Nakhon Pathom, according to the following inclusion and 
exclusion criteria. To be included as a participant, the 
individual needed to be older than 18 years and medically 
diagnosed with visual impairment (legal blindness, includ
ing acuity and/or field deficits). He/she had to be currently 
using a primary assistive device for mobility (e.g. white 
cane or guide dog) and be able to travel without the aid 
of another person. However, an individual would be 
excluded if he/she had significant injury to upper and/or 
lower extremities. People who had auditory impairments 
and/or were pregnant could not participate in the project. 
Recruitment also excluded those with comorbid neurologi
cal illnesses and confounding medical conditions. People 
with somatosensory impairments to the trunk or torso that 
precludes the use of haptic interfaces would also not be 
recruited.

Table 1. Participant demographics.

No. Age Gender Education level Work status
Age onset of 

VI Loss of vision O&M training
Cane use 

age
Health 
rating

VF 
rating

1 54 Male PhD Gov employee 0 Gradually Vocational center 15 3 6
2 38 Male Master Gov employee 0 Gradually Blind school 8 3 5
3 52 Female PhD Gov employee 0 Gradually Ratchasuda 

College
10 3 6

4 33 Female Master Gov employee 0 Gradually Ratchasuda 
College

18 3 6

5 52 Male Master Gov employee 35 Sudden Ratchasuda College 35 3 6
6 32 Male Secondary school Company 

employee
0 Gradually Blind school 12 4 3

7 41 Female Graduate Self- employed 34 Gradually Ratchasuda College 34 4 6
8 33 Male Secondary school Company 

employee
7 Gradually Vocational center 16 3 3

9 32 Female Graduate Company 
employee

0 Gradually Blind school 12 3 3

10 42 Male Secondary school Company 
employee

late life Gradually Ratchasuda College 35 3 6

11 48 Male Vocational 
certificate

Self- employed late life Gradually Ratchasuda College No 3 3

12 33 Male Graduate Self- employed 12 Gradually Blind school 25 1 4
13 41 Female Secondary school Company 

employee
0 Gradually Vocational center 7 3 6

14 34 Male Graduate Company 
employee

0 Gradually Blind school 15 3 6

15 45 Female Graduate Company 
employee

0 Never seen Blind school 10 3 6

16 37 Female Graduate Company 
employee

0 Gradually Blind school 10 2 6

17 28 Female Graduate Self- employed 0 Gradually Special education 
center

20 2 3

18 35 Male Secondary school Self- employed 0 Gradually Blind school 9 1 6
19 23 Female Secondary school Self- employed 0 Gradually Blind school 8 2 4
20 34 Male Graduate Self- employed 0 Never seen Blind school 7 3 6
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Recruited participants were introduced with brief informa
tion about the research project by staff from the Thai Graduate 
Society of the Blind and the Visual Impairment Section at 
Ratchasuda Institute and then referred to the researcher team. 
The team provided detailed information to the participants 
including risks and benefits of the study. Participants were 
asked general questions about their visual impairment and 
then asked to sign a consent form to participate in the study.

Setting

The study was conducted in the Salaya campus of Mahidol 
University in the city of Nakhon Pathom in Thailand, just 
outside Bangkok. For this, we mapped seven buildings on 
campus consisting of the Faculty of Information and 
Communication Technology (ICT), Office of President 
(OP), Library (Lib), Mahidol Prince Hall (MH), Mahidol 
Learning Center (MLC), Music College (MS), and 
Ratchasuda College (RS) – See Figure 1. For this study, 
we mapped ~92900 m2 in total (1 million sq ft), with 
approximately 75% of this being inside buildings at 
Mahidol University and 25% for the surrounding areas or 
outside routes between buildings. An area was considered 
“mapped” when visual features from our 360° camera 
walkthrough were co-registered to a floor plan or layout 
(indoor/outdoor), generating a topometric map that acts as 
a lightweight digital twin of the real environment. Next, 
destination points were added and labeled in the topo
metric map. These topometric maps were then used to 
create 20 indoor routes, which were supplemented with 4 
outdoor routes traveling in-between buildings.

Design

This study employs a non-inferiority, repeated-measure 
crossover design with counterbalancing. The non-inferiority 
design indicates what constitutes a successful outcome (i.e. 

that UNav is either equivalent to, or superior to, existing best 
practices). Furthermore, this design choice does not impede 
our ability to determine performance “superiority” on mea
surable outcomes through inferential statistics. The repeated- 
measure crossover design allows us to evaluate each partici
pant in each condition, increase internal validity, as well as 
analyze ordering effects. This design also provides the high
est available statistical power, as each participant acts as their 
own control, reducing inter-subject variability in our 
comparisons.

Apparatus

Mapping
To localize participants and provide step-by-step navigation 
instructions to them in the active condition, creating an accurate 
topometric map of the environment is crucial (Mahdi & Xinming,  
2022). The Mahidol University maps used for testing were created 
from visual feature data gathered by a 360-view camera. Data were 
obtained for each floor using a “zigzag” trajectory, ensuring max
imum area coverage (Ramalingam et al., 2022). Three loops were 
recorded on each floor to ensure map quality and consistency. 
Post-recording, we aligned the visual feature map with the floor 
plan as per UNav guidance, creating a topometric map suitable for 
the path planner algorithm to provide navigation instructions. 
This results in a digital representation of the environment (free 
of physical infrastructure), which can be used as a digital twin to 
explore the real environment with our VIS4ION hardware 
(Azzino et al., 2023; Gui et al., 2019; Yuan et al., 2022), or by 
downloading our smartphone app.

Wearable
In the active condition trials, participants were equipped 
with a wearable backpack system (see Figure 2) comprising 
a high-resolution 16MP Autofocus USB Camera with 
a Microphone, featuring a 1/2.8” IMX298 sensor, attached 
to the strap of the backpack at the chest level for optimal 

Figure 1. Mapped areas. Left image shows outside areas of Mahidol Campus that have been mapped for the UNav system (in green) as well as indoors for specific 
buildings (in orange). Right image shows an example of an indoor mapped area. This shows the visual features of the environment (green dots) that are mapped onto 
a floor plan, with the mappers pathing shown in red.
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field-of-view capture. The camera is a Mini UVC USB2.0 4K 
Video Webcam, which provides high-resolution visual 
images to the system. Along with the camera, participants 
wore a backpack containing an NVIDIA Jetson Orin board 
that receives the camera’s video feed, runs the UNav client 
software, and provides network connectivity. Power for the 
system was supplied by a MaxOak laptop battery. The back
pack weighs 0.7 kg and the integrated system weighs an 

additional 3.5 kg, inclusive of a large battery to allow multi
ple, sequential trials without recharging. For audio feedback, 
participants used a binaural bone-conduction headset 
equipped with an integrated microphone. This setup not 
only enabled them to receive verbal instructions from the 
system but also allowed them to use voice commands to 
select or change their destination of interest, all while keep
ing their ears unobstructed to remain aware of ambient 

Figure 2. UNav system components housed in user backpack. Components supporting the UNav navigation system and data acquisition (left image), and how they are 
worn by the user (right image). Here we showcase the individual system components (orange boxes) and how they are connected to one another (orange lines). Local 
computational processing and networking is conducted by the Nvidia Orin board, which receives verbal input from the users’ Bluetooth mic and images from a strap- 
mounted camera. This information is sent to a server for processing. Feedback is sent back by the server to the Nvidia Orin board and is then delivered to the user via 
Bluetooth to bone-conducted hearing.

Figure 3. UNav processing architecture. A query image is acquired from a camera mounted on the backpack-based system and is sent to the server. On the server, this 
query image is referenced against a database of previously acquired images. Using visual place recognition, the most similar image is compared against the query 
image in terms of local feature matching. The location of these visual features allows the server to calculate the observers’ location and orientation on a floor plan using 
a camera projection model. A route is calculated between the observers’ location/orientation and the inputted destination, then a path planner algorithm is used to 
calculate the next steps necessary to reach the destination, with these instructions sent to the end user via the backpack and Bluetooth headset (not shown).
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sound. The participants also wore a 360° camera mounted 
on a helmet, which was purely used for data collection and 
not connected to the UNav system.

Server
The server service was run at a node of Nvidia DGX A100 
systems at Mahidol AI Center. The service receives the user’s 
selected destination and images captured from the camera of 
the wearable backpack (see Figure 3). The UNav server soft
ware extracts multiple visual features from the client’s image 
and compares this combination of visual features with 
a database of those gathered from reference images obtained 
during the environmental mapping phase. All visual features 
obtained from the 2D images used in the mapping phase are 
provided with 3D spatial coordinates using a floor plan as well 
as simultaneous-localization-and-mapping and structure from 
motion techniques, which creates our 3D topometric digital 
twin of the environment. The visual features present in refer
ence images that reach a similarity score threshold with the 
client image (using K-means clustering) are used to calculate 
the users’ position and orientation. Then, a 3D-to-2D “camera 
projection model” is used to calculate what position and 
orientation in space the client’s perspective must be to yield 
the spatial arrangement of visual features observed in the client 
image. Now that the server knows the client’s position and 
orientation, their destination, and the topometric map of the 
environment, a path planner algorithm provides the route, for 
which next steps are provided as short sets of instructions. 
These instructions are then sent back to the wearable backpack 
to be converted into voice instructions for the user (see 
Figure 4).

For the server, the UNav process averages 0.62% CPU 
usage, 13.85% GPU usage, and 4.7% GPU memory for 
a single user. This means on average that one GPU on one 
server can support approximately seven users’ inquiries simul
taneously without a drop in performance. The network 

bandwidth used is minimal, with sending the image from the 
client to the server at 70kb, place selection message at 1.4kb, 
destination selection message at 4.9kb, and server-to-client 
instructions at 122b. In terms of round-trip time (client-to- 
server-to-client), navigation instructions are provided back to 
the client on average at 3.62 seconds (ranging from 0.24 to 
5.96 seconds). We have subsequently worked to further reduce 
this round-trip time using a variety of methods (e.g. parallel 
processing on GPU/CPUs and use of smaller “sub-maps” to 
speed up localization processing).

User data
Both active and passive condition trials utilized a GoPro 360 
cameras mounted on participants’ helmets to capture panora
mic motion. This setup captured data related to participants’ 
kinematics and overall navigation performance. Once partici
pants were outfitted with the wearable system and familiarized 
with its feedback, they were instructed to navigate through 
predetermined locations on the Salaya campus under both 
active (receiving instructions from UNav) and passive (receiv
ing instructions from chaperones) support conditions. Each 
navigation task was designed to be completed within 1–3  
minutes and less than 200 m in total distance, i.e. short-range 
navigation. Tasks were also designed to be confined within 
a single floor plan to ensure uniformity and consistency in data 
collection across all trials.

Testing procedures

Participants were first introduced to the UNav system’s form, 
functionality, and how to use it in walking trials. Users were 
taught how to select destinations via voice instructions using 
the microphone. Users were also familiarized with how UNav’s 
verbal feedback would communicate direction and distance. 
Finally, it was ensured that the system’s camera was directed 
forward appropriately.

Figure 4. User experience during the active condition (UNav). Query images and instructions show three instances of the users’ perspective and subsequent audio 
instructions to the user from the UNav system during travel between start and end points (right image, blue route). The three instances occur at three different 
locations during the route (labeled as 1, 2, & 3). Trip overview map also shows visual feature locations (green dots) used to localize the user at any location on the red 
route.
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We assessed navigation across 24 routes, with 4 being out
doors and 20 being indoors. Subjects were encouraged to take 
part in up to four routes; however, constraints surrounding 
subjects’ participation time and energy as well as data acquisi
tion issues resulted in fewer usable trials. As a result, the data 
consist of the average metrics for: two participants walking 
four routes twice (once for passive, once for active condition); 
four participants walking three routes twice; seven participants 
walking two routes twice; and six participants walking one 
route twice. One participant was omitted due to data acquisi
tion issues.

The chosen routes were refined from a larger list based on 
safety and complexity, i.e. routes must be free of significant 
hazards (e.g. construction materials), include 2–4 turns to 
provide a consistent level of complexity, and the total distance 
being between 50 and 200 meters. These walking trials were 
across various floors of diverse buildings located on the Salaya 
campus. The routes were also unfamiliar to participants. This 
ensured that all participants’ prior knowledge was similar and 
that they had to rely on the intervention for navigation 
support.

To evaluate the efficacy of the UNav system, each partici
pant navigated the same route twice: once using the UNav’s 
navigation support and once using SIPTD. The order in which 
participants used the active and passive modes was rando
mized across subjects to eliminate overall biases due to route 
familiarity on the 2nd trial. The sequence of conditions was 
counterbalanced to eliminate potential order effects, with 
ample time allocated between trials to prevent fatigue and 
learning effects from over-influencing the outcomes of the 
study. Of the usable trials, 15 started with active mode followed 
by passive mode, and 25 were vice versa.

Under passive conditions, participants were set up at the 
starting point of the selected route. Then, the chaperone 
instructed them how to get to the destination and let them 
walk according to their memory. Instructions were given based 
on body-relative directions and distances, for reaching each 
turning point and their destination (e.g. “Walk forward for 15 
meters, then turn left and walk forward for 10 meters, then 
turn right and walk forward for 20 meters to reach your 
destination”). In the active condition, the participants were 
introduced to the backpack in terms of its physical compo
nents and how to use it in the walking trials. They were taught 
how to issue voice instructions via the microphone on the 
headset to select the destination. The format of voice naviga
tion instructions they could hear from the headset was also 
explained, so they were prepared to estimate the distance and 
direction according to the instructions. When they understood 
how to use the backpack, the chaperones let them wear it, as 
well as the headset. Then, the chaperones adjusted the camera 
on a backpack strap to be level. The participants were brought 
to the starting point of the route and prompted to select the 
destination of the route via a voice command. When the 
system localized participants’ current position, the participants 
would hear the voice navigation instructions and were asked to 
follow the suggested path while continuing use of their pri
mary mobility aid (e.g. white cane).

In both passive and active conditions, chaperones 
accompanied the participants and maintained a 1-meter 

distance from the end user. Chaperones were prepared to 
answer participants’ questions in case they were confused 
with the navigation instructions from the headset or verbal 
instructions. The chaperone also informed that the parti
cipants if they headed in the wrong direction for more 
than 3 meters or were close to harmful obstacles for their 
safety and that they were available for any help requests 
during the trials. Another chaperone observed the actual 
path the participants walked and recorded trajectory spe
cifics. In addition, the participants were also asked to wear 
a helmet with a 360-view camera. This camera did not 
provide information to the system but was used to collect 
ground-truth videos from each trial.

Analytic plan

Navigation metrics with a continuous dependent variable 
and a normal distribution for both conditions of the trial 
data (using the Shapiro – Wilk test) are analyzed using either 
paired sample t-tests (e.g. order effects) or between-groups 
t-tests (e.g. visual function effects). Data that are non- 
continuous, or feature a group that is not normally distrib
uted, are analyzed using Wilcoxon matched-pairs signed 
rank tests.

Results

The results indicate that UNav not only matched the perfor
mance of standard in-person travel directions (SIPTD), which 
indicates non-inferiority, but also actually had superior perfor
mance in 8 of 9 navigation metrics (with 7 of 9 to a statistically 
significant degree), including navigation success, travel time, 
idle period, gait speed, etc. In the following subsections, we will 
review navigational performance with a focus on spatial perfor
mance, temporal performance, and user confidence.

Spatial metrics

Navigation success
Navigation success rates were markedly higher across both 
conditions. While the passive condition exhibited a 97.5% 
success rate, the active condition achieved a perfect success 
rate of 100%. The difference, although noteworthy, was not 
suitable for statistical significance testing due to the ceiling 
effect present in the data.

Path efficiency
For each subject, we compared the ratio of the actual distance 
traveled against the optimal trajectory, in which lower values 
indicate more efficient paths. Here, we found that path effi
ciency was significantly better in the active condition 
(M = 1.17) than in the passive condition (M = 1.38), 
z = −3.59, p < 0.001, effect size (z/(√N) (Pallant, Julie and 
Manual, 2011)) = 0.85 (see Figure 5). This suggests that navi
gation with the UNav system is more efficient, aiding users in 
selecting more direct routes to their destinations.
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Wrong turns
Participants made significantly fewer wrong turns in the active 
condition (M = 0.49) compared to the passive condition (M =  
1.96), z = −3.52, p < 0.001, effect size = 0.88. This underscores 
the accuracy and reliability of the UNav system in guiding BLV 
users along the correct path.

Cane contacts
The number of cane contacts was significantly reduced in the 
active condition (M = 3.40) compared to the passive condition 
(M = 4.91), z = −2.43, p = 0.015, effect size = −0.61. This reduc
tion may indicate that the UNav system enhances users’ spatial 
awareness, reducing the need for physical contact with the 
cane for navigation assurance.

Temporal metrics

Total time taken
A significant difference was observed in the total time taken 
for navigation between the two conditions (see Figure 6). 
Participants navigating under the active condition took nota
bly less time (M = 155.0 seconds) compared to those under 
the passive condition (M = 185.1 seconds), z = −3.22, 
p = 0.001, effect size = −0.76. The data suggest that the 
UNav system allows for faster navigation compared to tradi
tional methods.

Idle time
There was a significant reduction in idle time for participants 
in the active condition (M = 6.4 seconds) compared to those in 
the passive condition (M = 19.9 seconds), z = −3.10, p = 0.002, 
effect size = −0.75. This reduction in idle time contributes to 
the overall efficiency and speed of navigation observed with 
the UNav system.

Number of idles
The active condition resulted in significantly fewer idle periods 
(M = 1.26) compared to the passive condition (M = 2.63), 

z = −2.72, p = 0.007, effect size = −0.66. This indicates that 
participants using the UNav system experienced fewer inter
ruptions in their movement, resulting in a smoother naviga
tion experience.

Gait speed
No significant effect was observed on the gait speed between 
the two conditions, with the active condition recording a mean 
gait speed of 0.75 m/s and the passive condition recording 0.80  
m/s, z = −1.55, p = 0.121, effect size = −0.36.

User confidence

Help requests
Participants in the active condition sought help significantly 
fewer times (M = 0.80) than those in the passive condition 
(M = 2.08), z = −2.98, p = 0.003, effect size = −0.80 (see 
Figure 6). This suggests that the UNav system provides 
BLV users with increased independence and confidence in 
navigation.

Order effects

Condition ordering for total time, path efficiency, idle time
We evaluated whether initially learning a route with either 
UNav or SIPTD had differential effects on subsequent 
journeys with other conditions. For this, we compared 
passive-active vs active-passive trials for total time taken, 
users’ path efficiency scores, and their total idle time (see 
Figure 7). These were chosen as they were continuous 
variables which previously had significant differences 
between UNav and SIPTD. We found that only the total 
time taken had a significant ordering effect, t(10) = 2.324, 
p = 0.043, d = −0.701, with a bigger change in performance 
from passive-active (M = 40.00) than active-passive 
(M = −2.73). This indicates that subjects using SIPTD 
were only as fast as UNav, after they had previously used 
UNav for that route.

Figure 5. Spatial navigation performance of participants during active (UNav) or passive (SIPTD) conditions. For all spatial metrics, lower scores indicate better 
performance outcomes. From left to right, graphs show the path efficiency ratio (best pathing to actual pathing ratio), number of wrong turns taken by participants, 
and the number of times participants’ canes contacted obstacles during the route. Dots indicate individual participant scores, error bars show ± 1SD, and significance 
ratings are as follows: * = p < 0.05, *** = p < 0.001.
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Figure 6. Temporal performance and user confidence metrics during navigation within active (UNav) and passive (SIPTD) conditions. For all temporal and user 
confidence metrics, lower scores indicate better performance outcomes, with the exception of gait speed. From left to right along the top row, graphs show the mean 
total time taken by participants to complete the navigation routes, the mean amount of time spent idling during routes, and the mean number of times participants 
stopped to idle. Along the bottom row, from left to right, graphs show participant’s mean gait speed, and the mean number of requests for help from the chaperone 
per route. Dots indicate individual participant scores, error bars show ± 1SD, and significance ratings are as follows: * = p < 0.05, ** = p < 0.01.

Figure 7. Comparison of order effects for passive-active vs active-passive ordering. For all metrics, lower scores indicate better performance. Each graph shows the 
mean difference between the initial condition followed by the subsequent condition. Values above zero indicate that the subsequent condition had better 
performance, values below zero indicate the initial condition had better performance for the same navigation route. From left to right, graphs show the ordering 
effects for the mean path efficiency, mean travel time, and mean idle time per route. Dots indicate individual participant scores, error bars show ± 1SD, and significance 
ratings are as follows: * = p < 0.05.
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Effect of visual function

We evaluated whether subjects’ visual function scores affected 
the degree to which subjects benefitted from the use of UNav 
over SIPTD. Here, the subjects were grouped into “blind” 
(VF = 6, n = 10) or “low vision” (VF ≤ 5, n = 8) and compared 
using different scores (passive-active scores) for all metrics 
except navigation success. We found a significant effect of 
the group on the total time taken and path efficiency (see 
Figure 8).

Total time
For the total time taken, the blind group had 
a significantly larger difference between passive and active 
trials (M = 44.4 seconds) than the low vision group 
(M = 12.4 seconds), t(16) = 2.150, p = 0.047, d = 1.027. 
This indicates that subjects who were blind benefited 
more from UNav assistance in terms of reducing their 
total travel time than those who had some remaining 
visual function.

Path efficiency
For the subject’s path efficiency score, the blind group had 
a significantly larger difference between passive and active 
trials (M = 0.292) than the low vision group (M = 0.106), t 
(16) = 2.191, p = 0.044, d = 1.197. This indicates that subjects 
who were blind benefited more from UNav assistance in terms 
of improving their pathing efficiency than those who had some 
remaining visual function.

Discussion

The results of this study provide compelling insights into 
the advantages of the UNav wayfinding system in ecologi
cally valid test environments over traditional in-person 
instructional guidance for PBLV. Our data suggest that 
the UNav system offers a wide range of spatial, temporal 
and confidence benefits to the user, which should signifi
cantly enhance their navigation experience. Here we will 

discuss how UNav likely contributes to each domain, spa
tial, temporal, and confidence, in turn. We will also 
explore how UNav’s feedback could assist in constructing 
accurate mental maps of the environment and compare 
UNav with other EOAs in terms of what their specific 
approaches require to support navigation and their practi
cal implications with explicit attention paid to cost, scale, 
and usability. Finally, we will discuss broader impacts of 
navigation tools for societal access, education, and employ
ment opportunities.

Spatial performance and user confidence

We found that in terms of spatial performance, UNav users 
reached their destination using more efficient pathing (resulting 
in shorter distances traveled), made fewer wrong turns, and 
required fewer cane contacts with walls and/or obstacles. This 
indicates that participant’s wayfinding was overall more effi
cient using the UNav system relative to chaperone instruc
tions. Several factors may contribute to this, including UNav 
providing step-by-step route instructions as well as the con
sistency in the timing and style of spatial instructions pro
vided. Chaperones providing the whole set of route 
instructions only once may have been more mentally taxing 
for working memory and leave room for subjective uncer
tainty, leading to more requests for help. That said, we 
balanced this known limitation with short trips with minimal 
complexity and a cap on total turns. In contrast, in active 
conditions, users may be more confident when trip support 
is delivered in more comprehensible steps, segment by seg
ment. In real-world scenarios, it should also be considered that 
chaperones may not always be available (Dove et al., 2022) and 
also be more inconsistent in their instructions, describing 
distances, landmarks and turns in various levels of detail 
(Brügger et al., 2019). In-person, chaperone-based instructions 
were standardized in this instance to mitigate these factors. 
While overall navigation pathing success rates were high for 
both UNav (100%) and SIPTD (97.5%), the similarities may be 
due to the limited length and complexity of the routes (2–4 

Figure 8. Comparison of subject’s visual function (VF) scores on differences between passive and active conditions for total time taken (left) and path efficiency (right) 
metrics. Subjects are grouped into either “blind” (VF = 6) or “low vision” (VF ≤ 5). Scores above zero indicate that subjects’ passive scores were higher (indicating worse 
performance) than their active scores. The higher the score, the more of a difference there was between their passive and active trials. Results indicate that the blind 
group had a significantly larger difference between passive and active trials for total time taken and path efficiency, indicating that they benefitted more from UNav in 
the active condition than the low vision group. Dots indicate individual participant scores, error bars show ± 1SD, and significance ratings are as follows: * = p < 0.05.
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turns only) alongside the ability to request help. These success 
rates may deviate further from longer, more complex routes, in 
which in-person help may be limited or not available. All 
considered, UNav’s consistency and reliability in delivering 
optimal pathing for the participant may underlie how the 
participant is able to use this navigation tool more effectively 
and with more confidence.

Temporal performance

In terms of our temporal metrics, subjects in the UNav condi
tion took less time to reach their destination, idled fewer times, 
and idled for less time overall. All these advantages were seen 
despite gait speed remaining the same across passive and active 
conditions. Some of these gains are likely related to better 
spatial efficiency and user confidence, as better pathing 
(given a consistent gait speed) should reduce overall time as 
well. However, this can only occur if UNav’s feedback is pre
sented in a timely manner for subjects to allow them to reach 
their preferred walking speeds rather than having to wait in 
place for the next set of instructions. Future EOA evaluations 
should consider these holistic spatial-temporal-confidence fra
meworks to evaluate EOAs (Kappers et al., 2022; Tao & Ganz,  
2019). Subject demographics and abilities should also be con
sidered when designing feedbacks, such as considering each 
individual’s preferred walking speed, step length, preferred 
routes, ability to memorize each route segment, alongside 
other demographic details that correlate with visual disabil
ities, such as age or medical comorbidities that may also impair 
device interaction or mobility (Nair et al., 2022).

Spatial cognition with mental maps – Evidence from 
ordering effects

As the participant navigates unfamiliar spaces using instruc
tions from UNav or a chaperone, the user is building up 
a mental map of the environment and improving their spatial 
cognition (Dodds et al., 1982; Giudice, 2018; Hersh, 2020). 
Relative to the rote memorization required by SIPTD, 
UNav’s live-generated step-by-step instructions might be 
more beneficial in mental map creation – which could benefit 
future journeys. One way to test this is through examining 
ordering effects, in which the effect of traveling a path first 
with UNav might influence subsequent travel with SIPTD (or 
vice versa). We examined the ordering-effects on three char
acteristics – path efficiency, total travel time and total idle time 
(see Figure 7). We found that “total travel time” with SIPTD 
could be reduced and reach equivalent times to UNav gui
dance and that this occurred in our experiment’s active-passive 
condition where participants initially learned the route with 
UNav. By contrast, total travel time with UNav is not affected 
by whether the route has been traveled before with SIPTD. 
This suggests that route learning and mental mapping in the 
initial journey with UNav may have resulted in greater benefits 
to spatial cognition that manifested in future trials, even with
out UNav. However, further studies are needed to disentangle 
the roles of prior route experience and UNav on this effect, 
which we explore further in the limitations section.

Outdoor and indoor EOAs – Feature comparison

UNav’s unique feature set addresses core navigation issues 
identified as barriers to equitable societal participation. 
UNav’s vision-based localization method also provides orien
tation information, allowing the user to know the cardinal 
direction they are facing, as well as the cardinal direction of 
the destination. This information is similar to the orientation 
and distance information provided as 3D sound cues in 
Microsoft’s Soundscape App. However, since Soundscape 
uses GPS information, its orientation accuracy is variable and 
cannot be applied to indoor environments unlike UNav. 
Another EOA, GoodMaps, has two separate applications 
with one for outdoor navigation using GPS and another for 
indoor navigation using previously generated 3D maps. Since 
UNav utilizes the same visual localization method for both 
outdoors and indoors, there is a seamless handoff when users 
transition between outdoors and indoors. Interviews with par
ticipants indicate that seamless handoffs between locations or 
tasks are highly desired.

Another core feature of UNav is its independence from the 
requisite infrastructure in the environment. This is similar to 
our Commute Booster application that utilizes preexisting 
signage to help navigate users within subway stations [58]. 
However, many alternative indoor approaches require 
Bluetooth beacons or other infrastructure to be placed in the 
environment to localize the user or provide content (e.g. Right 
Hear, NaviLens – for a review see (Plikynas et al., 2020)). These 
infrastructure requirements may be costly, require planning 
permission, compete for wall space, and require maintenance. 
VPR techniques do not require any of these, and the visual 
features required to support routes within indoor environ
ments are captured in the same amount of time it takes to 
walk through an environment as if on a tour. Alternative 
techniques such as LiDAR mapping, augmented reality, mag
netometer readings, and additional physical infrastructure- 
based methods also require walking through the environment, 
but in a very specific and choreographed manner. This can 
take considerably longer and may suffer from mapping incon
sistencies that require repeated data acquisition, i.e. re- 
mapping. This means thatUNavis easily and rapidly scalable 
for larger environments without costly or space-consuming 
physical infrastructure or without ambitious, choreographed 
mapping routines that require trained personnel.

Server-based (remote) vs device-based (local) processing

EOAs for indoor navigation not only vary in whether or not they 
require additional physical infrastructure in the environment 
(Nair et al., 2022) but also whether network connectivity is 
required to facilitate travel guidance (GoodMaps, 2024). The 
iteration of UNav used in the present study offloads client image 
processing, visual feature matching for user localization and orien
tation, topometric map hosting, and wayfinding calculations to 
the server. This approach can yield dividends in terms of accessi
bility to this service from a wider range of devices as well as 
lowering the computational, memory, and battery demands on 
the client’s system (Azzino et al., 2023; Yuan et al., 2022). All said, 
this approach is dependent on network connectivity and server 

ASSISTIVE TECHNOLOGY 11



availability. However, client–server interactions can be optimized 
so that reductions in network connection quality have minimal 
impact on server-based AI performance (Azzino et al., 2023). 
Ensuring robust navigation assistance for when network connec
tions or servers are limited or intermittently unavailable. While 
UNav’s server-side processing is lightweight enough to run on 
a laptop (Dell m17 R3 with RTX 2080 Super GPU), we are making 
several further optimizations to make UNav as efficient as possible 
to run locally on smartphones or the VIS4ION platform. These 
efficiency improvements include both support for parallel proces
sing on multiple CPU/GPU threads and the dynamic loading of 
smaller “sub-maps” into system memory based around the users’ 
current location and next steps (rather than full-floor maps). 
These optimizations will work to improve processing speeds as 
well as reduce both system memory requirements and narrow the 
visual feature matching search to further speed up user localiza
tion, orientation, and wayfinding guidance.

Multi-purpose assistive technologies – Blending ETAs & 
EOAs

UNav provides consistent, reliable, step-by-step instructions to 
support navigation. Since subjects can rely on this informa
tion, UNav users can go at their own pace and not have to 
memorize extensive lists of instructions and landmarks, redu
cing users’ cognitive load. As such, UNav users should be able 
to perceive and learn additional information about the envir
onment to improve spatial cognition. To better facilitate men
tal map building, it may prove beneficial for future versions of 
UNav’s verbal feedback to incorporate BLV’s unique priorities 
within the environment. This includes adding specific sensory 
cues (e.g. floor texture), user notes or calling out additional 
landmarks in a particular rank order. As observed earlier, 
effective mental map (Hersh, 2020) building could create ben
efits for the user that extend beyond their direct use of the 
UNav system. UNav’s feedback could be supplemented with 
hazard notifications of objects in the users’ path (Hao et al.,  
2023), cross-walk notifications (Li et al., 2020), guidance to 
door handles (Gui et al., 2019), additional context from vision- 
based language models (e.g. Hao et al., 2024), alternative 
modalities such as via haptic feedback (Boldini et al., 2023), 
or provide trip planning guidance in virtual reality prior to 
real-world traveling (Ricci, Boldini, Beheshti, et al., 2023; Ricci, 
Boldini, Ma, et al., 2023; Ricci, Boldini, Rizzo, et al., 2023). This 
may facilitate user safety, ability, confidence, as well as 
improved spatial intelligence and situational awareness.

Limitations

In the present study, subjects completed routes twice, once 
with UNav and once with chaperone instructions. While this 
provided insights on how initially learning a route with one 
approach influenced learning with another (see ordering 
effects), the overall route learning effects may have reduced 
the observed differences between these approaches. This can 
be addressed in future studies with a careful selection of 
equivalent routes that are equally unfamiliar to subjects but 
have the exact same distance and turns required but are only 
used once by each approach.

We previously noted that route completion time by chaperone 
instructions (SIPTD) was only as fast as UNav after subjects 
initially learned the route using UNav. However, it is difficult to 
determine to what extent this was due to having completed the 
route before or is due to UNav’s approach to presenting informa
tion. If future studies contain a passive–passive condition, then 
contrasting its results with the active-passive condition would help 
clarify the exact benefits of initially learning a route with UNav on 
subsequent journeys without UNav.

We interpret our ordering-effect results as evidence of 
UNav improving the subject’s spatial cognition of the envir
onment, which facilitates subsequent movement through the 
space. However, further studies could explore this interpreta
tion through having subjects convey their understanding of the 
space after navigating it with either method for the first time 
(Giudice et al., 2011). Finally, in this study, we only tested 
short-range navigation (50–200 m, 2–4 turns); however, differ
ences between UNav and chaperone instructions may differ 
further during longer or more complicated routes.

Spatial equity and societal access: A navigational priority

Spatial equity represents the goal of ensuring access to various 
spaces, communicating how they are distributed, and facilitating 
social inclusion for all activities possible within them (Cass et al.,  
2005). As such, EOAs can provide additional spatial equity for 
PBLV by providing more detailed spatial descriptions, detailed 
routing options, the location of nearby points of interest (e.g. 
shops, public bathrooms and transport hubs) as well as the various 
activities and goods available. This could result in EOAs describ
ing the environment according to the users’ preference, in addi
tion to providing their selected destination. Accessibility to 
navigation is also an essential aspect of ensuring societal access 
for PBLV. The added difficulties for PBLV in commuting to and 
from work, effectively navigating inside the workplace, and initial 
worries that recruiters may have about workplace accommoda
tions all play a role in employment barriers (Crudden & 
McBroom, 1999; U.S. Bureau of Labor Statistics, 2023). In the 
US, the unemployment rate for PBLV stands at ~60% relative to 
4% for persons without disabilities (PwoD). These inequities 
extend to accessing healthcare services (Spencer et al., 2009), 
universities (Croft, 2020), and social spaces (Robertson, 2023; 
Wolffe & Sacks, 1997) – resulting in worse health outcomes, 
lower bachelor-degree attainment (15% relative to 41% PwoD), 
lower earning power, and fewer face-to-face social interactions 
relative to sighted peers (Wolffe & Sacks, 1997). These are sub
stantial factors that add to both the societal but also financial cost 
associated with blindness and low vision (Rein et al., 2022). 
Accessible navigation solutions for PBLV are likely to help miti
gate these societal inequities through facilitating access to educa
tional, employment, social, and additional recreational 
opportunities.

Conclusion

Overall, we demonstrate that the UNav wayfinding system 
shows a wide range of significant benefits to the end user in 
terms of spatial, temporal, and confidence metrics over stan
dard in-person travel directions when navigating through 
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unfamiliar environments. Furthermore, we found that learn
ing a route with UNav had persistent benefits, as users 
improved their travel time from standard in-person travel 
directions only after the user had previously learnt the route 
with UNav. These findings with UNav underscore the impor
tance of consistent feedback from computer-based virtual gui
dance in spatial cognition and mental map building. 
Furthermore, UNav also serves as a suitable platform technol
ogy to explore further optimizations of feedback for both 
navigation instructions and overall environmental under
standing, supporting multi-purpose assistive technology for 
better spatial intelligence and situational awareness. The infra
structure-free feature set of UNav also provides unique 
answers to problems faced by many alternative technologies, 
making it more widely accessible, cost-effective, and scalable. 
As a result, UNav has the potential to provide meaningful 
advances in accessible navigation for persons who are blind 
or have low vision to increase equitable access to a wide range 
of indoor and outdoor spaces, improving employment, health
care, and educational opportunities both domestically and 
abroad.
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