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Abstract—Vision-based methods are commonly used in robotic
arm activity recognition. These approaches typically rely on
line-of-sight (LoS) and raise privacy concerns, particularly in
smart home applications. Passive Wi-Fi sensing represents a
new paradigm for recognizing human and robotic arm activi-
ties, utilizing channel state information (CSI) measurements to
identify activities in indoor environments. In this paper, a novel
machine learning approach based on discrete wavelet transform
and vision transformers for robotic arm activity recognition from
CSI measurements in indoor settings is proposed. This method
outperforms convolutional neural network (CNN) and long short-
term memory (LSTM) models in robotic arm activity recognition,
particularly when LoS is obstructed by barriers, without relying
on external or internal sensors or visual aids. Experiments are
conducted using four different data collection scenarios and four
different robotic arm activities. Performance results demonstrate
that wavelet transform can significantly enhance the accuracy of
visual transformer networks in robotic arms activity recognition.

Index Terms—Channel state information, robotic arm activity
recognition, transformer networks, wavelet transform.

I. INTRODUCTION

Franka Emika arms are a series of collaborative robotic
arms, designed to work alongside humans [1]. These arms
are known for their lightweight and compact design as well
as their advanced capabilities in safety and ease of use.
Franka Emika arms are utilized across a diverse range of
applications in logistics, warehousing, automotive industry,
and healthcare due to their versatility, precision, and ability
to perform repetitive and complex tasks.

Activity recognition in robotic arms is the process of identi-
fying and categorizing specific activities or movements being
performed by a robotic arm. Activity recognition is essential
for enabling robotic arms to comprehend their surroundings,
interact proficiently with objects, and autonomously execute
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tasks [2]. To this aim, robotic arms are generally equipped
with various sensors such as accelerometers, gyroscopes, joint
encoders, force sensors, and vision systems [3]. These sensors
gather data about the arm’s movements, positions, forces
exerted, and the surrounding environment. Activity recognition
can pose challenges owing to task complexity, environmental
variations, and intricacies and noise within sensory data.
Vision systems, such as light detection and ranging (Li-
DAR), typically demand an unobstructed line of sight (LoS),
which could be unfeasible in specific surroundings. Privacy
also raises concerns, especially in the context of household
robots [4].

Wireless sensing and detection leverages wireless signals
and arrays of sensors to gather diverse types of data. In wire-
less communications, channel state information (CSI) refers
to the information about the current state of a communication
channel, such as its quality, fading, interference, and other
characteristics [5]. Changes in the environment, including
activities performed by robots and humans, can significantly
affect CSI. Collected CSI measurements from Wi-Fi signals
can be used for human activity recognition (HAR) using var-
ious machine learning methods [6]–[12] and hand movement
velocity estimation [13].

Recently, CSI has also been used for robotic arms activity
recognition (RAR) [14], [15]. A Franka Emika arm was
utilized to perform four different activities. During performing
the activities, an access point (AP), sniffer, and transmitter
collected CSI measurements. A convolutional neural network
(CNN), trained on the collected measurements, was used for
robot arm activity recognition. Continuing from the prior work
on RAR through Wi-Fi sensing, which employed CNNs, this
study advances RAR using vision transformers (ViT) [16] and
compares them with a convolutional neural network with long
short-term memory (CNN-LSTM) [17] and basic transformer
models [18]. Our ViT-based approach demonstrates remark-
able enhancements over the earlier CNN-based approach,
showcasing improved recognition accuracy and generalization.

To further refine our methodology, we have incorporated the
discrete wavelet transform (DWT) as a novel noise reduction
technique [19]. Noises such as multipath interference, which
creates fading effects due to signals reflecting off surfaces,
and co-channel interference from other wireless devices using
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Figure 1. The proposed model for robotic arm activity recognition incorporates discrete wavelet transform (DWT) and multi-head self-attention (MHSA).
The inputs to the model consist of the amplitudes derived from channel state information measurements.

the same frequency, can obscure the subtle changes in CSI
data that are indicative of specific movements or activities.
DWT, renowned for its efficacy in signal processing, operates
by decomposing a signal into various frequency components,
enabling the isolation and reduction of noise while preserving
crucial signal features. This addition is particularly significant
in Wi-Fi-based activity recognition, where signal clarity is
paramount. By achieving superior results on the same dataset,
our findings underscore ViT’s potential for RAR tasks and
contribute to the evolution of Wi-Fi-based activity recognition
techniques.

II. PROPOSED METHOD

In the context of RAR, analyzing CSI data from both
spatial and temporal dimensions is critical. Temporal analysis
reveals the evolution of wireless signal characteristics over
time, essential for tracking robotic movements and deciphering
complex gestures [20], while spatial analysis provides insights
into signal strength variations and multipath effects across
locations. The CSI data is collected as a complex matrix where
generally its amplitude is used for activity recognition [7],
[14], [21]. Let {(X1, y1), . . . , (XN , yN )} represent a set of
N CSI measurements where Xn 2 RS⇥T encapsulates the
amplitude of the CSI and yn 2 {c1, c2, . . . , cM} is the
corresponding activity class for M number of possible activity
classes. Figure 1 shows different steps of the proposed method
where a CSI measurement Xn is the input and the target class
is yn. For convenience, a sample Xn is represented as X
unless stated. The pseudocode of the model is presented in
Algorithm 1 and each stage is detailed as follows.

A. Discrete Wavelet Transform for Noise Reduction

Let X̃0 = X represent an initial value, decomposed into a
set of approximation coefficients using DWT as

X̃j [i, k] =
TX

n=1

X̃j�1[i, n] · �[n� 2k], (1)

and
D̃j [i, k] =

TX

n=1

X̃j�1[i, n] ·  [n� 2k], (2)

where X̃j [i, k] are the row-wise approximation coefficients
and D̃j [i, k] are the horizontal detail coefficients at level j

using low-pass filter �(·) and high-pass filter  (·). A 1D DWT
is then applied across each column of the row-transformed
coefficients as

X̃j [k, l] =
SX

m=1

X̃j [m, k] · �[m� 2l], (3)

and
D̂j [k, l] =

SX

m=1

X̃j [m, k] ·  [m� 2l], (4)

where X̃j [k, l] are the final approximation coefficients and
D̂j [k, l] are the vertical detail coefficients at level j. Addition-
ally, the diagonal detail coefficients Dj [k, l] can be computed
by applying  (·) across both dimensions as

Dj [k, l] =
SX

m=1

TX

n=1

X̃j�1[m,n] ·  [m� 2k] ·  [n� 2l], (5)

where the 2D decomposition results in one approximation
matrix X̃j and three detail matrices D̃j , D̂j , and Dj at each
level j, capturing horizontal, vertical, and diagonal details
respectively. After each level of decomposition, the approx-
imation coefficients are updated iteratively for J levels. Then,
a denoised CSI matrix is computed by applying the inverse
2D DWT as

X̂j [m, k] =
�X

l=1

X̃j [k, l] · ��1[2m� l]

+ D̂j [k, l] ·  �1[2m� l],

(6)

and

Dj [m, k] =
�X

l=1

Dj [k, l] ·  �1[2m� l], (7)

where � = T

2j . The inverse DWT on rows using the newly
obtained column coefficients is computed as

X̂j�1[m,n] =X̂j�1[m,n]

+
�X

k

Dj [m, k] ·  �1[2n� k],
(8)

where � = S

2j . The inverse filters ��1(·) and  �1(·) are the
reconstruction low-pass and high-pass filters, respectively. A
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denoised matrix is obtained ffter the final reconstruction level,
which is the reconstructed version of the original CSI matrix
with reduced noise.

Algorithm 1 Denoising CSI Amplitude Measurements
1: Input: CSI amplitude X 2 RS⇥T , number of levels J
2: Output: Denoised amplitude matrix X̃ 2 RS⇥T

3: procedure DWTDENOISING(X, J)
4: Initialize X̃0 = X
5: for j = 1! J do
6: for n = 1! T and m = 1! S do
7: Compute approx. coefficients using (1) & (3)
8: Compute detail coefficients using (2), (4) & (5)
9: end for

10: Update X̃j�1  X̃j

11: end for
12: for j = J ! 1 do
13: for l = 1! � and k = 1! � do
14: Up-sample and convolve using (8)
15: end for
16: end for
17: Set X̃ X̃0

18: return X̃
19: end procedure

B. Feature Extraction with Transformers

Each input sample X̃ is divided to Z small patches
X̂ 2 RP⇥P , where Z = dST

P 2 e and d·e is the ceiling function.
Then, these patches are flattened as x 2 RP

2

and embedded to
a vector using the positional encoder. Each sequence of these
embedded vectors must pass through transformer blocks which
contain a multi-head self-attention (MHSA), represented as
M, and a multi-layer perceptron (MLP) network. Flattening
and embedding the Z patches, results in input sequence
⇤ 2 RZ⇥D where D is the latent vector size. The MHSA is
an extension of self-attention S which runs L self-attentions.
First, one must compute the query Q, key K, and value V as

[Q,K,V] = ⇤UQ,K,V, (9)

where UQ,K,V 2 RD⇥3D is the set of parameters learned
during training the network and Q, K, V 2 RZ⇥D. Then, the
attention weights are computed as

A = �

✓
QK>

D
1
2

◆
, (10)

where �(·) is the Softmax function and A 2 RZ⇥Z . The self-
attention S is computed as

S = AV. (11)

A collection of L self-attention headers are concatenated and
projected as

M = [S1 � S2 � · · ·� SL]UMHSA, (12)

where M 2 RZ⇥D, UMHSA 2 R(L⇥D)⇥D and � is the
concatenation operator. It is computed by applying standard
multiplication on concatenated self-attentions and UMHSA.

(a) Arc (b) Elbow

(c) Circle (d) Silence

Figure 2. A Franka Emika arm performing four different activities: (a) Arc,
(b) Elbow, (c) Circle in the XY-plane, and (d) Silence, [14].

Following the normalization and residual connection, the data
passes through an MLP network. It processes the output of
the MHSA layer-by-layer to extract more complex features
and relationships, and then another round of normalization and
residual connection, is done on the features.
C. Classification

The output features of the transformer blocks must be fed
to the final MLP model to classify the CSI input samples to
M classes. The loss function L of the model is computed for
a batch of N samples as

L = � 1

N

NX

n=1

MX

m=1

yn,m · log (� (ŷn,m)) , (13)

where yn,m is the true label for sample Xn and class m, and
ŷn,m is the is the corresponding logit predicted by the model.

III. EXPERIMENTS

A. Data

The dataset was acquired from a Franka Emika robotic
arm [14] performing three activities which are (a) Arc, (b)
Elbow, (c) Circular motion in the X-Y plane, and (d) No
movement (Silence), as presented in Figure 2, based on the
floor plans in Figure 3. Each activity was repeated for periods
exceeding 5 minutes, capturing data at a frequency of 30Hz,
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(a) Scenario 1

(b) Scenario 2

(c) Scenario 3

(d) Scenario 4

Figure 3. Different data collection scenarios. In each scenario, the red dashed
arrows show the change in location of access point and sniffer, which have
moved 12-cm horizontally.

resulting in the collection of 10, 000 packets by the router.
The selected bandwidth was 80 MHz, utilizing S = 256 sub-
carriers. For every sample, a sequence of T = 300 consecutive
CSI packets was employed. A total of 100 samples were
collected for each activity class. As mentioned in section II,
we focus on the amplitude of the CSI data and perform the
removal of unused and pilot subcarriers. Consequently, each

Table I
AVERAGE AND STANDARD DEVIATION OF CLASSIFICATION METRICS OF
EACH MODEL, AFTER 10-FOLD CROSS-VALIDATION, TESTED ON EACH

SCENARIO IN PERCENTAGE.

Scenario Model Accuracy Precision Recall F1-Score

1

CNN 90.9±3.2 91.6±3.9 90.9±3.2 90.4±3.9
CNN-LSTM 79.2±5.3 79.4±6.0 79.3±5.3 79.0±5.6
Transformer 69.8±5.4 74.5±5.2 69.8±5.4 70.0±5.3

ViT 95.0±1.2 95.8±1.2 95.0±1.2 95.0±1.1
ViT-DWT 96.7±1.2 96.4±0.7 96.7±1.2 96.7±1.2

2

CNN 85.7±4.1 85.6±4.7 85.7±4.1 85.6±4.6
CNN-LSTM 81.8±4.7 86.5±4.2 81.8±4.7 81.3±5.1
Transformer 63.5±4.6 73.6±4.3 63.5±4.6 63.3±4.0

ViT 93.7±1.7 94.4±1.5 93.7±1.7 93.7±1.9
ViT-DWT 96.0±2.2 96.2±1.3 96.0±2.2 96.0±2.1

3

CNN 84.1±5.4 87.0±4.7 84.1±5.4 84.4±5.0
CNN-LSTM 82.4±2.7 82.8±1.9 82.4±2.7 82.5±1.5
Transformer 70.4±3.4 79.1±2.8 70.4±3.4 70.0±3.0

ViT 96.9±1.2 97.2±1.2 96.9±1.2 96.9±1.1
ViT-DWT 97.4±1.4 97.7±2.3 97.4±1.4 97.3±2.5

4

CNN 88.1±4.3 88.0±4.3 88.1±4.3 87.8±3.9
CNN-LSTM 83.6±4.0 85.3±3.7 83.6±4.0 83.8±4.1
Transformer 65.4±5.3 75.5±4.9 65.4±5.3 62.3±4.4

ViT 95.6±2.0 96.0±2.1 95.6±2.0 95.6±1.8
ViT-DWT 97.4±1.4 97.6±1.2 97.4±1.4 97.3±1.4

sample undergoes a reshaping process, resulting in a matrix
X 2 R234⇥300, and then DWT with J = 10 is performed on
X̃ and finally the denoised signal is ready to be fed to the
feature extraction model.

B. Training Setup

The inherent complexity and sequential nature of CSI
measurements come with challenges for conventional pattern
recognition methods, which led us to investigate alternative
models beyond CNN. In the case of the CNN-LSTM model,
we incorporated two LSTM layers into the existing CNN
structure. In contrast, for training the transformer model, we
flattened each CSI matrix and concatenated them into a vector.

The ViT model, tailored for CSI classification, employs a
patch size of 20 to capture spatial hierarchies effectively. It is
notable that the patches must be square and non-overlapping,
so we zero-padded each CSI sample to have input samples
with dimension 300 ⇥ 300, and after patching each sample
results in 225 patches. It undergoes 60 epochs of training with
a batch size of 64 and early stopping with 10 epochs patience,
a learning rate of 1 ⇥ 10�2, dropout rate of 0.3, and weight
decay of 2 ⇥ 10�3. A grid search was conducted using the
validation dataset to tune the hyperparameters. A sensitivity
analysis is provided in Subsection III-D.

C. Results Analysis

To investigate the impact of altering the sniffer’s location,
we adopted a leave-one-scenario-out (LOSO) approach, as pre-
viously demonstrated in [14]. This strategy involves training
our models on three distinct scenarios and testing them on
the fourth. In each scenario, both the sniffer and AP were
relocated by 12 cm.

The average and standard deviation of the classification
metrics for the CNN, CNN-LSTM, transformer, ViT, and
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(a) Scenario 1 (b) Scenario 2 (c) Scenario 3 (d) Scenario 4

Figure 4. Average confusion matrix values of ViT-DWT, in percentage, after 10-fold cross-validation for scenarios in Figure 3.

Table II
MEAN AND STANDARD DEVIATION OF ALL LEAVE-ONE-SCENARIO-OUT

PERFORMANCE EVALUATIONS OF VIT AND VIT-DWT, FOR EACH
ROBOTIC ARM ACTIVITY CLASS, IN PERCENTAGE.

Model Activity Accuracy Precision Recall F1-Score

ViT

Arc 90.0±9.2 94.3±6.5 90.0±9.2 91.6±4.5
Circle 95.0±5.9 92.5±7.9 95.0±5.9 93.3±3.7
Elbow 97.4±4.4 100.0±0.0 97.4±4.4 98.6±2.3
Silence 98.7±2.2 96.7±5.6 98.7±2.2 97.6±2.8

ViT-DWT

Arc 94.5±5.3 95.1±5.3 94.5±5.3 94.6±3.6
Circle 95.9±5.0 94.5±4.9 95.9±5.0 95.1±3.8
Elbow 99.1±2.9 100.0±0.0 99.1±2.9 96.0±4.3
Silence 100.0±0.0 97.7±3.2 100.0±0.0 98.8±2.1

ViT-DWT models are reported in TableI after 10-fold cross-
validation. Notably, the ViT model exhibits superior perfor-
mance compared to the CNN model developed in [14]. The
ViT model processes an input CSI measurement as a sequence
of patches, where the attention mechanism can capture com-
plex temporal and spatial relationships between patches with
a higher performance than the CNN and regular transformer
networks. This aligns with the efficacy of attention-based
methods in Wi-Fi sensing, as demonstrated in prior work on
HAR [22]. The ViT’s superior performance over both CNN
and regular transformers underscores the potential of attention
mechanisms in this domain.

To have a better understanding of performance of the pro-
posed ViT-DWT model, the average confusion matrix values
of each scenario and corresponding classification metrics per
activity class are presented in Figure 4 and Table II. This
table presents the average and standard deviation of each
class after 10-fold cross-validation and over all the LOSO
experiments for the both ViT and ViT-DWT models. Notably,
the ViT-DWT model achieved an average accuracy of over
96.7%, with the highest precision recorded for the Elbow
activity class. This high precision indicates the model’s ability
to accurately classify activities without many false positives.
Moreover, the model exhibited strong recall rates, emphasizing
its capacity to correctly identify instances of each activity
class. The F1-Score, which balances precision and recall,
further substantiates the model’s overall effectiveness.

Figure 5. Performance of the ViT-DWT model after grid search for different
learning rate and batch size values.

D. Sensitivity Analysis

Sensitivity of the proposed model to different learning rate
values {10�4, 10�3, 10�2} and batch sizes {32, 64, 128} is
presented in Figure 5 with respect to the accuracy of the
model. The results show that a learning rate of 10�2 and batch
size of 64 achieve the best performance. With respect to the
activation function, by adopting rectified linear unit (ReLU),
we enabled the model to capture nonlinear relationships while
mitigating vanishing gradient issues. These choices collec-
tively enabled our ViT model to achieve exceptional accuracy
in classifying different activities. Key to this model’s success
is the integration of two attention heads per transformer layer.
With four transformer layers and D = 256, this architecture
strikes a balance between depth and breadth of feature extrac-
tion.

IV. CONCLUSION

Wi-Fi sensing has conclusively demonstrated its efficacy
in HAR and RAR, representing a significant advancement
in the field. Our investigation transcended traditional CNN
approaches by incorporating advanced architectures like CNN-
LSTM, transformer networks, and ViT, with ViT emerging as
the superior model due to its unparalleled performance. This
superiority was further enhanced by denoising CSI measure-
ments with DWT. Our findings underscore the pivotal role
of ongoing innovation in modeling techniques to drive the
evolution and refinement of RAR systems. The objective is
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to achieve greater precision and context awareness in under-
standing robotic activities, thereby pushing the boundaries of
Wi-Fi sensing applications.
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