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attacks. Cyber-attacks targeting CAVs present signif-
icant risks, including breaches of privacy and poten-
tially life-threatening alterations to control systems.
Due to the high level of interconnectivity in CAVs,
an adversarial attack on a single vehicle can have
far-reaching implications, affecting other CAVs and
associated infrastructures (Niroumand et al., 2024;
Sun et al., 2022). One significant category of cyber-
physical attacks is FDI attacks. In this scenario, adver-
saries exploit vulnerabilities in the system configura-
tion to inject falsified data into the system (Bonab
et al., 2023; Sargolzaei, 2021; Sargolzaei et al., 2020;
Zideh et al., 2023). Consequently, there is an urgent
need to develop a secure CACC algorithm to mitigate
these threats.

A significant amount of research has focused on
designing CACC system. For instance a reinforcement
learning approach is applied to design a CACC inDes-
jardins and Chaib-draa (2011). The primary goal of
this research is to maintain a safe distance between
vehicles. The study incorporates function approxima-
tion techniques and gradient-descent learning algo-
rithms to optimise the performance of their proposed
controller. In designing this CACC, the delay in com-
munication channel has been considered. In Emirler
et al. (2018), a robust parameter space approach is used
to design the CACC system. D-stability is selected as
the performance objective, and a feedback PD con-
troller is designed within the controller parameter
space to achieveD-stability across various longitudinal
dynamics time constants and time gap values.

Also, in Sybis et al. (2019), a modified CACC is
designed to support the high-density car platooning.
In the designed CACC, impact of actuation lag, mes-
sage periodicity, and communication delay are anal-
ysed and considered. In addition, the development of
CACC is investigated in Liu et al. (2020). This study
develops a CACC algorithm that accounts for constant
time delays in the communication channel.

All the previously mentioned studies have devel-
oped the CACC system with a primary emphasis on
mitigating delays within the communication channel.
Nonetheless, these approaches fail to guarantee safety
in the presence of FDI attacks, input delays and distur-
bances.

Another relevant study on the design of a CACC
algorithm is presented in Milanés et al. (2014). This
research validates the effectiveness of the proposed
CACC through comprehensive experimental setups.

The development of the CACC algorithm considers
critical factors such as input delay, communication
delay and disturbances. The system incorporates two
controllers: one dedicated to managing the approach
manoeuver towards the leading vehicle, and the other
responsible for regulating the car-following behaviour
once the vehicle becomes part of the platoon.

Also, in Ploeg et al. (2011), a CACC is presented to
guarantee string stability in the presence of commu-
nication delay, vehicle’s input delay and disturbance.
Another research considers the communication struc-
ture within the CACC and validates the CACC system,
particularly in scenarios where the follower vehicle
experiences input delay (Lunze, 2020).While themen-
tioned algorithms demonstrate effective performance
in the presence of disturbance, communication delay
and input delay, these methods are not able to mitigate
the negative effects of FDI attacks.

In Biroon et al. (2020, 2022), researchers introduce
a continuous model for a platoon of connected vehi-
cles equipped with the CACC algorithm, utilising par-
tial differential equation (PDE) approximations. Their
design also considers FDI attacks within the platoon.
Unlike typical approaches, the FDI attack in their study
is not applied to transmitted data. Instead, they model
an intelligent FDI attack within the Dedicated Short-
Range Communication (DSRC) network by simulat-
ing the injection of fake vehicles. Another example of
detecting cyber-attacks in the communication channel
of CACC is presented in Keijzer and Ferrari (2019).
This paper introduces a robust method, specifically a
sliding mode observer, to detect and estimate cyber-
attacks, taking communication delay into account as
part of the analysis. Additional study has utilised a fault
detection technique based on neural network (NN) to
detect and track FDI attacks on the CACC layer of a
platoon of connected vehicles in real time (Sargolzaei
et al., 2016). In Sargolzaei et al. (2016), a decision
support system was developed to reduce the proba-
bility and severity of any consequent accident. The
referenced papers are not able to mitigate FDI attacks
while the system is under input delay and disturbances.
Additionally, some of these papers lack comprehensive
stability analyses, and their designs rely solely on linear
control methods.

Unlike other studies in the literature, this paper
aims to develop a novel secure Lyapunov-based
nonlinear controller. Our study introduces a con-
trol and estimation technique that integrates both
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model-based and learning-based approaches. The goal
is to enhance both accuracy and processing time.
Unlike conventional methods that solely rely on either
learning-based or model-based techniques, our pro-
posed method strikes a balance between processing
time and accuracy. The designed novel controller is
able to maintain the real-time tracking of the lead
vehicle while the communication channel is under
FDI attacks and measurement noise, and the follower
vehicle is under input delay and disturbance.

The contributions of our paper are as follows: (i)
A novel control strategy that integrates both model-
based and learning-based approaches is developed.
This strategy is resilient against FDI attacks, mea-
surement noise, input time delays and external dis-
turbances. (ii) We propose a nonlinear observer and
a neural network (NN)-based FDI attack estimator
capable of estimating FDI attacks in real time. (iii)
Lyapunov–Krasovskii (LK) functionals are utilised to
provide the stability analysis of our proposed nonlin-
ear controller, nonlinear observer and NN-based FDI
attack estimator. (iv) We obtain a real-world vehicle
model through an experimental setup.

The outline of the rest of the paper is as follows:
Section 2 describes the mathematical model of CACC.
The problem statement is explained in Section 3.
Section 4 overviews the proposed solution including
controller design, FDI attacks and measurement noise
estimator, and observer design. The stability analysis of
the designed controller, observer and FDI attacks esti-
mator is explained in Section 5. Section 6 shows the
results. Finally, Section 7 explains the conclusion of the
paper.

2. Mathematical model of CACC

CACC-equipped strings of vehicles in the presence of
FDI attacks and input time delay are demonstrated
in Figure 1. It is assumed that the control command
of lead vehicle is transmitted to the following vehicle
through communication channel. Also, velocity and
position of the lead vehicle are estimated by radar sen-
sor. This paper assumes a string of homogeneous vehi-
cles with the samemodels and CACC capabilities. The
dynamics model of the vehicles are derived through
an experimental setup, as detailed in Section 6.
The dynamic model of the ith vehicle is defined as
follows :

Figure 1. CACC-equipped stringof vehicles in thepresenceof FDI
attacks and input time delay.

{
ẋi(t) = vi(t),
v̇i(t) = −γivi(t) + βiuτi(t) + di(t),

(1)

where i ∈ {2, . . . , n} denotes the follower vehicle, n is
the number of vehicles, and i−1 indicates the lead
vehicle. It means that each vehicle follows its own
leader. The equations are for follower i with the leader
i−1. In Equation (1), xi(t) ∈ R, vi(t) ∈ R, uτi(t) ∈ R

and di(t) ∈ R represent the position, velocity, gen-
eralised delayed control input, and external distur-
bance, respectively. τi(t) ∈ R represents a known time-
varying delay, and γi and βi are constant param-
eters. The dynamic model of the leader vehicle is
described as{
ẋi−1(t) = vi−1(t),
v̇i−1(t) = −γi−1vi−1(t) + βi−1ui−1(t) + di−1(t),

(2)

where xi−1(t) ∈ R, vi−1(t) ∈ R, ui−1(t) ∈ R and di−1
(t) ∈ R represent the position, velocity, control input
and external disturbance, respectively. Since vehicles
are homogeneous then γi−1 = γi and βi−1 = βi.

Assumption 2.1: The disturbances are assumed to be
continuous and bounded by known constants such
that ‖di(t)‖ < d1i and ‖di−1(t)‖ < d2i for t ≥ t0, and
d1i , d2i ∈ R>0 (Sargolzaei, 2021).

Assumption 2.2: The time-varying input delay is
bounded and differentiable such that 0 ≤ τi(t) ≤ τi,
∀ t ∈ R>0 where τi is a positive known constant. The
rate of change for the delay is bounded such that
|τ̇i(t)| < τ̇max < 1, ∀ t ∈ R>0, where τ̇max is a positive
known constant.
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2.1. FDI attack andmeasurement noise
representation

The communication network of connected vehicles
is being subjected to both FDI attacks and measure-
ment noise. Therefore, vehicles receive corrupted data.
This causes instability in a platoon of vehicles, result-
ing in possible collisions. In the context of this paper,
we make the assumption that the control command is
the only parameter affected by the attack, as expressed
in Equation (3). This attack impacts the output, ulti-
mately transforming it into the observed output as

πi(ui−1(t)) � ui−1(t) + νi−1(t), (3)

where πi ∈ R is the attack function, ui−1(t) is the
leader control command, and νi−1(t) is defined as

νi−1(t) � �i−1(t) + θi(t), (4)

where �i−1(t) ∈ R is the bounded, unknown, contin-
uous, and time-varying FDI attack, and θi denotes a
bounded Gaussian measurement noise.

Assumption 2.3: νi−1(t) is assumed to be bounded
and differentiable such that ‖νi−1(t)‖ ≤ νi−1, where
t ≥ t0 and νi−1 is a positive known constant (Sar-
golzaei, 2021).

3. Problem statement

The primary objective of this paper is to develop a
robust controller for CACC to mitigate FDI attacks
and noise effects and to compensate for the input time
delay and disturbance to ensure the maintenance of
a safe following distance between the leader and fol-
lower vehicles. TheCACCalgorithm requires a control
signal from the lead vehicle in real-time. However,
adversary manipulation challenges this process, which
potentially leads to collisions. Therefore, our second
objective is to design an observer and an FDI attacks
estimation mechanism to estimate the FDI attacks in
real-time. To quantify these objectives, we define some
error signals as distance error (ei(t)), an auxiliary error
to obtain a delay-free control signal (eui(t)), state esti-
mation error (x̃i−1(t)), and FDI attacks estimation
error (ν̃i−1(t)).

The error signals are in detail as following, ei(t) :
[t0,∞) → R as

ei(t) � xi(t) − xi−1(t) + Di−1 + xdi(t), (5)

where Di−1 ∈ R is the length of lead vehicle and
is a constant, and xdi(t) ∈ R is the desired distance
between vehicles. Achieving and maintaining this
desired distance is our objective.

Assumption 3.1: The desired distance, its first, and
second derivatives are assumed to be bounded by pos-
itive known constants, xdi , ẋdi , ẍdi ∈ L∞ (Patre et al.,
2008).

Another challenge is the known time-varying delay
in the control signal of follower vehicles. To achieve a
delay-free control signal in the closed-loop system, an
auxiliary signal, eui(t) : [t0,∞) → R, is defined as

eui(t) �
∫ t

t−τi

ui(s) ds. (6)

Time derivative of eui(t) is obtained as

ėui(t) = ui(t) − (1 − τ̇i(t))uτi(t). (7)

To facilitate the design process and stability analysis,
an auxiliary error equation is proposed as

ri(t) � ėi(t) + αiei(t) + βieui(t), (8)

where αi ∈ R>0, is a user-specified known gain.
The follower vehicles are relayed false information

from the leader during FDI attacks and noise. There-
fore, the accuracy of the observer needs to be mea-
sured and maintained. A state estimate error x̃i−1(t) :
[t0,∞) → R, is described as

x̃i−1(t) � xi−1(t) − x̂i−1(t), (9)

where x̂i−1(t) ∈ R denotes the estimated position of
the lead vehicle.

To facilitate the stability analysis for the state
estimation, another auxiliary error signal r̃i−1(t) :
[t0,∞) → R can be defined as

r̃i−1(t) � ˙̃xi−1(t) + αi−1x̃i−1(t), (10)

where αi−1 ∈ R>0 is a user-defined gain.
For determining the accuracy of the estimated con-

trol signal, an estimation error for the control signal,
ũi−1(t) : [t0,∞) → R, is defined as

ũi−1(t) � ui−1(t) − ûi−1(t), (11)

where ûi−1(t) ∈ R is the estimated control signal of the
leader.
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Figure 2. Proposed solution diagram.

Defining ui−1(t) � ui−1(t) + νi−1(t) and ûi−1(t) �
ui−1(t) − ν̂i−1(t) yields

ũi−1(t) = ui−1(t) − ui−1(t) + ν̂i−1(t), (12)

where ν̂i−1(t) ∈ R is the estimated FDI attacks.

Assumption 3.2: ui−1(t) is bounded such that
‖ui−1(t)‖ ≤ Ui−1 where Ui−1 ∈ R>0.1

To measure the accuracy of the FDI attacks esti-
mation, the estimation error, ν̃i−1(t) : [t0,∞) → R is
defined as

ν̃i−1(t) � νi−1(t) − ν̂i−1(t). (13)

4. Proposed solution

In order to address problem statement, we proposed
a nonlinear Lyapunov based controller, an FDI attack
estimator, and a nonlinear observer which will be dis-
cussed in detail in the following subsections. Also,
Algorithm 1 and the diagram in Figure 2 are a sum-
mary of the procedure.

4.1. Controller design

The control signal was designed using the Lyapunov
stability analysis in Section 5 as

ui(t) � −kiri(t), (14)

where ki ∈ R>0 is a gain specified by the user.
Taking the derivative of Equation (8) and substitut-

ing (5) yields the closed loop form of the system as

ṙi(t) = ẍi(t) − ẍi−1(t) + ẍdi(t) + αiėi(t) + βiėui(t).
(15)

Replacing ẍi, ẍi−1, ėui , ui−1 fromdefinition before (12),
and (14) into (15) produces

ṙi(t) = −γivi(t) + di(t) + γivi−1(t) − βiui−1(t)

+ βiνi−1(t) − di−1(t) + ẍdi(t) + αiėi(t)

− βikiri(t) − βikiτ̇irτi(t). (16)

Closed-loop error system is obtained by adding and
subtracting γiẋdi(t) and βiν̂i−1(t) to (16) to yield

ṙi(t) = −γi(vi(t) − vi−1(t) + ẋdi(t))

+ βi(νi−1(t) − ν̂i−1(t))

− βiui−1(t) + di(t) − di−1(t)

+ ẍdi(t) + γiẋdi(t)

+ βiν̂i−1(t) + αiėi(t) − βikiri(t)

− βikiτ̇i(t)rτi(t), (17)

using (13), time derivative of (5), and further simplifi-
cation, (17) changes to

ṙi(t) = (αi − γi)ėi(t) + βiν̃i−1(t) − βiui−1(t) + di(t)

− di−1(t) + ẍdi(t) + γiẋdi(t) + βiν̂i−1(t)

− βikiri(t) − βikiτ̇i(t)rτi(t). (18)

Substituting (8) in (18) and defining αi − γi � ιi, α2
i −

γiαi � ηi, and βi(αi − γi) � ϒi results in

ṙi(t) = ιiri(t) − ηiei(t) − ϒieui(t) + βiν̃i−1(t)

− βiui−1(t) + di(t) − di−1(t) + ẍdi(t)

+ γiẋdi(t) + βiν̂i−1(t)

− βikiri(t) − βikiτ̇i(t)rτi(t), (19)

finally

ṙi(t) = ιiri(t) − ηiei(t) − ϒieui(t) + βiν̃i−1(t) + Ni(t)

− βikiri(t) − βikiτ̇i(t)rτi(t), (20)

where Ni ∈ R is an auxiliary term which is defined as

Ni(t) �di(t) − di−1(t) + ẍdi(t) + γiẋdi(t) − βiui−1(t)

+ βiν̂i−1(t). (21)

4.2. FDI attack estimation

The detailed observer design in the subsequent subsec-
tion includes a neural network-based FDI attacks esti-
mation algorithm and state estimator. The FDI attacks
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occur over a non-compact domain, so a nonlinear
mapping, Mνi−1 : [t0,∞) → [0, 1] is required to map
time to a compact spatial domain given as

Mνi−1 � cνi−1(t − t0)
cνi−1(t − t0) + 1

, ζ ∈ [0, 1], t ∈ [t0,∞),

(22)

where cνi−1 ∈ R>0 describes a user-specified gain
(Chakraborty et al., 2017). Consequently, νi−1(t) is
mapped into the compact domain ζ as

νi−1(t) = νi−1(M−1
νi−1(ζ )) � νMνi−1

(ζ ), (23)

where νMνi−1
: [0, 1] → R is now defined.

The FDI attack cannowbe estimated using a neural-
network (NN) described as

νMνi−1
(ζ ) = WT

i σ(VT
i δi) + μi, (24)

where δi ∈ R
2×1 signifies the inputs, vectors Wi ∈

R
(nn+1)×1 andVi ∈ R

2×nn indicate the unknown ideal
weights,nn represents the neurones number in the hid-
den layer. Additionally,σ(·) ∈ R

(nn+1) denotes an acti-
vation functions vector andμi ∈ R signifies a bounded
signal. Considering respect to the spatial domain, the
NN estimation of FDI attack can be described as

ν̂i−1(t) � ŴT
i σ(V̂T

i δi), (25)

where Ŵi ∈ R
(nn+1)×1 and V̂i ∈ R

2×nn represent the
estimated ideals weights, and δi is given as

δi � [1,φT
i ]

T , (26)

where φi � βi(ri(t) − r̃i−1(t)).
Substituting (23)–(25) into (13) yields

ν̃i−1(t) = WT
i σ(VT

i δi) − ŴT
i σ(V̂T

i δi) + μi. (27)

A Taylor’s series approximation is applied resulting

ν̃i−1(t) = W̃T
i σ(V̂T

i δi) + ŴT
i σ ′(V̂T

i δi)ṼT
i δi + Nni ,

(28)

given

Nni � W̃T
i σ ′(V̂T

i δi)ṼT
i δi + WT

i ϑ(ṼT
i δi) + μi, (29)

where Ṽi = Vi − V̂i is the inner NN weight error,
W̃i = Wi − Ŵi is the outer NN weight error, ϑ

denotes higher order terms, and Nni is bounded such
that

∥∥Nni
∥∥ ≤ N̄ni , where N̄ni ∈ R>0. Resulting from

the upcoming stability analysis, the updating laws for
the NN weights are described as

˙̂Wi = proj(�1iσ(V̂T
i δi)φi), (30)

and

˙̂Vi = proj(�2iφiδiŴT
i σ ′(V̂T

i δi)), (31)

where �1i ∈ R
(nn+1)×(nn+1) and �2i ∈ R are definite

positive matrices, and the function proj denotes a Lip-
schitz continuous projection operator defined in Cai
et al. (2006).

Remark 4.1: Recall that νi−1 is bounded by Assump-
tion 2.3. In addition, observe that Ŵi and σ(V̂T

i δi)

are bounded by construction. Therefore, (25) implies
that there exist a ν̂i−1,max ∈ R>0 such that

∥∥ν̂i−1(t)
∥∥ ≤

ν̂i−1,max. Therefore, (13) implies that there exists a
ν̃i−1,max ∈ R>0 such that ‖ν̃i−1(t)‖ ≤ ν̃i−1,max.

Remark 4.2: Assumptions 2.1, 3.1, 3.2 andRemark 4.1
are used to show thatNi(t) in (21) is bounded such that
‖Ni(t)‖ ≤ Ni where Ni ∈ R>0.

4.3. Observer design

Based on the stability analysis in Section 5, the
observer for vehicle i is designed as

¨̂xi−1(t) = −γivi−1(t) + βiui−1(t)

− βiν̂i−1(t) + L1i r̃i−1(t)

+ αi−1r̃i−1(t) − α2
i−1x̃i−1(t) + x̃i−1(t),

(32)

where L1i represents a user-defined gain. Taking the
derivative of (10) with respect to time yields

˙̃ri−1(t) = ¨̃xi−1(t) + αi−1 ˙̃xi−1(t). (33)

After substituting (9) and (10) and simplification, the
equation becomes

˙̃ri−1(t) = ẍi−1(t) − ¨̂xi−1(t) + αi−1r̃i−1(t)

− α2
i−1x̃i−1(t), (34)

variable substitution from (2) yields

˙̃ri−1(t) = −γivi−1(t) + βiui−1(t)

− βiνi−1(t) + di−1(t)
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− ¨̂xi−1(t) + αi−1r̃i−1(t) − α2
i−1x̃i−1(t), (35)

substituting ūi−1(t) from the definition before (12)
and (32) in (35) results in

˙̃ri−1(t) = −γivi−1(t) + βiui−1(t)

− βiνi−1(t) + di−1(t)

+ γivi−1(t) − βiui−1(t)

+ βiν̂i−1(t) − L1i r̃i−1(t)

− αi−1r̃i−1(t) + α2
i−1x̃i−1(t) − x̃i−1(t)

+ αi−1r̃i−1(t) − α2
i−1x̃i−1(t), (36)

further simplification in (36) yields

˙̃ri−1(t) = −βiν̃i−1(t) + di−1(t)

− L1i r̃i−1(t) − x̃i−1(t). (37)

The Algorithm 1 illustrates the summarised steps fol-
lowed in this paper to design a secure controller,
in presence of variable time delay and FDI attacks
and noise. Additionally, Figure 2 depicts the proposed
solution diagram, which integrates a nonlinear con-
troller, an observer and an estimator for FDI attacks.

Algorithm 1: Proposed secure controller and
estimation approach
Begin
Initialize parameters
Vehicles’ model parameters: βi, γi.
Selected controller gains: αi and ki.
Selected observer gains: αi−1, L1i . for t do

Compute the distance error signal from (5);
Compute the auxiliary error signal using
(6), (8),

αi, and βi;
Calculate the control signal from (14) and
user-defined gain ki;
Compute the state estimation error from
(9);
Compute the auxiliary estimation error
signal using (10) and αi−1;
Use (30) & (31) to compute the update laws
of NN;
Estimate the FDI attacks using (25);
Compute the observer signal using (32);

5. Stability analysis

For the sake of simplicity (t) was dropped in further
calculations. Let zi and �i ∈ R

4ni+3 be defined as

zi � [eTi , r
T
i , r̃

T
i−1, x̃

T
i−1]

T , (38)

and

�i � [zTi ,
√
PLKi ,

√
QLKi ,

√
RLKi]

T , (39)

where PLKi , QLKi , RLKi : [t0,∞) → R≥0 are LK func-
tionals defined as2

PLKi � ω1i

∫ t

t−τi

(∫ t

θ
‖ui(s)‖2 ds

)
dθ , (40)

QLKi � ω2i

∫ t

t−τi

‖ri(s)‖2 ds, (41)

RLKi � ω3i

∫ t

t−τi

(∫ t

θ
‖ri(s)‖2 ds

)
dθ , (42)

and ω1i ,ω2i ,ω3i ∈ R≥0 are user-defined constants.
Let Hi : [t0,∞) → R≥0 be defined as

Hi � 1
2
tr(W̃T

i �−1
1i W̃i) + 1

2
tr(ṼT

i �−1
2i Ṽi). (43)

where tr is the trace of a matrix which is defined as the
sum of the elements on the main diagonal of a square
matrix.

Since W̃i and Ṽi are bounded, Hi is bounded by
|Hi| ≤ Hi,max where Hi,max ∈ R>0.

Let the following be the sufficient conditions

αi >
(1 − ηi)ε1i

2
+ βi

2ε2i
,

ki >
(1 − ηi)

2βiε1i
+ ιi

βi
+ ϒi

2βiε3i
+ 1

2ε4i
+ 1

2βiε6i

+ kiτ̇max

2ε7i
+ τiω1ik2i + ω2i

,
βi + τiω3i

βi
,

ω1i >
βiτiε2i
K1i

+ ϒiε3iτi

K1i
,

ω2i >
βikiτ̇maxε7i

2K1i
,

αi−1 > 0,

Li−1 >
βi

2ε5i
+ 1

2ε8i
, (44)

where K1i = 1 − τ̇i and εpi ∈ R>0, p ∈ {1, . . . , 8}
denote positive known constants.
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Let χ1i and χ2i be defined as

χ1i � min
{
1
2
,
ω1i
2

}
,

χ2i � max
{
1,

ω1i
2

}
. (45)

Based on the sufficient conditions presented in (44), we
define the positive constants αpi for p ∈ {1, . . . , 6} as

α1i � αi − (1 − ηi)ε1i
2

− βi

2ε2i
,

α2i � βiki − (1 − ηi)

2ε1i
− ιi − ϒi

2ε3i
− βi

2ε4i
− 1

2ε6i
,

− βikiτ̇max

2ε7i
− τiω1ik

2
i − ω2i − τiω3i ,

α3i � K1iω1i
2τi

− ε2iβi

2
− ϒiε3i

2
,

α4i � K1iω2i −
βikiτ̇maxε7i

2
,

α5i � αi−1,

α6i � L1i −
βi

2ε5i
− 1

2ε8i
. (46)

Furthermore, let α7i � min
{
α1i ,α2i ,α5i ,α6i

}
and α8i

� min
{
α7i ,

K1i
2τ i ,

K1iω3i
2ω2i

}
.

Theorem 5.1: For the dynamics in (1) and (2), con-
troller given in (14), FDI attack estimator in (25), and
observer in (32) ensure semi-globally uniformly ulti-
mately bounded tracking such that

lim sup
t→∞

‖�i(t)‖ ≤
√

1
χ1i

(
Hi,max + χ2iϕi

α8i

)
, (47)

given that Assumptions 2.1–3.2 are satisfied and the
sufficient conditions in (44) are satisfied.

Proof: LetVLi : Di → R≥0, denotes a radially unbou-
nded, positive definite, continuously differentiable
Lyapunov function displayed as

VLi = 1
2
e2i + 1

2
r2i + 1

2
x̃2i−1 + 1

2
r̃2i−1 + PLKi + QLKi

+ RLKi + Hi. (48)

The Lyapunov candidate function, VLi , can be
bounded as

χ1i ‖�i‖2 ≤ VLi ≤ χ2i ‖�i‖2 + Hi,max, (49)

taking the derivative of (48) and applying Leibniz Rule
to (40)–(42) results in

V̇Li = eiėi + riṙi + x̃i−1 ˙̃xi−1 + r̃i−1 ˙̃ri−1

+
(

τiω1ik
2
i ‖ri‖2 − K1iω1i

∫ t

t−τi

‖ui(s)‖2 ds
)

+ (ω2i ‖ri‖2 − K1iω2i
∥∥rτi∥∥2) +

(
τiω3i ‖ri‖2

− K1iω3i

∫ t

t−τi

‖ri(s)‖2 ds
)

− tr(W̃T
i �−1

1i
˙̂Wi)

− tr(ṼT
i �−1

2i
˙̂Vi). (50)

Substituting (8), (10), (20), and (37) into (50) yields

V̇Li = ei(ri − αiei − βieui)

+ ri(ιiri − ηiei − ϒieui + βiν̃i−1

+ Ni − βikiri − βikiτ̇irτi)

+ x̃i−1(r̃i−1 − αi−1x̃i−1)

+ r̃i−1(−βiν̃i−1 − L1i r̃i−1 + di−1 − x̃i−1)

+
(

τiω1ik
2
i ‖ri‖2 − K1iω1i

∫ t

t−τi

‖ui(s)‖2 ds
)

+ (ω2i ‖ri‖2 − K1iω2i
∥∥rτi∥∥2) +

(
τiω3i ‖ri‖2

− K1iω3i

∫ t

t−τi

‖ri(s)‖2 ds
)

− tr(W̃T
i �−1

1i
˙̂Wi)

− tr(ṼT
i �−1

2i
˙̂Vi), (51)

further simplification by distributing variables ei, ri,
x̃i−1, r̃i−1, and substituting in φi from (26) yields

V̇Li = −αie2i + (1 − ηi)riei − βieieui + ιir2i − ϒirieui
+ φiν̃i−1 + riNi − βikir2i
− βikiτ̇irirτi − αi−1x̃2i−1

− L1i r̃
2
i−1 + di−1r̃i−1 + τiω1ik

2
i ‖ri‖2

− K1iω1i

∫ t

t−τi

‖ui(s)‖2 ds + ω2i ‖ri‖2

− K1iω2i
∥∥rτi∥∥2 + τiω3i ‖ri‖2

− K1iω3i

∫ t

t−τi

‖ri(s)‖2 ds − tr(W̃T
i �−1

1i
˙̂Wi)

− tr(ṼT
i �−1

2i
˙̂Vi), (52)

further substitution of (28) in (52) results in

V̇Li = −αie2i + (1 − ηi)riei − βieieui + ιir2i − ϒirieui
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+ (W̃T
i σ(V̂T

i δi) + ŴT
i σ ′(V̂T

i δi)ṼT
i δi)φi

+ βiriNni − βir̃i−1Nni + riNi

− βikir2i − βikiτ̇irirτi − αi−1x̃2i−1

− L1i r̃
2
i−1 + di−1r̃i−1 + τiω1ik

2
i ‖ri‖2

− K1iω1i

∫ t

t−τi

‖ui(s)‖2 ds + ω2i ‖ri‖2

− K1iω2i
∥∥rτi∥∥2 + τiω3i ‖ri‖2

− K1iω3i

∫ t

t−τi

‖ri(s)‖2 ds − tr(W̃T
i �−1

1i
˙̂Wi)

− tr(ṼT
i �−1

2i
˙̂Vi), (53)

below inequality can be concluded from (53)

V̇Li ≤ −αi ‖ei‖2 + (1 − ηi) ‖ri‖ ‖ei‖ − βi ‖ei‖
∥∥eui∥∥

+ ιi ‖ri‖2 − ϒi ‖ri‖
∥∥eui∥∥ + (W̃T

i σ(V̂T
i δi)

+ ŴT
i σ ′(V̂T

i δi)ṼT
i δi)φi + βi ‖ri‖

∥∥Nni
∥∥

− βi
∥∥r̃i−1

∥∥ ∥∥Nni
∥∥ + ‖ri‖ ‖Ni‖ − βiki ‖ri‖2

− βikiτ̇i ‖ri‖
∥∥rτi∥∥ − αi−1

∥∥x̃i−1
∥∥2

− L1i
∥∥r̃i−1

∥∥2 + ‖di−1‖
∥∥r̃i−1

∥∥ + τiω1ik
2
i ‖ri‖2

− K1iω1i

∫ t

t−τi

‖ui(s)‖2 ds + ω2i ‖ri‖2

− K1iω2i
∥∥rτi∥∥2 + τiω3i ‖ri‖2

− K1iω3i

∫ t

t−τi

‖ri(s)‖2 ds

− tr(W̃T
i �−1

1i
˙̂Wi) − tr(ṼT

i �−1
2i

˙̂Vi), (54)

applying updated laws from (30) and (31) into
the inequality (54) cancels the term (W̃T

i σ(V̂T
i δi) +

ŴT
i σ ′(V̂T

i δi)ṼT
i δi)φi as below

V̇Li ≤ −αi ‖ei‖2 + (1 − ηi) ‖ri‖ ‖ei‖ − βi ‖ei‖
∥∥eui∥∥

+ ιi ‖ri‖2 − ϒi ‖ri‖
∥∥eui∥∥ + βi ‖ri‖

∥∥Nni
∥∥

− βi
∥∥r̃i−1

∥∥ ∥∥Nni
∥∥ + ‖ri‖ ‖Ni‖ − βiki ‖ri‖2

− βikiτ̇i ‖ri‖
∥∥rτi∥∥ − αi−1

∥∥x̃i−1
∥∥2

− L1i
∥∥r̃i−1

∥∥2 + ‖di−1‖
∥∥r̃i−1

∥∥ + τiω1ik
2
i ‖ri‖2

− K1iω1i

∫ t

t−τi

‖ui(s)‖2 ds + ω2i ‖ri‖2

− K1iω2i
∥∥rτi∥∥2 + τiω3i ‖ri‖2

− K1iω3i

∫ t

t−τi

‖ri(s)‖2 ds. (55)

Applying Young’s Inequality to the inequality (55)
yields

V̇Li ≤ −αi ‖ei‖2 + (1 − ηi)

2ε1i
‖ri‖2

+ (1 − ηi)ε1i
2

‖ei‖2 + βi

2ε2i
‖ei‖2

+ βiε2i
2

∥∥eui∥∥2 + ιi ‖ri‖2 + ϒi

2ε3i
‖ri‖2

+ ϒiε3i
2

∥∥eui∥∥2 + βi

2ε4i
‖ri‖2 + βiε4i

2
∥∥Nni

∥∥2
+ βi

2ε5i

∥∥r̃i−1
∥∥2 + βiε5i

2
∥∥Nni

∥∥2
+ 1

2ε6i
‖ri‖2 + ε6i

2
‖Ni‖2 − βiki ‖ri‖2

+ βikiτ̇max

2ε7i
‖ri‖2 + βikiτ̇maxε7i

2
∥∥rτi∥∥2

− αi−1
∥∥x̃i−1

∥∥2 − L1i
∥∥r̃i−1

∥∥2 + 1
2ε8i

∥∥r̃i−1
∥∥2

+ ε8i
2

‖di−1‖2 + τiω1ik
2
i ‖ri‖2

− K1iω1i

∫ t

t−τi

‖ui(s)‖2 ds

+ ω2i ‖ri‖2 − K1iω2i
∥∥rτi∥∥2

+ τiω3i ‖ri‖2 − K1iω3i

∫ t

t−τi

‖ri(s)‖2 ds, (56)

using Assumption 2.1, upper bound of Ni from
Remark 4.2, and upper bound of Nni from (29), ϕi is
defined as

ϕi � βiε4i
2

N̄2
ni +

βiε5i
2

N̄2
ni +

ε6i
2
N2

i + ε8i
2
d
2
2i . (57)

Using Cauchy–Schwarz inequality and Mean Value
Theorem, the integral terms in (56) can be replaced
with an upper bound, also applying (57) into (56)
change (56) to

V̇Li ≤ −αi ‖ei‖2 + (1 − ηi)

2ε1i
‖ri‖2 + (1 − ηi)ε1i

2
‖ei‖2

+ βi

2ε2i
‖ei‖2 + βiε2i

2
∥∥eui∥∥2 + ιi ‖ri‖2

+ ϒi

2ε3i
‖ri‖2 + ϒiε3i

2
∥∥eui∥∥2 + βi

2ε4i
‖ri‖2
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+ βi

2ε5i

∥∥r̃i−1
∥∥2 + 1

2ε6i
‖ri‖2 − βiki ‖ri‖2

+ βikiτ̇max

2ε7i
‖ri‖2 + βikiτ̇maxε7i

2
∥∥rτi∥∥2

− αi−1
∥∥x̃i−1

∥∥2 − L1i
∥∥r̃i−1

∥∥2 + 1
2ε8i

∥∥r̃i−1
∥∥2

+ τiω1ik
2
i ‖ri‖2 − K1iω1i

2τi

∥∥eui∥∥2
− K1iω1i

2τi

(∫ t

t−τi

(∫ t

θ
‖ui(s)‖2 ds

)
dθ

)

+ ω2i ‖ri‖2 − K1iω2i
∥∥rτi∥∥2 + τiω3i ‖ri‖2

− K1iω3i
2

∫ t

t−τi

‖ri(s)‖2 ds

− K1iω3i
2τi

∫ t

t−τi

(∫ t

θ
‖ri(s)‖2 ds

)
dθ + ϕi,

(58)

using the LK functionals definition in (40)–(42),
in (58) results in

V̇Li ≤
(

−αi + (1 − ηi)ε1i
2

+ βi

2ε2i

)
‖ei‖2

+
(

(1 − ηi)

2ε1i
+ ιi + ϒi

2ε3i
+ βi

2ε4i
+ 1

2ε6i
− βiki

+ βikiτ̇max

2ε7i
+ τiω1ik

2
i + ω2i + τiω3i

)
‖ri‖2

+
(

βiε2i
2

+ ϒiε3i
2

− K1iω1i
2τi

) ∥∥eui∥∥2
+

(
βikiτ̇maxε7i

2
− K1iω2i

) ∥∥rτi∥∥2
− αi−1

∥∥x̃i−1
∥∥2 +

(
βi

2ε5i
− L1i +

1
2ε8i

) ∥∥r̃i−1
∥∥2

− K1i
2τi

PLKi −
K1iω3i
2ω2i

QLKi −
K1i
2τi

RLKi + ϕi.

(59)

substituting the gains defined in (46) in (59) changes
it to

V̇Li ≤ −α1i ‖ei‖2 − α2i ‖ri‖2 − α3i
∥∥eui∥∥2

− α4i
∥∥rτi∥∥2 − α5i

∥∥x̃i−1
∥∥2 − α6i

∥∥r̃i−1
∥∥2

− K1i
2τi

PLKi −
K1iω3i
2ω2i

QLKi

− K1i
2τi

RLKi + ϕi. (60)

The effects of eui and rτi , could be cancelled by design-
ing α3i and α4i gains, then we can write (60) as

V̇Li ≤ −α1i ‖ei‖2 − α2i ‖ri‖2 − α5i
∥∥x̃i−1

∥∥2
− α6i

∥∥r̃i−1
∥∥2 − K1i

2τ i
PLKi −

K1iω3i
2ω2i

QLKi

− K1i
2τ i

RLKi + ϕi, (61)

based on the definition (39), (61) can be summarised a

V̇Li ≤ −α8i ‖�i‖2 + ϕi, (62)

by substituting the upper bound for Lyapunov func-
tion denoted in (49), we can summarise (62) as

V̇Li ≤ −α8i
χ2i

VLi +
α8i
χ2i

Hi,max + ϕi. (63)

Solving (63) results in the sufficient condition in (44).
According to the provided ultimate upper bound for
�i, it is proven that zi ∈ L∞, thus the semi-globally
uniformly boundedness tracking is assured. �

6. Results

This section presents and discusses the experimental
setup for obtaining the vehicle model and the simula-
tion results of testing the proposed resilient nonlinear
controller, nonlinear observer and FDI attack estima-
tor using MATLAB Simulink. The subsequent sub-
sections provide a comprehensive elaboration on the
conducted tests.

6.1. Vehiclemodel through experimental analysis

The dynamic model of the vehicle, as introduced in
Section 2, was derived through an experimental setup
using a 2017 Ford Fusion Hybrid (the research vehi-
cle is shown in Figure 3). During this test, the system’s
input is represented by the pedal percentage, while the
measurable output is the velocity of the vehicle. Sup-
pose that the first-order transfer function of the ith
vehicle is as

Ti(s) = Vi(s)
Ui(s)

, (64)

where Ti(s) is the first-order transfer function of the
vehicle in the Laplace domain, s is the variable of
the Laplace domain, Vi(s) is the Laplace form of the
actual velocity and Ui(s) is the Laplace form of the
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Figure 3. Experimental setup.

control command, which is the provided pedal per-
centage. In obtaining the transfer function of the vehi-
cle, we conducted experimental tests with varied pedal
percentage values. Subsequently, we determined the
average actual velocity resulting from these tests. By
computing the time constant (ci) associated with the
average output, we were able to ascertain the transfer
function as

Ti(s) = βi

s + γi
, (65)

where γi ∈ R is a constant value obtained as below

γi � 1
ci
, (66)

and βi ∈ R is obtained from below equation

βi

γi
= viss

uiss
, (67)

where viss ∈ R is the steady state value of the actual
velocity in the time domain, and uiss ∈ R is the
steady state value of the provided input. Using Laplace
inverse transform, dynamic model of the ith vehicle is
obtained from (64) and (65) which has been explained
in section 2. The values of parameters in (1) are βi =
6.6870 and γi = 0.1413.

6.2. Simulation results

In this subsection, we employed MATLAB Simulink
to validate the effectiveness of the proposed method.
The results include visual representations of critical
parameters, such as the distance between vehicles, the
velocities of both lead and follower vehicles, and the
estimation of the FDI attack. Additionally, to enhance

clarity, we present the root mean square error (RMSE)
for distance, as well as the RMSE for FDI attack esti-
mation. To provide a comprehensive analysis of the
Simulink results, which consider all factors affect-
ing vehicle velocity and, consequently, the distance
between vehicles, we examine two scenarios. The first
scenario presents results with a single FDI attack and
varying input delays. The second scenario includes
results with a single input delay and different FDI
attacks, as detailed below.

6.2.1. Scenario 1 (single FDI attack and varying input
delays)
Here, we present the results with a single FDI attack
modelled as a step function with a step time of 50 s, an
initial value of 0, and a final value of 0.4. The desired
distance is defined as xdi = 5m. Additionally, onemea-
surement noise source is considered in Simulink. The
time delay injected into the input is defined as τi(t) =
ρ (2 sin(t/2) + 3) where ρ is a coefficient varied in
the results. In the dynamic models of the follower
and leader vehicles, as described in (1) and (2), the
injected disturbance is defined as di(t) = di−1(t) =
0.01 sin(t/8). In this scenario, we compare our pro-
posed resilient controller, which compensates for both
FDI attacks and input delays, with two baseline con-
trollers. The first baseline controller, as described in
Ansari-Bonab et al. (2024), lacks input delay compen-
sation but compensates for FDI attacks. The second
baseline controller lacks compensation for both input
delays and FDI attacks.

Figure 4 illustrates the distance between follower
and lead vehicles. The proposed resilient controller
aims to maintain the desired distance, indicating that
an excessive gap between vehicles is also undesirable.
CACC is designed not only to ensure safety but also to
enhance traffic flow by optimising space for additional
vehicles. As shown in sub-figure (a), the resilient con-
troller maintains the desired distance of 5m, despite
some overshoots and undershoots, which do not com-
promise safety. Even during undershoots, the distance
between the two vehicles remains safe. In the baseline
1 controller, which lacks input delay compensation but
compensates for FDI attacks, there are numerous over-
shoots and undershoots. In one instance, the under-
shoot results in a shorter distance between the vehicles
compared to the resilient controller. The baseline 2
controller, which does not compensate for either input
delays or FDI attacks, exhibits frequent overshoots
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Figure 4. Scenario 1: (a) Distance between vehicles (ρ = 0.02). (b) Distance between vehicles (ρ = 0.04). (c) Distance between vehicles
(ρ = 0.06). (d) Distance between vehicles (ρ = 0.08).

and undershoots, leading to vehicles being either too
closely packed or excessively spaced apart. Additional
sub-figures showing the resilient controller and base-
line controllers with higher ρ values exhibit similar
outcomes to sub-figure (a). However, as the input delay
value increases, the baseline controllers yield worse
results, causing vehicles to be either too closely spaced
or too far apart.

As illustrated in sub-figure (d), the baseline 1 con-
troller shows numerous oscillations in vehicle dis-
tance, with significant overshoots causing vehicles to
move very far apart and undershoots reducing the dis-
tance to 2m. For the baseline 2 controller, the distance

reduces to zero during undershoots, resulting in a
crash. In contrast, the resilient controller maintains a
minimum distance of more than 3m during under-
shoots.

Therefore, the baseline 1 controller, which compen-
sates for FDI attack, performs better than the base-
line 2 controller, which does not compensate for input
delays or FDI attacks. However, the proposed resilient
controller demonstrates the best performance, min-
imising the risk of crashes by compensating for both
FDI attacks and input delays. Thus, the proposed non-
linear controller guarantees a safe distance between
vehicles.
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Table 1. Scenario 1: Root mean square error of distance.

ρ Resilient controller Baseline 1 controller Baseline 2 controller

0.02 0.1155 0.1670 0.2610
0.04 0.1797 0.2922 0.7424
0.06 0.2480 0.5427 1.0369
0.08 0.3348 1.1855 1.3913

To enhance the clarity of Figure 4, Table 1 is pre-
sented, which shows the RMSEof the distance between
vehicles and the desired distance of 5m. The first col-
umn of the table lists the ρ values, the second column
provides the RMSE of the distance between vehicles
and the desired distance using the proposed resilient
controller, the third column presents the RMSE using
the baseline 1 controller, and the last column shows the
RMSE using the baseline 2 controller. The RMSE data
were collected for ρ values ranging from 0.02 to 0.08,
chosen to represent a range of operational conditions
under which all controllers were evaluated.

The data indicates a consistent trend: as ρ increases,
the RMSE for all three controllers also increases. How-
ever, the rate of increase and the absolute RMSE values
differ significantly among the controllers. For ρ values
from 0.02 to 0.08, the resilient controller consistently
exhibits a lower RMSE compared to the baseline con-
trollers. This suggests that the resilient controller is
more accurate under these conditions. The baseline
1 controller shows an increase in RMSE compared
to the resilient controller, while the baseline 2 con-
troller exhibits a more significant increase in RMSE,
especially beyond ρ = 0.06. This sharp increase, par-
ticularly between ρ values of 0.06 and 0.08, indi-
cates substantial performance degradation undermore
challenging conditions.

Overall, while the baseline 1 controller performs
better than the baseline 2 controller, it does not per-
form as well as the resilient controller. The resilient
controller’s superior performance, as evidenced by
its lower RMSE values, demonstrates its effectiveness
in maintaining the desired distance between vehicles
across varying operational conditions.

The velocities of the follower and leader vehicles
for ρ values ranging from 0.02 to 0.08 are depicted
in Figure 5. Sub-figure (a) shows that the velocity of
the follower vehicle under the baseline controllers is
unacceptable due to rapid and sharp changes through-
out the simulation. Additional sub-figures illustrating
follower velocity under the resilient controller and the

Table 2. Scenario 1: Root mean square error of FDI attack
estimation.

ρ Resilient controller Baseline 1 controller

0.02 0.0478 0.0480
0.04 0.0482 0.0485
0.06 0.0486 0.0490
0.08 0.0490 0.0494

baseline controllers with higher ρ values exhibit simi-
lar outcomes to sub-figure (a). The distinction lies in
the fact that as the input time delay value increases,
the baseline controllers performs worse. In the final
sub-figure, the follower velocity under the baseline
controllers increases abruptly, surpassing the leader’s
velocity, thereby posing a risk of causing accidents.
However, the resilient controller performedwell, effec-
tively mitigating the effects of FDI attacks, input delay,
noise, and disturbances, and successfully following the
leader’s velocity.

FDI attack estimation is depicted in Figure 6,
which illustrate the FDI attack estimation in different
delay values. Accuracy of estimation algorithm under
resilient controller is shown in the sub-figure (a); how-
ever, baseline 1 controller is unable to estimate the
FDI attack with the same accuracy. In addition, by
increasing the delay value in other sub-figures; the
FDI attack estimator under baseline 1 controller shows
worse results.

To clarify the data presented in Figure 6, Table 2
provides a detailed comparison of the RMSE for FDI
attack estimations under varying input time delays.
The Table illustrates that our resilient controller con-
sistently achieves a lower RMSE compared to the base-
line 1 controller, demonstrating the superior perfor-
mance of our proposed method in estimating FDI
attacks. Despite the fluctuations observed in the base-
line 1 controller, the RMSE values remain relatively
moderate. Additionally, it is important to note that as
the value of ρ increases, the RMSE values also tend to
rise.

6.2.2. Scenario 2 (single input delay and varying FDI
attacks)
In this section, we present the results for a sce-
nario with a single input delay defined as τi(t) =
0.08(2 sin(t/2) + 3) and varying FDI attacks. We con-
sider two models of FDI attacks: the first model
includes two step functions, and the second model
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Figure 5. Scenario 1: (a) Follower and lead vehicles’ velocity profile (ρ = 0.02). (b) Follower and lead vehicles’ velocity profile (ρ = 0.04).
(c) Follower and lead vehicles’ velocity profile (ρ = 0.06). (d) Follower and lead vehicles’ velocity profile (ρ = 0.08).

combines one step function and one sinusoidal func-
tion. For the first model, the FDI attack is modelled
as a step function with a step time of 30 s, an initial
value of 0, and a final value of 0.3, plus another step
function with a step time of 80 s, an initial value of
0, and a final value of 0.05. The second model of the
FDI attack combines a step function with a step time
of 20 s, an initial value of 0, and a final value of 0.25, and
a sinusoidal function sin(t/8). The desired distance
is defined as xdi = 5m. Additionally, one measure-
ment noise source is considered in Simulink. In the
dynamic models of the follower and leader vehicles,
as described in (1) and (2), the injected disturbance is
defined as di(t) = di−1(t) = 0.01 sin(t/8). In this sce-
nario, we compare our proposed resilient controller,

which compensates for both FDI attacks and input
delays, with two baseline controllers. The first baseline
controller, as described in Ansari-Bonab et al. (2024),
lacks input delay compensation but compensates for
FDI attacks. The second baseline controller lacks com-
pensation for both input delays and FDI attacks.

Figure 7 illustrates the distance between follower
and lead vehicles. In sub-figure (a), the FDI attack
is modelled as two step functions as explained ear-
lier, and input delay is considered. The baseline 1
controller, which compensates for the FDI attack but
is unable to compensate for the input delay, exhibits
some overshoots and undershoots, with a collision risk
during undershoots as the vehicles’ distance reduces
to less than 2m. Baseline 2 controller performs worse
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Figure 6. Scenario 1: (a) FDI attack estimation (ρ = 0.02). (b) FDI attack estimation (ρ = 0.04). (c) FDI attack estimation (ρ = 0.06). (d)
FDI attack estimation (ρ = 0.08).

since it lacks compensation for both FDI attacks and
delays, resulting in collisions during undershoots. The
figure clearly shows that our proposed resilient con-
troller, which mitigates the effects of both FDI attacks
and input delays, maintains a safe distance between
vehicles even during undershoots. In sub-figure (b),
where the FDI attack is modelled as one step func-
tion and one sinusoidal function, the results are sim-
ilar to those in sub-figure (a). For both types of FDI
attacks, the baseline 1 controller, which compensates
for FDI attacks, performs better than the baseline
2 controller, which does not compensate for input
delays or FDI attacks. However, the proposed resilient

controller demonstrates the best performance, min-
imising the risk of crashes by compensating for both
FDI attacks and input delays. Consequently, the pro-
posed nonlinear controller guarantees a safe distance
between vehicles.

To provide a clearer understanding of Figure 7,
Table 3 is presented, showing the RMSE of the dis-
tance between vehicles and the desired distance of 5m.
The first column of the table lists the different FDI
attacks, the second column presents the RMSE of the
distance under the resilient controller, and the third
and fourth columns show the RMSE values under the
baseline 1 and baseline 2 controllers, respectively. As
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Figure 7. Scenario 2: (a) Distance between vehicles (τi(t) = 0.08(2 sin(t/2) + 3), and two step FDI attacks). (b) Distance between
vehicles (τi(t) = 0.08(2 sin(t/2) + 3), and step and sinusoidal FDI attack).

Table 3. Scenario 2: Root mean square error of distance.

FDI attack
Resilient
controller

Baseline 1
controller

Baseline 2
controller

Two step functions 0.3455 1.1878 1.3973
One step and one sinu-
soidal functions

0.1797 0.2922 0.7424

shown in the table, for both types of FDI attacks, the
resilient controller effectively mitigates the impacts of
FDI attacks and input delays, maintaining a safe dis-
tance between vehicles. This is evidenced by the small
RMSE values between the actual and desired distances
of 5m. In contrast, under the baseline 1 controller,
the RMSE value increases, indicating that while it can
mitigate the impact of FDI attacks, it fails to address
the delay impact, resulting in a failure to maintain the
desired distance between vehicles.

Finally, the RMSE value under the baseline 2 con-
troller is the highest, demonstrating its inability to
compensate for both FDI attacks and input delays.
Consequently, it fails to maintain the desired distance
between vehicles, leading to potential crashes.

The velocities of the follower and lead vehicles for
two types of FDI attack are depicted in Figure 8. Sub-
figure (a) shows the velocities when the FDI attack
is two step functions, and Sub-figure (b) shows the
velocities when the FDI attack combines one step
function and one sinusoidal function. In both sub-
figures, the follower’s velocity under baselines con-
trollers are unacceptable due to rapid and sharp

changes throughout the simulation. In contrast, the
resilient controller performed well, effectively mitigat-
ing the effects of FDI attacks, input delay, noise, and
disturbances, and successfully following the leader’s
velocity.

FDI attack estimation is depicted in Figure 9, which
illustrates the estimation for different FDI attacks. Sub-
figure (a) shows the estimation when the FDI attack is
modelled as two step functions, while sub-figure (b)
shows the estimation when the FDI attack combines
one step function and one sinusoidal function. The
baseline 1 controller shows worse performance com-
pared to our proposed resilient controller. The accu-
racy of the estimation algorithm under the resilient
controller is evident in both sub-figures. To further
clarify, the following table presents the RMSE of FDI
attack estimations under controllers for the two types
of attacks.

To clarify the data presented in Figure 9, Table 4 pro-
vides a detailed comparison of the RMSE for various
FDI attack estimations. The Table illustrates that our
resilient controller consistently achieves a lower RMSE
compared to the baseline 1 controller, demonstrating
the superior performance of our proposed method in
estimating both types of FDI attacks.

7. Conclusion

CACC is an advanced driver-assistance system that
collects data from the lead vehicle and transfers to the
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Figure 8. Scenario 2: (a) Follower and lead vehicles’ velocity profile (τi(t) = 0.08(2 sin(t/2) + 3), and two step FDI attacks). (b) Follower
and lead vehicles’ velocity profile (τi(t) = 0.08(2sin(t/2) + 3), and step and sinusoidal FDI attack).

Figure 9. (a) FDI attack estimation (τi(t) = 0.08(2 sin(t/2) + 3), and two step FDI attacks). (b) FDI attack estimation (τi(t) =
0.08(2 sin(t/2) + 3), and step and sinusoidal FDI attack).

Table 4. Scenario 2: Root mean square error of FDI attack
estimation.

FDI attack Resilient controller Baseline 1 controller

Two step functions 0.0359 0.0429
One step and one sinu-
soidal functions

0.0236 0.0651

follower one. To ensure the reliability of the CACC,
all communications between vehicles should be safe.
Therefore, all possible attacks to systems or commu-
nication channel should be recognised and removed

using a secure control system. In this paper, leader’s
control signal is attacked by a FDI attack and noise
which is an incorrect data. Also, follower vehicle’s
input contains a time delay; both of these can cause
critical problems. In order to negate the effects of
FDI attacks, noise, input time delay and disturbance, a
resilient and secure control system and FDI attack esti-
mator are designed. The proposed designs, accurately,
estimate the FDI attacks and negates the effects of
FDI attack, noise, time delay and disturbance, causing
vehicle to maintain a safe distance throughout the
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entire simulation. The simulation was run through
MATLAB/Simulink. In this paper, we assumed that
the lead and follower vehicles have the same dynamic
models, which we obtained through an experimental
setup.

7.1. Future work

Additional research could be focused on designing a
secure controller with an unknown follower dynamic
model. Further research into this area could outline
the effects that an FDI attack has on other communi-
cation signals, primarily velocity and position. Addi-
tional research could focus ondetecting andmitigating
of other types of attacks such as time-delay switch,
and denial of service attacks. This will be beneficial
because they are the most common adversarial attacks
on CAVs.

Notes

1. In real-world situations, the control signal is bounded due
to the dynamic behaviour of vehicles.

2. Lyapunov–Krasovskii (LK) functionals, originating from
time-delay systems and stability analysis, extend classical
Lyapunov functions to handle delayed systems. They aim
to provide a sufficient condition for the stability of these
systems (Kolmanovskii, 1999).
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