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Abstract—Side-channel attacks leverage correlations between
power consumption and intermediate encryption results to infer
encryption keys. Recent studies show that deep learning offers
promising results in the context of side-channel attacks. However,
neural networks utilized in deep-learning side-channel attacks are
complex with a substantial number of parameters and consume
significant memory. As a result, it is challenging to perform deep-
learning side-channel attacks on resource-constrained devices.

In this paper, we propose a framework, TinyPower, which lever-
ages pruning to reduce the number of neural network parameters
for side-channel attacks. Pruned neural networks obtained from
our framework can successfully run side-channel attacks with
significantly fewer parameters and less memory. Specifically, we
focus on structured pruning over filters of Convolutional Neural
Networks (CNNs). We demonstrate the effectiveness of structured
pruning over power and EM traces of AES-128 running on
microcontrollers (AVR XMEGA and ARM STM32) and FPGAs
(Xilinx Artix-7). Our experimental results show that we can
achieve a reduction rate of 98.8% (e.g., reducing the number of
parameters from 53.1 million to 0.59 million) on a CNN and still
recover keys on XMEGA. For STM32 and Artix-7, we achieve a
reduction rate of 92.9% and 87.3% on a CNN respectively. We
also demonstrate that our pruned CNNs can effectively perform
the attack phase of side-channel attacks on a Raspberry Pi 4 with
less than 2.5 millisecond inference time per trace and less than
41 MB memory usage per CNN.

I. INTRODUCTION

Deep-learning side-channel attacks [1], [2], [3], [4] utilize
neural networks to infer encryption keys on a target, such as a
microcontroller or a FPGA (Field Programmable Gate Array).
Specifically, a neural network infers intermediate encryption
results based on correlations between power consumption and
intermediate results. Once intermediate results are inferred,
correct keys can be recovered based on associated plaintexts
and the encryption algorithm. Compared to traditional side-
channel attacks, such as Template Attack [5], deep-learning
side-channel attacks can defeat countermeasures, such as mask-
ing and random delays, and require less pre-processing over
raw traces [2].

However, existing neural networks utilized in side-channel
attacks are often complex. For instance, the Convolutional
Neural Network (CNN) used over ASCAD datasets [2] can
consist of more than 53.1 million parameters given 1,000 power
samples/measurements per trace (see details in Sec. VI). When
performing the attack phase with a trained neural network, a
significant amount of memory is needed. This is often not an
issue when extensive computation resources (e.g., GPUs) are

available. On the other hand, it is challenging to run these
complex neural networks and perform side-channel attacks on
resource-constrained devices.

In this paper, we propose a framework, TinyPower, which
significantly reduces the number of neural network parameters
for side-channel attacks by leveraging the idea of structured
pruning [6], [7], [8]. Specifically, we focus on structured
pruning over filters, where less important filters are pruned
given a trained CNN. We investigate both pre-defined struc-
tured pruning and automatic structured pruning [7]. Pre-defined
structured pruning selects a unique pruning rate across all
the layers of a neural network while automatic structured
pruning automatically decides a customized pruning rate for
each layer. We examine two score algorithms, including l2-
norm [9] and FPGM (Filter Pruning via Geometric Medium)
[10], to measure the importance of filters. Our efforts and
findings are summarized below:

• We propose a new automatic structured pruning, named
MiniDrop, which automatically identifies more important
filters in a CNN based on the minimal absolute value of
discrete derivative.

• We conduct comprehensive evaluations on public datasets
and also datasets collected by us. Specifically, we collect
over 2.6 million power and electromagnetic (EM) traces
of unmasked AES-128 from multiple targets, including
microcontrollers (AVR XMEGA and ARM STM32) and
FPGAs (Xilinx Artix-7) using ChipWhisperer. We utilize
EM traces of masked AES-128 on AVR ATMEGA mi-
crocontrollers from the well-known ASCAD dataset [2].

• We leverage a CNN used over the well-known ASCAD
dataset [2] as a baseline (i.e., a CNN without pruning)
for comparison. Our experimental results show that we
can achieve a reduction rate of 98.8% (e.g., reducing the
number of parameters from 53.1 million to 0.59 million)
on the CNN and still recover keys of AES-128 running
on XMEGA. For STM32 and Artix-7, we achieve a
reduction rate of 92.9% and 87.3% respectively. We also
show that structured pruning is effective when traces are
desynchronized, EM, or from masked AES-128.

• Between pre-defined structured pruning and automatic
structured pruning, we find that automatic structured prun-
ing achieves a higher reduction rate in the context of side-
channel attacks. Between the two score algorithms we
examine, we observe that FPGM performs slightly better
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