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Abstract

High-performance computing (HPC) has become a strategic resource that drives
innovation and economic growth. In addition, it is important to educate a work-
force with advanced computational skills to maintain economic competitiveness. In
this project, we studied 133 domestic and international university HPC centers to
understand the status of HPC. Diverse operating models have been identified and
analyzed. To explore the need for and challenges associated with HPC within Wis-
consin, faculty and students within the University of Wisconsin System and person-
nel in local industries were surveyed; in addition, we engaged in conversations with
university leaders and officials from government agencies. A strong need for HPC
resources has been identified, as well as several serious challenges. A state-wide
initiative, the Wisconsin Big Data Alliance, which requires legislative support, is
recommended as the platform to foster public—private partnerships, drive scientific
and technological innovations, and promote workforce development, leading to an
efficient usage of computing resources.

Keywords High performance computing - Curriculum development - Policies -
Survey

1 Introduction

High-performance computing (HPC) refers to the use of large-scale computing

resources involving many central processing unit (CPU) cores to deliver perfor-
mance that cannot be achieved by ordinary computers. HPC and visualization offers
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tools for solving complex and resource-intensive problems in science, engineering,
and business (Fernandez et al., 2021; Lynn et al., 2020; Pyzer-Knapp et al., 2022;
Raj et al., 2020). As a result, the science, technology, engineering, and mathemat-
ics (STEM) communities have experienced a significant growth in HPC activities
in education and research (Chen et al., 2019; Hati & Bhattacharyya, 2016; Hunter,
2019; Mullen et al., 2017; Neelima, 2017; Ponce et al., 2019; Samuel et al., 2022;
Shields, 2020; Townsend-Nicholson, 2020). A significant correlation in the growth
of HPC use in undergraduate education has been observed worldwide (Chaudhury
et al., 2018; Cui et al., 2016; Karsakov et al., 2015; Mullen et al., 2017; Neelima,
2017). In many cases, these developments occurred across more than one discipline
giving rise to growth in multidisciplinary computational sciences (Chaudhury et al.,
2018; Fernandez et al., 2021; Ponce et al., 2019; Raj et al., 2020; Vavilala, 2020).
HPC resources have been used worldwide to perform cutting-edge research in many
fields to accelerate the rate of scientific discovery (Pyzer-Knapp et al., 2022). Pri-
vate companies have been early adopters of HPC, accounting for about 30% of
supercomputer customers in the U.S. as early as 1982. The use of HPC in industry
is widespread and has given rise to a need for sustainable computing (Shuja et al.,
2017).

The significance of HPC in propelling innovation and economic advancement
has grown considerably (Ezell & Atkinson, 2016). This recognition is widespread,
with major nations across the globe making significant investments in HPC tech-
nology. Some states in the United States, such as New Jersey, are at the forefront
of HPC education, workforce development, and economic growth. Additionally, a
handful of Midwest states including Indiana, Illinois, and Minnesota have access to
HPC resources that rank among the most powerful worldwide. Due to our increas-
ingly data-driven economy, modern industries rely heavily on HPC for data analysis
and advanced modeling to improve their products and services. HPC has become “a
strategic resource for economic competitiveness, scientific leadership, and national
security” (Ezell & Atkinson, 2016) to the point where investments in HPC systems
have become national priorities. Examples of such initiatives include: the United
States (Frontier), China (Sunway TaihuLight), Germany (JUPITER), France (Leon-
ardo HPC System), Japan (Fugaku), the United Kingdom (ARCHER?2), and Russia
(NDMC). The speed of an HPC system is measured by the number of floating-point
operations per second (FLOPS). The TOP500 project, which ranks the most power-
ful supercomputers in the world, has shown that the performance of the top systems
in the world have grown from from 60 GigaFLOPS to 1 ExaFLOPS in 2023, which
is about a 18 million fold increase in computing power. The first exa-scale system,
speeds above 10'® FLOPS and has recently become operational in the United States.

Wisconsin has several HPC systems: the Center for High Throughput Comput-
ing (CHTC) at the University of Wisconsin-Madison (UW-Madison) houses a 312-
node HPC with 6,240 CPU cores, the University of Wisconsin-Milwaukee (UWM)
is home to a 116-node HPC with 2,724 CPU cores, and the University of Wiscon-
sin-Eau Claire UWEC) is the only comprehensive campus within the UW System
with an HPC facility. It has a history of excellence in HPC-related undergraduate
education and discovery. In 2013, a faculty-driven effort to establish a campus-wide
HPC was awarded a differential tuition funding of $145,000. This brought forth a
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number of high-profile research fostering solid growth in the HPC-based research in
Chemistry, Physics, Biology, and Material Science. To cope up with the increasing
demand, UW-Eau Claire faculty secured a Major Research Instrumentation (MRI)
grant from the National Science Foundation (NSF) in 2019, totaling $350,000, sup-
ported with an in-kind Hewlett Packard Enterprise grant of $363,426 to UWEC.
These grants enabled the creation of the Blugold Center for High-Performance
Computing (BCHPC) with a HPC cluster consisting of 3904 CPU cores. UWEC is
growing into a regional HPC center in northwestern Wisconsin and attracting users
from the University of Wisconsin-Stout (UWS) and the University of Wisconsin-
River Falls (UWRF).

However, Wisconsin still lags behind states like Arizona and Virginia in terms
of computational power. First, consider the small business sector, which produce
significantly more patents than large businesses and universities. Almost 40%
of American scientists and engineers are employed by small businesses. The lack
of HPC resources and expertise is quite evident in the small businesses and thus
providing high-quality HPC service is expected to greatly expedite technological
innovations. Second, efficient utilization of HPC resources requires workforce with
sophisticated computational knowledge and skills. Thus, there is a pressing need
in the educational sector to bridge the gap. Educating our students, the twenty-first
century teachers, scientists, engineers, lawyers, and entrepreneurs with advanced
computational skills is an absolute necessity. These skills include, but not limited
to computational thinking, high-throughput experimenting, database handling,
discipline-specific computational technics, data processing tools, and some coding
(Adenaike et al., 2023; Al-Jody et al., 2021; Hati & Bhattacharyya, 2016; Kruchten,
2020; Ponce et al., 2019; Shields, 2020). The data processing includes a number
of skills including handling of large datasets, abstraction, analysis, visualization,
and interpretation. All these are inseparable from active learning, yet unfortunately,
HPC-related computational skills are rarely covered in an undergraduate curriculum,
and research projects on HPC are mostly limited to campuses with existing HPC
resources (Al-Jody et al., 2021).

To tackle these challenges, a collaborative effort is required involving all
stake- holders, such as the government, industries, and universities. Policymakers
worldwide are taking action to adapt to the increasingly data-driven world. In
Europe, the Partnership for Advanced Computing in Europe (PRACE), (Bethune
et al., 2012) consisting of 25 member countries, was established to provide HPC
resources to businesses and researchers, as well as to support the development
of professionals with digital skills. In the United States, the National Science
Foundation created the Advanced Cyberinfrastructure Coordination Ecosystem:
Services & Support (ACCESS) to aid computational and data-intensive research.
At the state level, The New Jersey Big Data Alliance (NJBDA) was created in
2013 to promote competitiveness, generate a highly skilled workforce, foster
innovation, and spur data-driven economic growth for New Jersey. Regrettably, a
targeted, statewide initiative to build and foster collaboration among universities
and local industries, to educate a workforce with advanced computational
skills that meet the needs of our state, is absent in Wisconsin at this time. HPC
training is integral to the long-term growth of the workforce in the state, where
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a significant section of students come from farming backgrounds and are of
first-generation, female and/or underrepresented communities. However, there
is no protocol for sharing of computational resources across the state for these
students. Thus, one of the questions we wanted to delve in:

1. How can institutional barriers be eliminated to facilitate the sharing of computa-
tional resources across UW System schools to benefit undergraduate education
and discovery?

The role of HPC in healthcare research has become increasingly relevant
as revealed in the recent fight against the COVID-19 pandemic (Fighting
COVID-19 with HPC & Nature Comp., 2021; Gomes et al., 2022a; Heifetz,
2024). At UW-Eau Claire, during lock-down phase of the pandemic, UW-Eau
Claire undergraduates continued their research studies using HPC and were
able to make substantial contributions to the science (Fossum et al., 2022;
Gomes et al., 2022b; Suhail et al., 2020). Furthermore, curricular initiative
in course-embedded research involving HPC has been greatly successful in
UW-Eau Claire campus resulting peer-review publications (Wozney et al.,
2022; Zajac et al., 2020). The strong evidence of the connectivity between
HPC resources and research productivity in undergraduate settings prompted
us to ask about collaborative HPC resources accessible to undergraduates all
parts of Wisconsin:

2. What curricular resources and technical support are necessary to integrate HPC
into undergraduate curricula at the UW system schools, ensuring high-quality
education even in the event of public emergencies?

Finally, we have stepped into the age, where machine learning and big data are
continuing to pave the way for frontier discoveries in healthcare sciences, where
the state-mediated industry-academia collaboration appears to play a dominant
role. Thus, our last question to review is:

3. What are the best practices to encourage collaborations between universities,
industries, and government agencies in Wisconsin, to prepare the next generation
of workforce with advanced computational skills?

Herein, we report the findings of the study which aimed to answer these
questions by examining the infrastructure, collaborative platforms, and the
status of HPC education globally as well as within the UW system. Although
not every US state has statewide HPC programs, there are now enough
regional centers and state-level HPC projects to gather this data. Previous
work has focused on some of the major supercomputing centers around the
world but has neglected undergraduate education and research. Our goal is
to determine the best path for a statewide HPC initiative in Wisconsin that
involve primarily undergraduate Universities spread out geographically and
hence can reach most of the state population. We believe this HPC initiatives
will create a pathway to be followed by other regions in the US. Further-
more, HPC centers around the world would be able to collaborate to continue
gathering the kind of data we have presented to mark the progress of HPC in
impacting undergraduate education and research.
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Review of HPC Resources

Availability Management models

‘What are the best practices to encourage
collaborations between universities, industries,

How can institutional barriers be
eliminated to facilitate the sharing of

computational resources across UW and government agencies in Wisconsin, to
System schools to benefit undergraduate prepare the next generation of workforce with
education and discovery? advanced computational skills?

Survey of the need for HPC Interviews

Government

University
agency lead

ers

‘What curricular resources and technical
support are necessary to integrate HPC into
undergraduate curricula at the UW system
schools, ensuring high-quality education even
in the event of public emergencies?

Scheme 1 A structured representation of the research methodology

2 Methodology

The study consisted of three parallel efforts including a review of HPC infra-
structure within and beyond Wisconsin, surveying faculty and students from UW
System and local industries, and interviewing government officials and univer-
sity leaders. Information from each effort was analyzed and cross-compared to
address one of the three questions raised earlier (Scheme 1), as shown below. The
questions in survey and interviews were prepared by utilizing standardized ques-
tionnaires available at the Qualtrics (https://www.qualtrics.com) without further
validation and reliability study.

2.1 Review of HPC resources

To determine the best ways to promote HPC-related education and discovery in
Wisconsin and effectively share HPC resources, it is important to understand
current practices both within and beyond the state and their associated implica-
tions. Therefore, we examined the status of HPC both internationally and in the
U.S. to better identify our needs in Wisconsin. HPC centers were identified for
all 50 states and abroad institutes using web-based searches. Once ensured that
the information is up-to-date, these cluster centers were studied from the posted
information on their web-pages.
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2.2 Survey of the need for HPC

To comprehend the necessity of HPC in Wisconsin, we conducted surveys target-
ing faculty, students, and industry professionals. We utilized Qualtrics as our survey
platform and all surveys were granted Institutional Review Board (IRB) approval.
The overall distribution was divided into three campuses (UW-Eau Claire, UW-
Stout, and UW-River Falls) to avoid the threshold set by our University’s Learning
and Technical Services to enable securely sending mass emails. The student sur-
veys were sent to various UW System schools, including UW-Whitewater, UW-Eau
Claire, UW-Stout, UW-Superior, UW-Madison, and UW-La Crosse. Faculty surveys
were approved for UW-Eau Claire, UW-Stout, UW-Superior, UW-Madison, and
UW-La Crosse. Although we attempted to contact other UW System schools, we
were unable to obtain permission in time.

The objective of the student survey was to evaluate their existing knowledge
and awareness of HPC. To establish a baseline, we aimed to understand whether
students.

were aware of HPC and, if so, which disciplines they were mostly used in. We
collectively developed these questions in consultation with our IRB. Table S1 pro-
vides an overview of the survey questions sent to students.

The faculty survey aimed to investigate the necessity of HPC in classroom educa-
tion and their research objectives. Frequently, due to a lack of access to a central-
ized infrastructure or issues with connecting to existing infrastructure with different
programming environments, faculty resort to paid services provided by Amazon or
Google or purchase costly equipment, which impedes progress in pedagogy and pro-
fessional development. We asked questions to investigate how the HPC environment
available at UWEC could be beneficial for HPC needs. Table S2 summarizes the
questions we asked.

Computational resources are essential for many fundamental activities beyond
academia, such as weather monitoring and prediction, biomedical engineering,
soft- ware development, artificial intelligence simulations and sales prediction for
survival, growth, and expansion. With the industry survey, we aimed to determine
the computational resource needs of local industries, particularly in the North-
West region of Wisconsin. The survey analyzed their awareness of computational
resources available at UW-Eau Claire and how they could use them in the future.
Table S3 outlines the questions we asked.

2.3 Interview with government and university leaders

To investigate the existing HPC infrastructure and assess the HPC requirements
across Wisconsin, we conducted virtual interviews with university administrators
and government officials, with the research team consisting of two or more mem-
bers present at each interview. Approval was obtained from the IRB before conduct-
ing the interviews, which lasted approximately 30 min each. Table S4 outlines the
questions asked of the university administrators, which were designed to identify
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their perceptions of HPC in undergraduate education, awareness of their institutions’
HPC-related needs, and investigate potential barriers to implementing HPC in uni-
versity systems, as well as best practices for overcoming those barriers.

During the interviews with university administrators, five questions were asked,
with the first sought to identify administrators’ perceptions of HPC in undergraduate
education and question, and the second focused on helping establish administrators’
awareness of their institutions’ current HPC-related needs. Questions three and four
dealt with the barriers and best practices to overcome those barriers. Question five
asked about the role of industry in popularizing the use of HPC in undergraduate
education.

Each interview involved a standardized set of six questions, with questions 1
through 5 (see Table S4) used in the analysis discussed in this report. Question 6 was
an open-ended opportunity for administrators to ask any questions they may have
had about the project, but the responses to this question were not analyzed for this
study. The interviewees were asked the same set of questions one at a time and were
allowed to respond freely without interruption. Throughout the interview process,
researchers took notes on what was said and compiled them after each interview.

To assess the level of HPC awareness among government agencies, we followed a
similar approach as with the university administrators by conducting interviews with
government officials. However, the questions asked were tailored to focus on the
role of HPC in workforce development within the state of Wisconsin and how the
state can assist universities in achieving this objective. The questions asked during
these interviews are listed in Table S5, which shows the list of the questions associ-
ated with.

these interviews. The sixth question, not shown in the table, was again an oppor-
tunity for the interviewees to ask questions about the project or HPC in general.

Table S6 includes the institution and departments that participated in the inter-
view process. This list comprises a diverse group of individuals, including repre-
sentatives from Academic Affairs, the Office of Research and Sponsored Programs,
Learning and Technology Services at various UW campuses, and faculty members
from UW institutions.

3 Results and discussion
3.1 HPCinfrastructure

We found a substantial number of HPC centers, including 21 foreign centers from
Canada, Germany, France, Switzerland, Netherlands, Australia, Hong Kong, China,
New Zealand, India, Morocco, South Africa, and Chile. While the most power-
ful HPC clusters are typically located at national labs in the United States or their
foreign counterparts, their funding and resource-sharing policies vary significantly
from those of university HPC centers. Our project focused on university HPC cent-
ers since they are comparable to the existing resources in Wisconsin. We studied
a total of 133 university HPC centers, with a focus on aspects such as availability,
fee models, management models, and sustainability. Information was obtained from
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publicly accessible official websites of these centers. We compared and analyzed the
differences in these aspects, which informed our recommendations for HPC poli-
cies that best meet the needs of our state. Typically, HPC resources are measured by
the number of nodes, which are standalone computer servers with dedicated CPU,
memory, and disk space, or by the number of core hours, which are the number of
processor units used to run a simulation multiplied by the duration of the job. Gen-
erally, a CPU node has 1-4 CPUs, each containing a few tens of cores. Graphics
processing units (GPU) have become increasingly popular in scientific computing,
and an increasing number of HPC clusters now include GPU nodes for performing
calculations. Some centers also offer a data storage service, measured in gigabytes
(GB) of disk storage space.

3.2 Availability

Among the 133 HPC centers, 46% restrict access to their resources to internal
users from the same institution as the center, such as the University of the Witwa-
tersrand in Africa, the Chinese University of Hong Kong, and the City University
of Hong Kong. Similarly, the HPC resource provided by UWM in Wisconsin is
mainly restricted to UWM users and a limited number of users from within the UW
System. This is understandable as the demand for HPC resources is very high, and
the internal users’ requests alone often exceed the total core hours offered by the
center. However, 32% of HPC centers are open to both internal and external users.
For instance, the CHTC at UW-Madison offers HPC resources to researchers from
UW-Madison and UW System, as well as external collaborators with an on-cam-
pus sponsor. The Blugold Center for High-performance Computing (BCHPC) at
UWEC welcomes external users without an on-campus sponsor, subject to a service
fee. This availability model of BCHPC could potentially benefit local industries and
promote public—private partnerships. Moreover, information about the availability of
HPC resources is not shared publicly by 22% of the centers investigated.

3.3 Fee models

Apart from the initial investment in hardware and software, running an HPC center
comes with significant operating costs that include power, cooling, maintenance, and
staffing. Although some centers (32%) provide HPC services for free, many (50%)
charge a service fee to cover a portion of the operating costs. More detailed discus-
sions on sustainability can be found elsewhere. However, it is worth noting that 18%
of HPC centers don’t disclose information about service fees. Figure 1 illustrates the
diverse fee models identified, totaling 7. Out of the 50% of centers that charge a fee,
the most common fee models are either charging the user per core hour or requiring
them to purchase a node. Other less common fee models used by 1%-4% of HPC
centers include universities requiring an annual departmental contribution, charg-
ing only for data storage, charging for both per core hour and data storage fee, and
charging a service or consultation fee. When resources are available to both internal
and external users, a higher fee is often charged for external users.
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Fig. 1 Fee models of the 133 = Fee Per Core Hour
HPC centers examined in the (FPCH)
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(DSF)
# Purchase a Node

University
Contribution
= FPCH & DSF

= Service/Consultatio
n Fee
® No Fees

= Not Publicly Listed

3.4 Management models

Operating an HPC center requires specialized expertise in system administration,
hardware deployment, software installation, and profiling. Each center employs
a dedicated team of part-time and full-time staff members with different respon-
sibilities. Out of the 133 HPC centers that were studied, 63 provided information
regarding the number of staff members and nodes in their cluster, and Fig. 2 shows
that there is a positive correlation between the number of nodes and the number
of staff members. However, there are significant variations in the number of staff
members needed due to the different services offered at different centers. Some cent-
ers provide only the hardware and software required for computing, which requires
relatively few staff members whose responsibility is solely system administration. In
contrast, other centers employ many staff members to provide a range of services,

Fig.2 The system administra- 180
tive features in various high-
performance computing centers 160
surveyed in the stud
g Y 140
120

100
80
60
40
20

Number of administrative
personnels

0 2000 4000 6000 8000 10000
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such as the Texas Advanced Computing Center which employs 167 full-time staff
members with responsibilities ranging from system administration, user services,
research and development, education, com- munity outreach, and industrial partner-
ships in the year of 2022. While such services may not be essential to the operation
of an HPC center, they add significant value to existing resources. Dedicated staff
members for user service enhance user experiences and expedite the scientific dis-
covery, while a point of contact for industries promotes public—private partnerships
and increases economic competitiveness. Interestingly, there are several universi-
ties nationally and internationally that share an HPC cluster, such as the Center for
Computationally Assisted Science and Technology (CCAST) at North Dakota State
University (NDSU), (Ponce et al., 2019) which provides HPC services to research-
ers from NDSU, undergraduate and master’s institutions within the North Dakota
University System (NDUS), and tribal colleges and universities in the state of North
Dakota. Considering the cost of hardware, software, and staffing, a shared HPC
center may be the most feasible option in many cases.

3.5 Sustainability

Although Moore’s Law no longer strictly applies, the continued growth of comput-
ing power in HPC clusters means that it remains relevant in today’s world. However,
as scientific and societal challenges become more complex and require increasing
computing power, HPC hardware quickly becomes outdated. As a result, sustaining
an HPC center requires periodic hardware updates, possible expansions, and regular
maintenance and staffing. Typically, an HPC cluster needs replacement every five
years, coinciding with the maximum warranty period offered by hardware manufac-
turers. Running an HPC cluster beyond its warranty period poses a significant risk
of malfunction leading to service disruption.

Even though 50% of the HPC centers we studied require a service fee, the fee
collected is not sufficient to cover maintenance, and staffing, let alone purchasing
an entire HPC cluster. Many centers, such as the Vermont Advanced Computing
Center (VACC), offer free or paid services in tiers, and some, including the CHTC
at UW- Madison and BCHPC at UWEC, offer a”buy-in” option or’condominium”
model, where researchers or university community members can purchase nodes for
priority access. However, all HPC centers studied rely on funding from central and/
or local governments, as federal funding through research or instrumentation grants
and state appropriations and endowment funds often provide significant hardware
and operating cost support. Unfortunately, federal grants are highly competitive, and
funding is limited, which raises questions about the long-term sustainability of HPC
centers.

One successful model is the New Jersey Big Data Alliance (NJBDA), which was
established in 2013 and recognized as “New Jersey’s Advanced Cyberinfrastruc-
ture Consortium” in 2014 by the state legislature. The alliance includes 18 higher
education institutions, government agencies, and industry members, and its support
from state legislation enables sustainable access to state-of-the-art HPC resources
for both university and industry users. This collaboration promotes the development
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of a skilled workforce and drives innovation and accelerates data-driven economic
growth for New Jersey.

In summary, the present study surveyed 133 domestic and international university
HPC centers and found that there are various models, fee schedules, management
styles, and sustainability methods available. One popular model is the “condomin-
ium” model where users fund the hardware. Over 50% of HPC centers charge a ser-
vice fee to help cover maintenance costs. A successful model involving a partnership
between universities, industries, and government has also been identified: the New
Jersey Big Data Alliance.

3.6 Results of student survey

A total of 79,268 email invitations were sent with 2,598 responses. Excluding
incomplete and non-consent responses, a total of 1,370 valid responses were col-
lected and analyzed (raw data in Table S7). A field-based analysis was conducted
and presented in Fig. 3, which displays the student participants in the survey and
the fields of their study. We inquired about the students’ exposure to HPC, whether
it be through research or as part of their coursework. White the data showed most
students (63.5%) had no prior experience with HPC and a significant percentage of
students (33.1%) had utilized HPC in some capacity, which is a promising figure
considering the importance of HPC. Interestingly, a notable variation was observed
among different fields of study. While 57.7% of natural science students and 52.4%
of engineering students lacked HPC experience, the corresponding figures for social
sciences, business, and other disciplines were 67.2%, 74.7%, and 67.5%, respec-
tively. It is worth mentioning that the “Other” category encompasses subjects such
as formal sciences, law, and medical sciences.

The subsequent inquiry aimed to assess their inclination toward enrolling in a
course related to HPC. Among the respondents, 25.9% expressed an interest in HPC.

coursework or had already taken such a course. However, 46.7% of the partici-
pants had no plans or were uncertain about pursuing HPC coursework. A nota-
ble 18.1% of respondents identified facing obstacles that impeded their pursuit of

Fig. 3 Pie chart showing the Natural Science
fields of study and the percent-
age of those who responded to

the student survey Social Science

. 27.5% 25.8%
Business
Engineering
Other
15.5% 17.4%
13.9%
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HPC coursework. Finally, we asked about the student’s experience and interest
in HPC-related research. Although a significant portion (46.7%) responded that
they do not plan to participate in HPC-related research (Table S7), a notable per-
centage of students expressed a strong interest in such opportunities. About 8.4%
and 8.2% of students are either interested in or already conducting HPC-related
research, and 10.1% of students show interest, despite the unavailability of such
projects.

The data presented in Table S7 regarding ‘Interest and Experience in HPC-
Related Coursework’ and ‘HPC-Related Research Experience’ was analyzed fur-
ther to deter- mine the level of interest in HPC among student respondents. Fig-
ure 4 displays the percentages of students who are either interested or potentially
interested in HPC- related coursework or research projects, categorized by field
of study. Those who selected 1 or 2 in’Interest and Experience in HPC-Related
Coursework’ or 1, 2, or 5 in ‘HPC-Related Research Experience’ were considered
‘interested’, while those who chose 4 in both subsections were labeled as ‘poten-
tially interested’. A significant level of interest was observed among engineering
students, followed by those in natural science. Even in social science, 18.1% of
students expressed interest (Fig. 4), indicating a notable level of interest across
disciplines. The percentage of ‘potentially interested’ or ‘not sure’ responses
across fields of study was around 30%-40%, mostly due to a lack of familiarity
with HPC. However, we anticipate that introducing an HPC curriculum would
convert many of these ‘potentially interested’ students into ‘interested’ students.
Overall, the study revealed a strong interest in HPC among the student respond-
ents. Figure 5 highlights significant barriers faced by interested students. For
instance, among engineering students, 28.9% expressed interest in taking HPC-
related courses that were not offered to them. The percentage was 18.4%, 9.7%,
21.6%, and 15.2% for natural science, social science, business, and other fields
of study, respectively. Similarly, 9.1%, 10.1%, 15.3%, 8.5%, and 9.3% of students
in natural science, social science, business, engineering, and other fields of study
(Fig. 5), respectively, showed interest in HPC-related research projects, but no
such opportunities were available to them.

Fig. 4 Interests in HPC-related Potentially Interested Interested
courses and research projects
among students from different

fields of study
0, 0,
9%  181% 28 % 4
0,
3630  HO% AER L 38s%
Natural Social Business Engineering  Other

Science Science
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Fig.5 Student percentages from No Courses No Projects
different fields of study, who

faced significant barriers in

taking HPC courses or finding 8.5%
HPC-related research projects

9.1%
15.3% 9.3%
10.1% 28.9%
0,
18.4% 12.6% 15.2%
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3.7 Faculty survey

Surveys were sent to faculty members at UW-Madison, UW-Stout, UW-Superior,
and UW-La Crosse. A total of 4,415 email invitations were sent with 426 responses
(Table S8). Excluding incomplete and non-consent responses, a total of 382 valid
responses were collected and analyzed. Figure 6 shows the fields of study of faculty
members who participated in the survey.

In the question of experience, a large number of faculty (69.0%) responded that
they have had no experience with HPC, which is consistent to the result of the stu-
dent survey (Table S7).For the interest levels of the faculty survey respondents in
integrating HPC into their curricula, most respondents (60.3%) don’t have a need to
integrate HPC. Notably, many respondents are interested in teaching HPC, however,
resource barriers, including the lack of HPC hardware (11.2%) and having no cur-
ricular materials (21.3%), prevent them from doing so.

For the interest and experience that faculty survey respondents have in HPC-
related research, over half of the respondents (52.3%) don’t need to utilize HPC

Fig.6 Pie chart showing the Natural Science
fields of study and the percent-

age of those who responded to

the faculty survey Sooisl Seistcs

26.7% 26.7%
= Business
Engineering
13.9%
18.9%
Other
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in their research. Again, a significant portion of respondents is interested in HPC-
related research, although 12.5% of respondents have no HPC resources and 10.3%
have no support to set up their calculations.

Finally, for opinions of faculty survey respondents about utilizing the UWEC
HPC cluster, 47.5% of them express interest in utilizing the UWEC HPC cluster,
including 8.4% who are willing to pay a service fee.

Further field-based analysis demonstrated that a significant disciplinary differ-
ence exists observed. Combining data from ‘Levels of Interest in HPC-Related Cur-
ricula’ and ‘Interest and Experience in HPC-Related Research’ in Table S8, we see
significant interest in HPC among faculty respondents. Figure 7 shows the percent-
ages of faculty respondents from various fields of study who are interested in teach-
ing HPC (choices 2 and 4), or HPC-related research (choices 2 and 3). Note that
a faculty member may be interested in using HPC in only teaching, only research,
or both. Engineering is again the field with the highest percentage, followed by
natural science. However, interested faculty members faced serious hurdles in edu-
cating students about HPC skills, as shown in Fig. 8. The percentages of faculty

Fig.7 Interests among faculty Teaching- No Curricular Materials
respondents from different fields
of study in teaching HPC and
HPC- related research

Teaching- No Resources
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Natural Social Business Engineering ~ Other
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Fig.8 Obstacles in incorporat- Interested in HPC use in Research
ing HPC in teaching for faculty Interested in HP in Teachi
members from different fields mierested n HEC Use in Teaching
of study
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members who were interested in incorporating HPC in their teaching but had no
HPC resources are 11.3%, 10.9%, 11.5%, 17.9%, and 9.0% for natural science, social
science, business, engineering, and others, respectively. Understandably, teaching
materials in HPC including textbooks and lab manuals, especially those targeting
undergraduate students, are not well-established because it is a relatively new field
of technology. Consequently, an even higher percentage of faculty respondents com-
plained that they were interested in teaching HPC but with no curricular materials.
As shown in Fig. 7, the percentages are 31.3%, 14.1%, 11.5%, 39.3%, and 14.1% for
natural science, social science, business, engineering, and others, respectively.

The primary obstacle faced by faculty respondents in conducting their scholarly
activities was the lack of HPC resources, as evidenced in Figs. 8 and 9. There exists
significant interest in using HPC in teaching and research across disciplines includ-
ing natural, social science, business, engineering (Fig. 8). However, various obsta-
cles are also evident. In natural science, social science, business, engineering, and
other fields of study, 11.2%, 11.5%, 14.3%, 20.7%, and 10.8% of faculty respond-
ents, respectively, expressed interest in utilizing HPC in their research but reported
that no resources were available to them (Fig. 9). Additionally, to use HPC resources
effectively, a significant amount of training, profiling, and testing is required, which
often falls outside the faculty member’s area of expertise. However, such support is
unavailable, preventing them from utilizing HPC for their research, as reported by
13.5%, 11.5%, 14.3%, 10.3%, and 4.1% of faculty respondents (Fig. 9) from natural
science, social science, business, engineering, and other fields of study, respectively.

3.8 Industry survey

During our survey of local industries, we encountered difficulties in obtaining
proper contact information for local companies. Despite sending out 10,914 emails,
we received only 145 responses, of which 88 were valid (excluding those who did
not consent to participate). The valid responses represented a variety of industries,
including manufacturing (9.1%), healthcare/medical/biomedical (12.7%), agriculture
(3.6%), electronics (3.6%), pharmaceutical (1.8%), and others (69.1%). The”other”

Fig.9 Obstacles in conducting Research- No Resources
HPC-related research for faculty _
members from different fields Rescarch- Help Needed
of study
10.3%
14.3%
13.5% 11.5%
4.1%
20.7%
14.39
11.2% 11.5% @ 10.8%
Natural Social Business Engineering ~ Other
Science Science
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category included industries such as law, real estate, recreation, public administra-
tion, hospitality, tourism, retail, and non-profit services. Unfortunately, we did not
receive any valid data from the energy, mining, and metallurgical/materials engi-
neering industries.

The participants were asked to rate the importance of specific tasks to their organ-
izations, such as modeling and simulation using finite element analysis (FEA) or
computational fluid dynamics (CFD), smart manufacturing and automation, Internet
of Things (IoT), Al tools for enterprise resource planning (ERP), and contingency
analysis, all of which could benefit from HPC. As demonstrated in Table S9, while
more than half of the responses for all tasks indicated no current need, a significant
percentage of local industries (ranging from 5.5% to 25.4%) were already engaged
in these activities. Furthermore, a comparable percentage of organizations (7.3% to
20%) planned to undertake these tasks in the future, indicating a growing demand
for HPC among local industries.

In terms of HPC utilization, the responses were almost evenly divided among
participants. 51% of respondents indicated that their organizations currently utilize
or plan to do so in the future, while the remaining 49% did not. Those who indi-
cated current or future HPC utilization in their organizations were further surveyed
regarding the benefits, access to, and cost of HPC. Figure 10 summarizes their views
on the benefits of HPC utilization, with 96.8% of respondents indicating that their
organization has benefited from HPC. The most common benefit reported was the
optimization of business processes, followed by improving the quality of products
and services, improving business results, and increasing competitiveness. A vari-
ety of HPC service providers were identified, including organizations with their
own HPC clusters, access to HPC centers outside Wisconsin, access to HPC cent-
ers in Wisconsin, cloud-based HPC resources, and outsourcing to third-party pro-
viders. Additionally, most respondents (63.2%) pay a service fee, with an average
of $675,000 per year. Interestingly, only a small percentage (5.7%) of local indus-
tries utilize resources from Wisconsin HPC centers. The second group of respond-
ents, who do not and have no plan to use HPC, was asked about HPC utilization in
their industry and the obstacles (Fig. 11) preventing their organizations from using
HPC. Half of these participants responded that other organizations in their industry

Fig. 10 The benefits of HPC to Business Process
local industries
Product Quality

15.90%
20.60%
Research/Experiments 0%
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Fig. 11 Obstacles preventing Lack of Expertise
HPC utilization among local
industries No External Resources 35.00%

No Internal Resources

No Interest/Need

= Other
17.50%

22.50%

17.50%

utilized HPC resources, indicating higher utilization than suggested by the survey.
Most of this group (65%) faced some form of an obstacle, such as a lack of expertise
(22.5%), lack of resources (35%), or other obstacles (7.5%). Overall, it is reasonable
to conclude that these organizations could benefit from HPC if resources and exper-
tise were made available to them.

Finally, participants were asked about their opinion on collaborating with univer-
sities. Many respondents (79.6%) agreed that partnering with universities could ben-
efit their organization, and almost half (47.7%) reported having already partnered
with a university and found it to be advantageous. However, only 15.9% of partici-
pants confirmed that they were knowledgeable about the process for gaining access
to a university’s HPC center.

3.9 University administrators interview

Administrators from various universities and organizations within the UW System
were asked five questions designed to address the overarching research questions
this study sought to answer:

1. What the barriers are and how can they be overcome?
2. How collaborations between universities and industry can be formed to equip
undergraduate students with industry-needed computational skills?

Interview questions aimed at answering the research questions were then derived
and can be found in Table S5. Five themes emerged from a thematic analysis of
the interview responses, as listed in Table S10. Figure 12 shows the frequency of
responses by question, contained in each theme. Theme 1 comes up most frequently
in responses to questions 2 and 3, dealing with the status of HPC at their institu-
tions and the difficulties of sharing resources. Themes 2 and 4 appear most often
in responses to questions 3, 4, and 5, asking about difficulties and best practices
for better sharing of HPC resources and the role of industry-academia partnerships.
Theme 3 is most prevalent in responses to question 5, as can be expected, but is also
present often in responses to questions 1 and 2. Theme 5, identifying how benefits
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vary between different groups of users, is most commonly present in responses to
question 1.

The sentiment analysis conducted on all responses to each question revealed that
the interviewees generally had a positive outlook. This can be observed in Figs. 13
and 14, which group sentiments by interview questions and themes, respectively.
Questions 1 and 5 garnered the most positive sentiment, while questions 2, 3, and 4
received a slightly positive score, almost neutral. The overall sentiment of the ques-
tion was also reflected in the sentiment of the corresponding theme. While some
questions and themes were expected to elicit more positive or negative responses,
the semi-structured interview format allowed interviewees to control their perspec-
tives when answering questions. Some interviewees approached the questions with
a possibilities mindset, resulting in more positive responses, while others adopted a
problem-identification approach, leading to more negative responses. Examples of
these two approaches separated by question are provided below.

A detailed understanding of the meanings of the themes and sentiments aris-
ing out of the interviews, along with excerpts from the responses, can be found

Fig. 13 A display of sentiment 20.0
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question. There is only a posi- 15.0
tive axis on this graph indicating 12.5

a net positive sentiment of all

questions. To give context to the 10.0

scores, questions 1 through 5 . 7.5

had 33, 31, 53, 43, and 36 codes :

derived from them, respectively 5.0
2.5
0.0

0, @) 0
Y5ty ey ""So “esy, 063(‘/
O 1 O/, O,) O/) O/) 5

Sentiment Score

@ Springer



Education and Information Technologies

25

20

Sentiment Score
- -
o )] o w

Fig. 14 A display of sentiment scores by themes shows the overall sentiment score of each theme. There
is only a positive axis on this graph indicating a net positive sentiment of all questions. To give context
to the scores, the questions had the following total number of codes derived from them themes 1 through
5 had 71, 40, 27, 48, and 38 codes derived from them, respectively. Note that the number of codes in this
figure is slightly higher than Fig. 13, as some codes were placed in multiple themes

in our recently published study (Ghosh et al., 2023). As discussed in detail in this
study (Ghosh et al., 2023), different financial capabilities of anticipated users, lack
of awareness of resources, and intra and inter-institutional barriers are the biggest
roadblocks toward an efficient resource-sharing framework. Equitable cost-sharing
models, policies and procedures toward generating awareness, and incentivizing the
breakdown of intra and inter-institutional barriers are the key to overcoming them.
Emphasized repeatedly in the interviews was the importance of students acting as
ambassadors to improve collaborations between universities and industry. Better
integration of high performance computing in undergraduate curriculum should go a
long way in enabling that.

3.10 Government officials’ interview

We intended to interview government officials from multiple agencies including
the Department of Workforce Development (DWD) and the Wisconsin Economic
Development Corporation (WEDC). These agencies work with statewide business
and education partners, and their view on HPC could have a profound impact on
eco- nomic growth and workforce development in HPC-related fields. Unfortunately,
only one response was obtained from multiple requests for an interview. Some of the
key points raised when answering the five questions listed in Table S6 include:

1. Importance of HPC for economic growth in WI: HPC is a new area where the
WI government needs a sector strategy. Wisconsin is moving from a heritage of
manufacturing to the knowledge industry and needs to attract new businesses
like Hewlett Packard Enterprise (HPE) in Eau Claire that will be able to use the
talents of technical graduates around the state.
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2. Addressing the growing need for HPC: We need to draw attention to HPC for
future growth in Wisconsin.

3. Partnerships for innovations in HPC: Just as the Big Data Alliance in New Jersey
fosters a national leadership role for New Jersey in big data. A partnership that
includes the Wisconsin industry and institutes of higher learning needs to be on
the radar for future job growth.

4. Promoting HPC in undergraduate education: The industry will be able to tell the
UW system how to design programs and research experiences for its undergradu-
ates.

5. The growth of businesses like Epic in Verona, HPE in Eau Claire, and Rockwell
Automation in Milwaukee indicate a demand for technically prepared graduates
in the field of HPC within the state.

4 Conclusions

Use of surveys across UW campuses demonstrated that there is a strong interest in
HPC-related courses and research projects among students from various disciplines,
particularly engineering and natural sciences. Faculty members may have limited
experience with HPC but are interested in incorporating it into their teaching and
research, especially those in engineering and natural sciences. Based on the sur-
vey results, we recommend that a local consortium be formed to include UW-Eau
Claire, UW-Stout, and UW-River Falls as a pilot project to investigate the feasibil-
ity of forming a larger group of UW-System campuses. We will explore the issues
involved in setting up such a consortium so that a larger group serving students and
faculty across the state can be achieved. Local industries expressed strong interest
in HPC and belief that it would benefit their business, but many are not aware of
the resources available in the UW System and instead pay service fees averaging
$675,000 annually for HPC services. University leaders widely recognize the impor-
tance of HPC in education, research, workforce development, and economic growth,
but also acknowledge the challenges in maintaining and sharing HPC resources.
Although awareness of HPC among government officials is low, the significance of
a partnership between the Wisconsin industry and institutes of higher education has
been recognized.

However, various obstacles exist that prevent some organizations from utilizing
HPC resources. This study revealed that Wisconsin lags behind other states in terms
of available HPC resources and HPC-based education, discovery, and economic
growth. While the support and interest from various stakeholders are encouraging,
significant challenges must be addressed before Wisconsin can fully benefit from
HPC in this data-intensive era. These challenges include:

a) Limited awareness and access to existing HPC resources.

b) Curricular materials and technical support in HPC are not readily available.

¢) Current HPC resources are close to their capacity and cannot accommodate the
needs of faculty, students, and the industry identified in this project. In addition,
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no clearly defined policy exists in terms of resources and cost-sharing among
multiple campuses.

d) The ability of these HPC centers to provide sustainable services is questionable,
which is highly contingent on funding for hardware, maintenance, and staffing.

e) Although local industries value partnerships with universities, conversations
regarding collaboration in HPC are needed. It is unclear how the industry can
benefit from HPC resources.

f) The role of government agencies in promoting partnerships among various stake-
holders within the state in HPC and related fields is unclear or undefined, which
could be a serious competitive disadvantage.

This is the first ever study to investigate the status of HPC in Wisconsin. By
investigating the source of these challenges, the study also identified some oppor-
tunities and targeted reforms possible within UW system giving forth new public
policies. First, to establish the Wisconsin Big Data Alliance (WBDA) involving the
UW System, industries across Wisconsin, other public/private institutions of higher
education in Wisconsin, and government agencies including DWD and WEDC.
Such an alliance would enable all interested parties to work collectively to address
challenges in HPC education, innovation, and economic growth. Second, we rec-
ommend an interdisciplinary approach to curriculum development across the three
campuses (Eau Claire, Stout, and River Falls) in such a way as to allow students in
Biochemistry, Biomedical Engineering, Engineering, and Computer Science to take
courses offered on all three campuses. Potential partners in this curriculum devel-
opment project may include UW-Extended Campus, which has an established his-
tory of developing distance education to students around the state and the nation.
Third, it would be meaningful to create a central repository of curricular materials
that could be maintained by a team of faculty and students from academia and per-
haps with from some inputs from the industry. These materials should be available
for free to all public institutions in Wisconsin and can be further optimized to meet
specific needs such as during public emergencies. Fourth, to create an education
committee within WBDA, whose members include representatives from faculty,
students, and industry, to oversee the creation and sharing of educational resources
and programs that are responsive to local needs, foster collaboration among univer-
sities, communities, and industries, and build a strong workforce pipeline in HPC
and related fields. Fifth, to find a dedicated funding source at the state level to sup-
port the long-term growth and stability of the existing HPC centers within the UW
System. Finally, to make the HPC resources freely available to faculty and students
from public institutions across Wisconsin. This could be done by developing a rea-
sonable fee structure for industrial versus not-for-profit users and creating FTE posi-
tions in system administration, user service, K-12 education, and industrial outreach.
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