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Abstract— Ensuring safe navigation in human-populated en-
vironments is crucial for autonomous mobile robots. Although
recent advances in machine learning offer promising methods to
predict human trajectories in crowded areas, it remains unclear
how one can safely incorporate these learned models into a
control loop due to the uncertain nature of human motion,
which can make predictions of these models imprecise. In this
work, we address this challenge and introduce a distributionally
robust chance-constrained model predictive control (DRCC-
MPC) which: (i) adopts a probability of collision as a pre-
specified, interpretable risk metric, and (ii) offers robustness
against discrepancies between actual human trajectories and
their predictions. We consider the risk of collision in the form
of a chance constraint, providing an interpretable measure
of robot safety. To enable real-time evaluation of chance
constraints, we consider conservative approximations of chance
constraints in the form of distributionally robust Conditional
Value at Risk constraints. The resulting formulation offers
computational efficiency as well as robustness with respect to
out-of-distribution human motion. With the parallelization of
a sampling-based optimization technique, our method operates
in real-time, demonstrating successful and safe navigation in a
number of case studies with real-world pedestrian data.

I. INTRODUCTION

A major challenge in incorporating autonomous robots
into real-world scenarios is guaranteeing safe navigation
among crowds. Humans present unique challenges due to
the stochastic and potentially multi-modal, nature of their
motion. However, the inherent stochasticity in human motion
makes robust control approaches that account for worst-case
scenarios overly cautious. Conversely, conventional stochas-
tic control methods that focus solely on optimizing expected
performance do not offer assurances of safety. To bridge this
gap, in this work, we consider characterizing robot safety in
the form of chance constraints which equip robots with a
means to evaluate the risk associated with their actions. No-
tably, chance constraints also offer an intuitive interpretation
of robot safety, enabling a more nuanced navigation strategy.

Evaluating chance constraints relies on understanding the
distribution of human motion. Thanks to recent advance-
ments in machine learning (ML), numerous studies explore
human trajectory predictions in crowded environments [1],
[2], [3], [4]. Nevertheless, while these prediction modules
provide reasonable models of human motion distribution, the
resulting distribution of human motion is often complicated
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(a) Real-world image of ETH/Hotel sequence.

(b) Example trajectory of a robot navigating among pedestrians in
ETH/Hotel sequence.

Fig. 1: Trajectory forecasting model enables a robot to
estimate the distribution of future human trajectories. In
response, the robot modifies its route to reduce the chance
of collision.

and potentially multi-modal. Hence, how to incorporate these
forecasts into the robot’s control loop in a safe manner
remains a challenging task. In addition, their prediction may
be inaccurate because of the stochastic nature of human
trajectories [5] and the potential uncertainties stemming from
sensory inputs or limited data. Relying solely on predictions,
which might be imprecise, can lead to system failures, which
is particularly critical in environments shared with humans.
Thus, the robot’s control algorithm must account for the
potential inaccuracy in the human trajectory forecasts to
ensure safety.

To address these challenges, we propose distributionally
robust chance-constrained model predictive control (DRCC-
MPC). Our proposed DRCC-MPC aims to satisfy chance
constraints not only for an estimated human motion distribu-
tion but also for all human trajectory distributions within an
ambiguity set. By considering distributionally robust chance
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constraints, we can achieve two primary enhancements: 1) it
allows us to develop an approximation method for the real-
time calculation of chance constraints, and 2) our controller
can accommodate potential discrepancies between the actual
distribution of human motion and its predicted distribution.
We consider robustness against an ambiguity set to which the
true distribution of human motion belongs. We construct this
ambiguity set assuming that the first and second-order mo-
ments of the human motion distribution, which are estimated
via Monte Carlo samples of ML-based trajectory forecasts,
are known. We exploit the equivalence between chance
constraints and Value-at-Risk (VaR) to create a conserva-
tive but tractable convex Conditional Value-at-Risk (CVaR)
approximation of our safety constraint. Our model predictive
controller employs the cross-entropy method (CEM) [6], a
sampling-based optimization technique, to identify control
sequences that meet the chance constraint. CEM optimization
is parallelized using a GPU for real-time implementation.
We evaluate the performance of our proposed controller in a
number of navigation case studies using real-world datasets
and demonstrate that our method outperforms the state-of-
the-art in terms of safety in navigating human crowds.

II. RELATED WORK

A. Safe Crowd Navigation

When a robot navigates in a crowded space with other
agents, accurately modeling the behavior these agents is
crucial. Earlier works employed reciprocal assumption [7],
[8] or potential fields [9] for collision avoidance when other
agents’ velocities are given. However, they were unable to
model complex interaction of agents as in crowd navigation.
Social force models [10], [11] try to model more complex
interaction using repulsion and attraction forces based on
each agent’s characteristics. Still, these approaches do not ac-
count for the uncertainty in other agents’ behaviors, making
them less suitable for safe navigation. While game theoretic
approaches have been another popular method for modeling
agent interactions [12], [13], [14], [15], they assume that
agents have optimal policy, which may not accurately repre-
sent pedestrian movements.

Focusing on the safety aspect of crowd navigation, Control
Barrier Functions [16], [17] and Hamilton-Jacobi reachability
analysis [18] can guarantee safety against the worst-case
behavior of other agents. However, they tend to be overly
conservative. To address this, probabilistic constraints have
been proposed [19], assuming Gaussian distribution for the
state random variable [20], [21]. However, evaluating chance
constraints for general multi-modal distributions, such as
those from ML-based models, presents computationally chal-
lenges [22].

Reinforcement learning (RL) methodologies have shown
success in handling complex interactions between multiple
agents by leveraging graph structures [23], [24] or attention
mechanisms [25], [26], [27]. Yet, these methods often lack
the interpretability and explainability required for safety as-
sessment, which is especially crucial when deploying robots
in real-world settings around humans.

Alternatively, modular approaches decouple a learning-
based trajectory predictor and solve an optimal control
problem for planning purposes using exhaustive search [28]
or Sequential Action Control (SAC) [29]. However, they
rely on soft constraints, which cannot give formal guarantees
against collisions and fail to provide an interpretable notion
of robot safety. Moreover, an overreliance on potentially
flawed machine-learned predictions may pose significant vul-
nerabilities. To overcome these drawbacks, our methodology
seeks interpretable safety assurance while providing robust-
ness against distribution shifts in the trajectory forecasting
module.

B. Distributionally Robust Control

Distributionally robust control (DRC) acknowledges that
the true distribution of a stochastic parameter might not be
accurately captured. From this observation, DRC formulates
an ambiguity set, encompassing potential probability distri-
butions of the system [30]. The optimal control action is
determined by ensuring that constraints are met for all dis-
tributions within the ambiguity set. Owing to its capacity to
guarantee safety even with imperfect system modeling, DRC
has been extensively employed for control in safety-critical
domains [31], [32]. The choice of ambiguity set is pivotal
to the performance of DRC. Although several studies have
defined the ambiguity set using the Wasserstein metric [33]
or ϕ-divergence [34], [35], determining an appropriate radius
for these sets is problem-specific and not straightforward to
determine in advance. As a result, moment-based ambiguity
set [36], [37] has emerged as a popular alternative to model-
ing moving obstacles [38]. However, their computation time
complexity makes real-time operations in crowd navigation
unfeasible. While Output Feedback Distributionally Robust
RRT* [39] presents a distributionally robust sampling-based
motion planning algorithm for computational tractability, it
is specifically tailored for Kalman filter-based perception
modules, whereas our work can incorporate general ML-
based trajectory forecasts.

III. PRELIMINARIES

A. Chance Constraints

Conventional robust constraints [40], [41] which account
for worst-case uncertainties cannot handle uncertainties with
unbounded support such as the stochastic pedestrian motion.
In such scenarios, it is preferable to impose chance con-
straints that limit the probability of collision.

Definition 1 (Chance constraint over a collision-free set):
For a random state x where the underlying distribution is
P∗, we require

ProbP
∗
(x ∈ Xfree) ≥ 1− ε, (1)

where Xfree is the collision-free space, and ε is the allowable
probability of collision.
This chance constraint provides an interpretable measure of
safety requiring the system to be collision-free with at least
1 − ε probability. However, assessing a chance constraint,
even with a known distribution, remains NP-hard [22]. We

2411

Authorized licensed use limited to: Univ of Calif Berkeley. Downloaded on August 28,2024 at 19:31:52 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 2: VaR and CVaR in a normal distribution with allowable
probability ε = 0.1. VaR is a 1 − ε quantile of the safety
loss and CVaR is the conditional expectation of safety loss
over the VaR (blue area).

choose to approximate our chance constraint via Conditional
Value-at-Risk (CVaR), which is well known as a tight convex
approximation of chance constraints [42]. We reach this
approximation through the notion of Value-at-Risk (VaR) by
considering a notion of a safety loss function.

Assumption 1 (Safety loss): We assume that there exists
a safety loss function l : Rn → R, which characterizes our
collision-free set Xfree through its zero level sets:

Xfree = {x ∈ Rn | l(x) ≤ 0}.
With this assumption, we can translate chance constraint (1)
into a VaR constraint.

Definition 2 (Value-at-Risk): For x ∼ P∗, and the safety
loss function l(x), we have:

VaRP∗

ε (l(x)) := inf{γ ∈ R | ProbP
∗
(l(x) > γ) ≤ ε}.

VaR represents the potential safety loss l(x) with the
allowable probability ε. Since chance constraint (1) requires
ProbP

∗
(l(x) ≥ 0) ≤ ε, in order for the chance constraint

to be satisfied, VaR should be less or equal to zero by its
definition. We can then relate the resulting VaR Constraint
to Conditional Value-at-Risk (CVaR).

Definition 3 (Conditional Value-at-Risk): For a random
state x and safety loss function l(x), CVaR is defined as:

CVaRP∗

ε (l(x)) := inf
β∈R
{β +

1

ε
EP∗{(l(x)− β)+}},

where (·)+ = max{·, 0}.
CVaR is interpreted as the expected value over VaR, as

illustrated in Figure 2. Due to this trait, it naturally can
be a conservative, convex approximation of VaR, effectively
addressing VaR’s non-convex nature [22]:

CVaRP∗

ε (l(x)) ≤ 0⇒ VaRP∗

ε (l(x)) ≤ 0

⇔ ProbP
∗
(x ∈ Xfree) ≥ 1− ε.

(2)

B. Distributionally Robust Constraints

Although CVaR offers a convex approximation for chance
constraints, it still requires an accurate representation of
the true distribution P∗, which can be hard to obtain for
pedestrians that exhibit complex and multimodal motions.
Therefore, we compute CVaR for a set of distributions P
referred to as the ambiguity set with the assumption that P∗ ∈

P . Then, we consider constraint (1) to be distributionally
robust if and only if

inf
P∈P

ProbP(x ∈ Xfree) ≥ 1− ε.

Intuitively, the above constraint requires the satisfaction of
chance constraint for all possible distributions P within the
ambiguity set P . Similarly, we can define distributionally
robust CVaR constraint for a random state x as:

sup
P∈P

CVaRP
ε(l(x)) ≤ 0.

Now, the connection between chance constraints, VaR,
and CVaR constraints in (2) can be extended to their
distributionally-robust counterparts:

sup
P∈P

CVaRP
α(l(x)) ≤ 0⇒ sup

P∈P
VaRP

α(l(x)) ≤ 0

⇔ inf
P∈P

ProbP(l(x) ≤ 0) ≥ 1− α.
(3)

IV. DISTRIBUTIONALLY ROBUST NAVIGATION IN
CROWDED ENVIRONMENTS

A. Notation and Problem Formulation
In our notation, we use subscript r to refer to the robot

and i for the index of humans. Superscript k denotes time
step. Let Ik be the set of pedestrian indices present in k.
Humans and a robot operate in a state space X , while Xrobot

indicates the region occupied by a robot. We model the robot
and humans as discrete-time dynamical systems.

xk+1
i = fi(x

k
i , u

k
i ), ∀i ∈ Ik, (4a)

xk+1
r = fr(x

k
r , u

k
r ). (4b)

Here, the robot does not have access to human control uk
i ,

rendering xk
i stochastic from the perspective of the robot.

We employ a distributionally robust chance constraint to
ensure robot safety. We define the system to be collision-free
when all pedestrians remain outside Xrobot. As a result, we
propose to formulate our safety constraint as:

inf
Pk
i ∈Pk

i

ProbP
k
i (xk

i ∈ X k
i,free) ≥ 1− ε, ∀i ∈ Ik, (5)

where X k
i,free represents the collision-free region for human

i at time step k. Finally, we formulate a safe robot navigation
task as a model predictive control (MPC) problem with
constraint (5), which we call DRCC-MPC.

Problem 1 (DRCC-MPC):

min
xr,ur

J :=
K−1∑
k=0

J(xk
r , u

k
r , xgoal) + JK(xK

r , xgoal) (6a)

s.t. xk+1
r = fr(x

k
r , u

k
r ), (6b)

xk
r ∈ X , uk

r ∈ U , (6c)

inf
Pk
i ∈Pk

i

ProbP
k
i (xk

i ∈ X k
i,free) ≥ 1− ε, ∀i ∈ Ik,

(6d)

where xr := (x0
r, . . . , x

K
r ), ur := (u0

r, . . . , u
K−1
r ) are the

robot state and input trajectory for horizon K, and U is the
control space of the robot. In our DRCC-MPC, J denotes the
stage-wise cost function of the robot and JK is its terminal
cost function.
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Fig. 3: For human i, collision-free set X k
i,free is an ellipsoid

centered on µk
i which belongs to X\Xrobot. We constraint

the random human state xk
i to belong to such a set.

B. Reformulation of Chance Constraints
We assume that every human i ∈ Ik satisfies Assump-

tion 1 for X k
i,free with some safety loss function lki (x

k
i ).

Constraint (6d) can be approximated by the following distri-
butionally robust CVaR constraint (3), which is a sufficient
condition for satisfaction of (6d).

sup
Pk
i ∈Pk

i

CVaRPk
i

ε (lki (x
k
i )) ≤ 0, ∀i ∈ Ik. (7)

To make distributionally robust CVaR constraint tractable,
we require each safety loss function lki (x

k
i ) to be convex

and quadratic [36], which leads to an ellipsoidal collision-
free set X k

i,free. Considering that xk
i centers on its mean µk

i ,
we represent X k

i,free as an ellipsoid centered at µk
i outside

of Xrobot.

X k
i,free := {x ∈ Rn|lki (xk

i ) ≤ 0}
= {x ∈ Rn : (x− µk

i )
TEk

i (x− µk
i ) + eki ≤ 0},

(8)
with Ek

i ∈ Rn×n where n is the dimension of xk
i ∈

Rn, Ek
i ≻ 0, eki ∈ R, and X k

i,free ⊂ X\Xrobot. Assuming
Xrobot is circle in 2D space, we can define an ellipsoid
X k

i,free whose minor axis is tangent to Xrobot, as illustrated
in Fig 3.

We define the ambiguity set for the ith human Pk
i as all

probability distributions Pk
i that have a given mean µk

i and
covariance Σk

i .

Pk
i := {Pk

i |EPk
i
{xk

i } = µk
i ,

EPk
i
{[xk

i − µk
i ] · [xk

i − µk
i ]

T } = Σk
i }.

(9)

An advantage of the moment-based ambiguity set Pk
i is

that it requires only µk
i and Σk

i , which are easily obtained
from ML-based forecasting modules with Monte Carlo sam-
pling. Therefore, we will utilize the estimated mean µ̂k

i and
covariance Σ̂k

i of xk
i to construct an ambiguity set.

The ellipsoidal collision-free set (8), combined with the
moment-based ambiguity set (9), makes the distributionally
robust CVaR constraints tractable, which we further simplify
with the following result.

Theorem 1: If X k
i,free is defined as (8) and the random

state xk
i has mean µ̂k

i and covariance Σ̂k
i , then

sup
Pk
i ∈Pk

i

CVaRPk
i

ε (lki (x
k
i )) = eki +

1

ε
Tr{Σ̂k

iE
k
i }, (10)

where Tr{·} is the trace of a matrix.
Proof: See Proof of Corollary 1.3 in [36]

Theorem 1 provides an aid to evaluate distributionally
robust CVaR constraints only using the structure of the
collision-free set (8), estimated mean µ̂k

i , and the estimated
covariance Σ̂k

i of xk
i . Therefore, we can arrive at a tractable

sufficient condition for (6d) using (3).
Corollary 1: If X k

i,free is defined as (8) and the random
human state xk

i has mean µ̂k
i and covariance Σ̂k

i , then

eki +
1

ε
Tr{Σ̂k

iE
k
i } ≤ 0⇒

inf
Pk
i ∈Pk

i

ProbP
k
i (xk

i ∈ X k
i,free) ≥ 1− ε.

(11)

Thus, we can reformulate Problem 1 as:

min
xr,ur

J =
K−1∑
k=0

J(xk
r , u

k
r , xgoal) + JK(xK

r , xgoal) (12a)

s.t. xk+1
r = fr(x

k
r , u

k
r ), (12b)

xk
r ∈ X , uk

r ∈ U , (12c)

eki +
1

ε
Tr{Σ̂k

iE
k
i } ≤ 0, ∀i ∈ Ik, (12d)

where eki and Ek
i are constructed from (8).

C. Constrained Cross-Entropy Method

Identifying a feasible solution for the constrained opti-
mization problem (12) remains challenging, particularly due
to the non-trivial process involved in retrieving eki and Ek

i

in (12d). To address this issue, we adopt the Cross-Entropy
Method (CEM), a sampling-based optimization technique,
to enable the straightforward evaluation of (12d). CEM
recursively iterates between generating a set of robot control
sequences {ur}sampled from a CEM sampling distribution
and refining this distribution based on an elite set {ur}elite
that achieves optimal performance. This process continues
until the maximum number of iterations is reached.

As introduced in [43], we should evaluate whether the
sampled trajectories are feasible to solve a constrained
optimization problem with CEM. Note that (12d) can be
rewritten as:

max
i∈Ik

[eki +
1

ε
Tr{Σ̂k

iE
k
i }] ≤ 0, ∀k ∈ {1, . . . ,K}, (13)

which indicates that if the pedestrian presenting the maximal
risk satisfies the constraint, then all pedestrians will comply
with the constraint. Consequently, it is computationally ef-
ficient and memory-saving to consider only the pedestrian
who poses the greatest risk.

When implementing CEM, during its initial iterations,
CEM might fail to sample trajectories that satisfy constraints
since its sampling distribution has not yet converged. In such
cases, we should select the elites set from the trajectories
deemed safest. This ensures that CEM will sample safer
trajectories in subsequent iterations. We use a discounted sum
of (13) as the Risk Score, which evaluates the overall risk of
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a robot trajectory in a single scalar value.

Risk Score(xr) =
K∑

k=1

γk max
i∈Ik

[eki +
1

ε
Tr{Σ̂k

iE
k
i }], (14)

where γ is the discount factor. When CEM fails to sample
any feasible trajectory, we will use control sequences with the
lowest Risk Score as an elite set. This aids CEM to converge
to less risky actions and sample safer trajectories in the
next iterations. Our algorithm is summarized in Algorithm 1.
In our implementation, we used Gaussian distributions for
CEM sampling, where µCEM and σCEM are the mean and
standard deviation of the CEM sampling distribution. After
each iteration, they are updated using the mean and standard
deviation of an elite set.

V. EXPERIMENTS

A. Implementation Details

We model our robot as a 2-D single integrator xk+1
r =

xk
r + uk

r∆t. We employ Trajectron++ [44] as our trajectory
forecasting module for human motion. The time step of
trajectory generated by Trajectron++ is ∆tTrajectron =
0.4[s], while the time step for our controller and dynamics
is ∆t = 0.1[s]. Therefore, we use linear interpolation on
the trajectory estimation to align it with our controller time
step. For our evaluations, we use the ETH [45] dataset, which
captures various real-world human trajectories.

We consider the following quadratic objective for the
robot:

J(xk
r , u

k
r , xgoal) = γk

[
(xk

r − xgoal)
TQ(xk

r − xgoal)+

(uk
r )

TRuk
r

]
,

JK(xK
r , xgoal) = (xK

r )TQKxK
r ,

where Q = QK = 0.5I2×2, R = 0.05I2×2, and γ =
0.99. A collision is flagged if the human-robot distance is

Algorithm 1 CEM optimization for DRCC-MPC
Input Current robot state x0

r , Estimated mean µ̂1:K
i and

covariance Σ̂1:K
i of human i ∈ Ik

Output Control input for robot u0
r

1: while stop criteria not satisfied do
2: {ur}sampled ← Sample(µCEM , σCEM )
3: {xr}sampled ← dynamics(x0

r,u
sampled
r )

4: Evaluate constraint (13)
5: Evaluate objective function (12a)
6: if All trajectories not feasible then
7: Sort with RiskScore (14)
8: {ur}elite ← SelectElite({ur}sampled)
9: else

10: {xr}feasible ← SelectFeasible({xr}sampled)
11: Sort with J (12a)
12: {ur}elite ← SelectElite({ur}feasible)
13: end if
14: µCEM , σCEM ← Update

(
{ur}elite

)
15: end while
16: Get first control sequence in {ur}elite
17: Output first control input u∗

Fig. 4: Sensitivity analysis in Hotel sequence with 100 exper-
iments. As the DRCC-MPC becomes more conservative by
reducing ε, the robot tends to keep a larger distance from the
humans and decides to take a longer path. On the contrary,
RSSAC showed similar behavior for different choices of its
risk-sensitivity parameter σ, showing an inability to display
a straightforward interpretation of risk and safety.

below r = 0.4 [m]. We consider the planning horizon to be
K = 40. The robot operates within a maximum input bound
umax = 2.0 [m/s]. M = 30 trajectories are drawn from the
Trajectron++ module to construct ambiguity set. During the
5 iterations of CEM optimization, we sample 400 control
sequences and select 40 elite set. CEM optimization used
GPU parallel computing to achieve real-time performance in
a desktop computer with an AMD Ryzen 5 5600 CPU and
an NVIDIA GeForce RTX 3060 GPU.

We use the Buffered Input Cell (BIC) method [46] as a
reference for reciprocal collision avoidance and the Crowd-
Nav [25] model as RL baseline. Among the modular control
strategies, we considered exhaustive search with motion
primitives [28] and Risk-Sensitive Sequential Action Control
(RSSAC) [29] since they both account for the stochasticity of
human behavior. They incorporate a collision cost, measured
by the distance between humans and the robot within their
optimization objective. While exhaustive search and RSSAC
with risk-sensitive parameter σ = 0 identifies the optimal
control by assessing average cost, RSSAC with σ > 0
optimizes the entropic risk measure [47]. The codes and
hyperparameters for these baselines are from RSSAC’s code
repository. Lastly, we consider different collision probabili-
ties ε = 0.05, 0.1, 0.15, to observe the effect of the collision
probability ε on performance of our method.

B. Real-World Pedestrian Dataset
Our evaluation using the ETH dataset considers two

unique sequences: the ”ETH/Hotel” and ”ETH/ETH” se-
quences. Over a span of 10 seconds, the Hotel sequence has
a total of 8 pedestrians, whereas the ETH sequence includes
16 pedestrians. Detailed results can be found in Table I.

In both sequences, DRCC-MPC outperformed the baseline
methods in reducing collisions and improving success rate.
We note that the poor performance of BIC is attributed to the
violation of its reciprocal assumption, primarily because we
relied on a fixed real-world pedestrian dataset. This implies
that BIC highly relies on a reciprocal assumption, which
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(a) Hotel sequence
Method Collision Minimum Distance Success Positional Cost Computation Time(ms)

BIC 2.7986 ± 3.6774 0.4253 ± 0.3208 48.46 204.19 ± 153.25 2.80 ± 5.17
CrowdNav 0.3368 ± 1.2555 1.8846 ± 1.7901 92.59 617.61 ± 629.79 59.10 ± 6.02
Exhaustive 0.0519 ± 0.3504 1.2522 ± 0.3287 96.59 240.55 ± 168.66 273.57 ± 101.78

RSSAC(σ = 0) 0.0109 ± 0.1330 0.9473 ± 0.1547 99.32 196.04 ± 120.09 24.08 ± 22.23
RSSAC(σ = 1) 0.0403 ± 0.2687 0.9645 ± 0.2351 97.27 242.33 ± 137.57 23.40 ± 21.62

DRCC-MPC(ε = 0.05) 0.0000 ± 0.0000 0.7166 ± 0.1874 100 239.68 ± 142.21 39.58 ± 22.03
DRCC-MPC(ε = 0.1) 0.0102 ± 0.1008 0.5706 ± 0.0869 98.97 198.83 ± 122.80 39.66 ± 22.04

DRCC-MPC(ε = 0.15) 0.0068 ± 0.0825 0.5312 ± 0.0809 99.32 184.89 ± 116.67 39.72 ± 23.16

(b) ETH sequence
Method Collision Minimum Distance Success Positional Cost Computation Time(ms)

BIC 2.5717 ± 2.2883 0.4030 ± 0.3512 31.31 255.96 ± 186.43 2.38 ± 1.41
CrowdNav 0.4878 ± 1.7498 1.5893 ± 1.4401 91.25 599.36 ± 491.81 59.51 ± 5.60
Exhaustive 0.0815 ± 0.3328 1.0024 ± 0.3988 91.92 232.72 ± 169.18 455.46 ± 193.66

RSSAC(σ = 0) 0.0154 ± 0.1886 1.0893 ± 0.5462 99.33 169.62 ± 144.92 36.99 ± 44.48
RSSAC(σ = 1) 0.0208 ± 0.2604 1.0589 ± 0.4661 99.33 195.34 ± 169.11 35.76 ± 49.52

DRCC-MPC(ε = 0.05) 0.0034 ± 0.0580 0.8690 ± 0.3310 99.66 285.41 ± 193.76 51.33 ± 31.53
DRCC-MPC(ε = 0.1) 0.0000 ± 0.0000 0.6926 ± 0.2723 100 223.97 ± 168.24 51.31 ± 31.43

DRCC-MPC(ε = 0.15) 0.0067± 0.0819 0.6878 ± 0.3770 99.33 201.52 ± 156.01 50.59 ± 31.71

TABLE I: Simulation result from 300 experiments with different initial and goal states. Average and standard deviation
is reported while excluding experiments with initial state collisions. DRCC-MPC achieved safer results compared to
other baselines.“Collision”: Represents the collision rate normalized over a 10-second duration. We report the normalized
value because of the different control frequencies across methods. ”Minimum Distance”: Minimum distances between the
human and robot throughout the navigation. “Success”: Percentage of experiments that were concluded without a collision.
“Positional Cost”: Sum of the squared distances to the goal throughout the trajectory

∑end
k=0 ||xk

r −xgoal||2∆t. “Computation
Time”: Wall time of each method for control and prediction update.

might not be true in a crowd-dense environment. CrowdNav
often failed to reach the goal, resulting in a significant
performance cost. A potential reason for this could be its
initialization through a suboptimal policy [24], making it
challenging to adapt to more complex scenarios. Exhaustive
search with 94 = 6561 motion primitives failed to run in
real-time. Notably, DRCC-MPC ensured fewer collisions and
maintained a closer minimum distance than RSSAC, the
best-performing baseline. This is because RSSAC’s collision
cost includes an added margin to ensure safety. In addition,
the risk sensitivity parameter σ in RSSAC did not show
a significant difference in navigation safety and it only
resulted in higher positional costs compared to the risk-
neutral setting. This is because σ is more oriented towards
determining yielding behaviors to pedestrians [29]. This
interpretation can be non-intuitive, especially when trying to
map it directly to real-world safety. In contrast, our collision
probability ε in DRCC-MPC is more straightforward and
can be directly related to navigation scenarios, offering a
clearer and potentially more reliable safety parameter. This
confirms our hypothesis that chance constraints provide a
more intuitive and interpretable measure of risk.

C. Sensitivity to Chance Constraint Probability

Now, we investigate the impact of collision probability ε
on performance. The results from Table I clearly illustrate
the safety-efficiency trade-off determined by the choice of ε.
For instance, in the Hotel sequence, selecting ε = 0.05 over
ε = 0.15 led to a 34% increase in the minimum distance. In
the ETH sequence, this increment was 26%. However, opting
for the smaller ε value also resulted in substantial increase
in positional cost: 29% in the Hotel sequence and 41% in

the ETH sequence.
For a more in-depth examination of the effect of ε, we

carried out a controlled experiment, holding the robot’s
starting and goal positions constant. Fig 4 illustrate the mean
and standard deviation of minimum human-robot distance
and positional cost, for various ε. We observed a direct
relationship between ε and minimum human-robot distance;
smaller ε increased the minimum human-robot distance.
Conversely, a larger ε led the robot to navigate through riskier
paths, thereby reducing the positional cost. As a result, the
direct relationship between ε, trajectory uncertainty, and safe
distance becomes readily comprehensible. This relationship
provides system designers with the significant advantage of
being able to adjust the safety-performance trade-off easily.
This contrasts to the risk sensitivity parameter σ in RSSAC,
which did not influence the outcome of the safety evaluation.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we addressed the problem of safe robot
navigation in the presence of moving pedestrians. We incor-
porated a distributionally robust chance constraint as a risk
metric in our MPC problem. We modeled a moment-based
ambiguity set from Monte Carlo samples of human trajec-
tory predictions. Then, distributionally robust chance con-
straint was reformulated using an ellipsoidal collision-free
set. Finally, a control sequence that satisfied the proposed
constraint was found with CEM, which was implemented
with GPU for real-time computation. Our control algorithm
successfully demonstrated the ability to navigate safely using
a human motion forecaster which was trained on a real-
world dataset. Looking forward, we intend to extend our
work to environments where humans change their behavior
in response to the robot’s action.
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