The Journal of Geometric Analysis (2024) 34:321
https://doi.org/10.1007/s12220-024-01676-9

®

Check for
updates

On Polynomial Carleson Operators Along Quadratic
Hypersurfaces

Theresa C. Anderson' - Dominique Maldague? - Lillian B. Pierce34® -

Po-Lam Yung>®

Received: 12 April 2024 / Accepted: 20 April 2024
© Mathematica Josephina, Inc. 2024

Abstract

We prove that a maximally modulated singular oscillatory integral operator along a
hypersurface defined by (y, Q(y)) € R**!, for an arbitrary non-degenerate quadratic
form Q, admits an a priori bound on L? for all 1 < p < oo, for each n > 2. This
operator takes the form of a polynomial Carleson operator of Radon-type, in which the
maximally modulated phases lie in the real span of {p2, ..., pg} for any set of fixed
real-valued polynomials p; such that p; is homogeneous of degree j, and p; is not
a multiple of Q(y). The general method developed in this work applies to quadratic
forms of arbitrary signature, while previous work considered only the special positive
definite case Q(y) = |y|>.
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1 Introduction

In this work, we study maximally modulated operators of Radon-type. Precisely, let
integers n > 1 and d > 2 be fixed. For each fixed real-valued polynomial P on R",
define an operator, initially acting on Schwartz functions, by

Rpf(x) = /R fa =y TOK (dy, (LD

where y (y) = (y, Q(y)) € R"*! is a hypersurface defined by a fixed non-degenerate
quadratic form Q : R" — R in n variables, and K is a Calder6n—Zygmund kernel
(see (2.1)). (Recall that a quadratic form Q on R” is said to be non-degenerate if the
associated n x n symmetric matrix, also denoted Q, such that Q(y) = y’ Qy, has the
property that det Q # 0.) We study the corresponding maximally modulated operator,
defined by

f(x) = sup [Rp f(x)], (1.2)
PeP

in which P is a chosen set of polynomials. It is reasonable to expect that the operator
(1.2) satisfies an a priori bound on L?(R") for all 1 < p < oo, for any class P of
polynomials of bounded degree. We prove this for arbitrary quadratic hypersurfaces
y(y) = (v, Q(y)) for all n > 2, when P is a class of polynomials defined as the real
span of a set of nonlinear homogeneous polynomials, whose quadratic component is
not Q.

Theorem 1.1 Fix integersn > 2 and d > 2. Let y : R" — R"*1 be defined by

{(y, 0(») 1y e R},
for a non-degenerate quadratic form Q € R[Xy, ..., X,]. Let p2(3), ..., pa(y) be
a fixed set of real-valued polynomials on R" such that each p j(y) is homogeneous of

degree j and py(y) #Z CQ(y) for any C # 0. Let Qg denote the class of real-valued
polynomials

Qu = Spang{p2, p3, ..., pa}. (1.3)

For each P € Q, define the Carleson operator Rp asin (1.1). Foreach 1 < p < 0o
the following a priori inequality holds for all Schwartz class functions f € S(R**1):

I sup [RpflllLp@mtty < Al Lp@e+1y, (1.4)
PeQy
with a constant A that may dependonn, d, p, Q and the fixed polynomials p3, ..., pq.
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A simple change of variables (see §2) shows that it suffices to prove Theorem 1.1 in
the case that

Q) =0y} + - +6uy2, 6 € {+1,—1}.

If r of the signs 6; are positive, the form is said to have signature (r,n — r). The
special case of Theorem 1.1 for signature (n, 0) with Q(y) = 1y, so that ¥ (y) =
(v, |y|?) defines a paraboloid, recovers the main theorem of Pierce and Yung [16],
which introduced the study of Carleson operators of Radon-type. The new work of
this paper enables us to treat Radon-type behavior defined by quadratic forms of
arbitrary signature. To do so, we develop a new perspective that provides a versatile
framework for extracting decay from an oscillatory integral operator at the heart of
the argument. This perspective replaces complicated ad hoc arguments in the earlier
work of Pierce and Yung, and will be useful to study even broader classes of Carleson
operators of Radon-type. We now describe the context for these operators, and then
describe the present work.

1.1 Relation to Previous Work

Carleson operators have their genesis in Carleson’s 1966 work [2] on the convergence
of Fourier series. Carleson’s theorem can now be summarized as the statement that
the operator f +— sup, g |73 f(x)]| satisfies an L? bound, where for each A € R we
define

5y d
T.f(x) = p-v./ foe =y,
T y

Carleson’s work was followed closely by the proof of L? bounds for 1 < p < oo by
Hunt [7], an R” version by Sj6lin [20], and importantly, a new method of proof by
C. Fefferman [4]. These approaches then led to other celebrated works such as that of
Lacey and Thiele [13] on the bilinear Hilbert transform.

Elias M. Stein expanded the field of vision by asking whether L? bounds hold
for all 1 < p < oo for polynomial Carleson operators. For each fixed real-valued
polynomial P on R”, define

Tpf(x) = /R fa- e PO K (y)dy,

for K a Calderén—Zygmund kernel (see (2.1)). The corresponding Carleson operator,
over a class P of polynomials, takes the form

f = sup [Tp f(x)]. (L.5)
PeP

When P is the class Py of all real-valued polynomials on R” of degree at most d (for
a fixed d), this is called the polynomial Carleson operator. Stein initially proved (1.5)
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is bounded on L?(R) for P = Span{y?} [22]; this was based on special properties
of Gaussians. Next, Stein and Wainger developed a TT* argument to prove (1.5) is
bounded on L?(R") for 1 < p < oo when P = Span{y* : « € ZZ,,2 < |a| < d};
that is, P is comprised of all polynomials of degree at most d, with no linear terms
[24]. In dimension n = 1, Lie proved L” bounds for all 1 < p < oo for the full class
‘P4 with no restrictions [9, 11]. Finally, independent work of Lie and Zorin-Kranich
resolved Stein’s question in arbitrary dimensions [10, 25]; see also the comprehensive
survey of Lie [12].

The present manuscript fits in the broader context of a further question raised by
Stein: whether an L” bound holds for a Carleson operator of Radon-type. Let K
again be a Calder6n—Zygmund kernel and let y : R” — R define an n-dimensional
submanifold in R™ of finite type (that is, such that it has at most a finite order of contact
with any affine hyperplane). Then define for each fixed real-valued polynomial P on
R”, an operator initially acting on Schwartz functions by

R f(x) = /R fx =y e PV K (ydy. (1.6)
The corresponding maximally modulated Carleson operator is then of the form

£+ sup [RY f(x)], (1.7)
PeP

in which P is a chosen class of polynomials, such as P;. This setting was first studied by
Pierce and Yung [16], who in particular considered the paraboloid y (y) = (v, |y|?) C
R™*! for n > 2. That work proved that (1.7) satisfies an a priori bound on L? (R"*1)
for all 1 < p < oo for the class P = Span{pa, p3, ..., pa} where p>, p3, ..., pa
are d — 1 fixed polynomials with the property that p; is homogeneous of degree
Jj,and pr ¢ SpanR{|y|2}. This work generalized the 7T* methods of Stein and
Wainger [24], while also introducing techniques from Littlewood—Paley theory, square
functions, and delicate arguments with oscillatory integral estimates. The restriction
that po ¢ Spanp{| y|?} was a natural consequence of applying 7T* methods to a
maximally modulated operator: such methods are only expected to succeed when the
phase has sufficient independence from the defining function of the submanifold y (y).

1.2 Overview of the Argument

In this paper, we prove L? bounds for hypersurfaces y (y) = (v, Q(y)) for quadratic
forms Q of arbitrary signature. Our method also has a 77* argument at its core,
and a crucial part of the argument is to extract decay from an oscillatory integral
operator. We divide the proof of Theorem 1.1 into five steps. Steps 1-4 are natural
generalizations of the method developed in [16], and although we provide a self-
contained treatment of these generalizations, we are efficient in our exposition. Step
5 departs significantly from the approach of [16] and is the novel technical heart of
the paper. For the convenience of the reader, we now give a concise roadmap of these
steps. As the main interest is in quadratic hypersurfaces y with signature (r,n — r)
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with » > 1, not previously covered by the work of [16], for simplicity we will refer to
y as a hyperboloid.

Step 1 (§3) reduces the proof of Theorem 1.1 to proving an L? estimate for an
auxiliary operator. Fix a set of homogeneous polynomials p, ..., py,andlet P, (y) =
Zj Aipi(), Al = Zj |2 j|. Define for 1 in an appropriate class of C! functions and
real scaling parameter a > 0, the operator

DIy fxn = / Fx =yt = Qo Ly (2)dv,  @ner
Rn a a
(1.8)

This integrates over a portion of the hyperboloid. Roughly speaking, we show that
Theorem 1.1 holds if there exists some § > O such that for every r > 1,

I ”S)ILJHp2 2u§|<">1§kf| 2 @etty < F 2l 2 ey (1.9)
r< <2r ke

This reduction is encapsulated in Theorem 3.1, and its proof uses results for maxi-
mally truncated singular Radon transforms over y, which we recall in §2. Since it
is an interesting open question to study a maximally modulated operator of the form
(1.7), over an appropriate class P of phases, for other types of submanifolds y, we
demonstrate this initial step in a quite general setting.

Step 2 (§4) introduces a maximal version of a “flatter” auxiliary operator. Rather
than integrating over a hyperboloid, this auxiliary operator integrates over R"*! but
with anisotropic scaling compatible with the hyperboloid. Define for each C! bump
function 7 and real scaling parameter a > 0, the operator

N

. 1 1
Mgk fx, 1) = / flx—y, 1 — s)elmy/“)—nn(z)—zg( S)dyds, (x, 1) € R
R+ a a a” a

This operator satisfies an L? bound analogous to (1.9), by the work of [24]. The heart
of the second step is to introduce a square function that encapsulates the comparison
of the auxiliary operator (1.8) to this flatter analogue. Roughly speaking, the square
function, say S, (f), takes the following form:

O C sup (WL =0 15y FyH2, (1.10)
keZ, r<||All<2r

(More precisely, it is defined using a Littlewood—Paley decomposition that localizes
the Fourier support of f in the last variable.) Bounding this square function is then
the key to proving (1.9). The central goal is to prove that there exists § > 0 such that
for any Schwartz function f on R+ and any r > 1,

IS (N 2ty < 7720 Fll 2oy (1.11)

@ Springer



321 Page6of47 T. C. Anderson et al.

In order to verify this, one can see from the crude definition of S, (f) suggested by
(1.10) that it is natural to aim to prove that uniformly in k € Z,

I sup (0L =% 50 flll ey < 027 M Fll ey, (1.12)

r<||All<2r

forsome § > 0, ¢ > 0. (More precisely, one must also prove an estimate that takes into
account the Littlewood—Paley decomposition.) Theorem 4.3 formally records that if an
appropriate bound roughly of the form (1.12) holds, then the desired square function
estimate (1.11) holds on L2. Thus in order to complete the proof of our main theorem,
we must verify that the hypothesis (1.12) of Theorem 4.3 is true. (Like Step 1, Step 2
also works for more general manifolds y.)

Step 3 (§5) defines a crucial change of variables. Roughly speaking, fix k € Z and
let T denote the operator

fr  sup |((ﬂk)[2)»k _(me) Jz)»k)fl

r<||All<2r

(More precisely, to define T we linearize this operator, using stopping-times.) Our
general strategy for proving (1.12) is to bound 77* on L2, with a norm that exhibits
decay like r—227¢l for some 8, & > 0. In Step 3, we define a change of variables
that will allow us to show that TT* f (x, t) can be written as a sum of n convolutions
(f *K, S ;) (x, t) for an appropriate kernel Kj | »foreach1 <[ < n.Roughly speaking,
ifTT ; f is initially an integral over (u, z) € R" x R", foreach 1 </ < n we construct
a change of variables to (1, t,0) € R" x R x R"~ 1o that

K;’IM(M, T) = f eiPu(M-FZ)_iPu(Z)\p(u’ 2)do, (u,7) € Rn_H,
Rn—1

where o € R"™! is defined implicitly in terms of u, z for every z € R", W(u, z)
is a C! bump function, and v, ;1 are arbitrary stopping-times. We do this for each
1 <[ < n, depending on whether u lies in the /-th sector of a partition of R”; this
guarantees the compact support of ¢ in the region of integration. To define the change
of variables in Step 3, we crucially use the fact that in our main theorem we assume
that y (y) = (y, Q(y)) for a non-degenerate quadratic form Q.

Step 4 (§6) shows that if an appropriate upper bound holds pointwise for the kernel
K;)’l” (u, t) defined in Step 3, then the hypothesis (1.12) of Theorem 4.3 is true. This
deduction is encapsulated in Theorem 6.1. This is the step in which 7'7* methods are
clearly applied.

Step 5 (§7) proves that the desired pointwise upper bound for K, y “ (u, 7) holds, as
stated in Theorem 7.1. This step crucially uses the assumption (1. 3) on the class of
polynomials Q; over which the maximal modulation occurs in Theorem 1.1. We use
the explicit change of variables chosen in Step 3 in order to express K ;”Z’L (u, T) as an
oscillatory integral with a phase that depends on stopping-time functions. The key is
to show that this phase is sufficiently large (almost all the time), so that the oscillatory
integral has a satisfactory upper bound (via a van der Corput estimate). To accomplish
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this, we develop a new framework which differs conceptually from [16], and is both
simpler and more flexible.

An essential difficulty is that the 7T* argument introduces two different stopping-
time functions, one of which depends on variables of integration (and is hence “bad”)
and one of which does not (and is hence “good”). It is critical that the pointwise upper
bound for K “ (u, ) has no dependence on the bad stopping-time function, yet the
phase in thls osc111atory integral includes terms that depend on both the good and
the bad stopping-times. We package the portion of the phase that depends on the bad
stopping-time as the image of a linear operator; then by projecting onto a subspace
orthogonal to this image, we can study an expression from which the bad stopping-
time has been removed. We show that this expression is almost always large, and then
deduce that the phase of K ; ‘l“ (u, 7) is almost always large, allowing us to complete
the argument.

The study of Carleson operators of Radon-type, of the form (1.7) for a given sub-
manifold y, has only recently begun, after they were introduced in [16]. Several
intrinsic difficulties of bounding such operators have been described in [16, §2]; here,
we remark specifically on the restrictions present in Theorem 1.1. First, the case of
dimension n = 1 is out of reach of the methods of this paper, effectively due to dimen-
sion counting; see Remark 5.1. For n = 1, it is natural to ask whether for a monomial
curve y(y) = (v, y™), the operator (1.7) is bounded on L? for 1 < p < oo for
P = P4 the class of polynomials of degree at most d. For m = 1 this can be reduced
to an instance of the original Carleson theorem; see [5, p. 2980]. This question is open
for degree m > 2; the first results in this direction, weaker than Theorem 1.1, were
established by Guo, Pierce, Roos and Yung [5]. Recently, other authors have obtained
interesting results on a cluster of closely related questions (Carleson operators with
anisotropic scalings or with fewnomial phases), e.g. [1, 6, 17-19]. Nevertheless, fun-
damental questions about operators of the form (1.7) remain open for n = 1. When
y(y) = (v, Q(y)) is defined by a non-degenerate quadratic form and n > 2, our
methods impose that Span{pa, ..., pg} contains no linear polynomials, and that the
(homogeneous) quadratic contribution is not in the span of Q(y) (see Remarks 7.8
and 7.9). These restrictions are a natural consequence of applying 7' 7* methods; one
might expect that time-frequency methods must be applied in order to avoid such
restrictions. More generally, it is interesting to ask whether the class Q4 in Theorem
1.1 could be allowed to have more degrees of freedom, and it would be very interesting
to obtain results for (1.7) for more general submanifolds y.

2 Preliminaries

In this section, we briefly record well-known properties of singular and maximal Radon
transforms, which we will call upon in §3.
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2.1 Calderén-Zygmund Kernels

We work with Calder6n—Zygmund kernels K defined as follows: K is a tempered
distribution that agrees with a C! function K (x) for x # 0, such that

109K (x)| < x| 0 < el <1, (2.1)

and K is an L function. Such a kernel admits a decomposition

K= > 27,270 = > K;),

j:—oo j=7OO

where each ¢; has the following properties (see [24, § 5]):

(i) ¢jisa C! function with supportin 1/4 < |x| <1,
(ii) 10¢¢@;(x)| < C for 0 < |a| < 1 for some constant C that is uniform in j,
(iil) [ ¢j(x)dx = O for every j.

2.2 Singular and Maximal Radon Transforms

Lety C R™ be a submanifold described by a polynomial mapping y = (y1, ..., Ym) :
R" — R™ where for each i, y; : R” — R is a polynomial with real coefficients. The
singular Radon transform

Trw= [ fG=yODKOy. 5 eR 2)

initially defined for f of Schwartz class, extends to a bounded operator on L” (R™)
for 1 < p < oo. This follows from [21, Ch. XI §4.4-4.5]. (Precisely, the argument
presented in §4.5 of that text assumes that K is homogeneous, but substituting the
decomposition K; described above for the functions K; in that text, and using the
properties (i), (ii), (iii) of the functions ¢; confirms that the resulting measures {dm7}
satisfy the formalism in §4.4, and the argument can proceed verbatim.)

Next, define the maximally truncated singular Radon transform

sup |7, f (x)| = sup | S —y(MK(y)dyl. 2.3)

t>0 t>0 |y|>t

When y (y) = (v, Q(y)) with Q(y) = |y|2, [16, Appendix] proves that this operator
extends to a bounded operator on L” (R"*1) forall 1 < p < o0o; the same argument
applies (with only superficial changes) for any diagonal form Q(y) = Zlii <n i yl.2
for any signs 6; € {£1}; this is the only case we require to prove Theorem 1.1. But
in §3 of our work, it is no additional trouble to consider more general submanifolds
defined by any polynomial mapping y : R” — R™. Thus for such y, we note that the
operator (2.3) extends to a bounded operator on L”(R™) for all 1 < p < oo by [14,
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Thm. 1.30] (although with slightly different constraints on K, see Remark 3.2); see
also [3, 8] for related results.
Finally, define for a Schwartz function f,

1
My fx) = Sup/ Lf(x — J/()’))|a_nXBl(§)dY~ 24

a>0JR

For y an n-dimensional submanifold in R” of finite type (this is satisfied if y is defined
by a polynomial mapping), M, satisfies an a priori bound on L forall 1 < p < oo
by [21, Ch. XI Thm. 1].

2.3 Reduction to the Simplest Type of Quadratic Form

In our main theorem we assume y(y) = (y, Q(y)) for a non-degenerate quadratic
form Q. We can restrict to proving Theorem 1.1 for

Q) =) 6iy7, 6 € {£1). 25)
i=1

Indeed, suppose first of all that Q(y) is a non-degenerate quadratic form in
R[X1, ..., X,], with corresponding real symmetric n x n matrix Q such that
Q(y) = y' Qy. Then by the spectral theorem, there exists an orthogonal matrix
B such that BOB™! = A = diag(ay, ..., a,) with all ¢; # 0. Then for P (y) =
Zlgng Ajp;j(y), our operator of interest is

RE, k[ (1) = /R fa=y = Qe YK (y)dy

= |, Fo =31 = BN ABE IR ()dy.

Define 8pf(x,1) = f(Bx,0); PP(y) = X,y *jpf () where pP(y) =
Pj (B~ 'y); and KB(y) = K(B~'y), which is also a Calderén—Zygmund kernel as

in (2.1). Note that p» ¢ Span(Q) if and only if pf ¢ Span(A). After a change of
variables u = By, we see that as an operator

A
RS «f =6po Ryu g 00511

Thus, to prove that for any fixed Calderén—Zygmund kernel K, and any fixed poly-
nomials pi, ..., pu, the operator f — SUppcspanip,..... pu} |R1(;)’Kf| is bounded on
L?, it suffices to prove that for any fixed Calder6n—Zygmund kernel K, and any fixed
polynomials py, ..., py the operator

A
f sup IRp k[l
PeSpan{pi,....,pu}
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is bounded on L?. Similarly, another change of variables shows that we may rescale
to the case where each a; = =1, so that from now on we may assume that Q(y) takes
the form (2.5). This specific form of Q only becomes useful in Step 3 (§5), when it
motivates an explicit change of variables.

3 Step 1: Reduction to an L2 Estimate

We begin by introducing an auxiliary operator, and show that an L? bound for this
operator implies L” bounds for the Carleson operator (1.7) for 1 < p < oo. For our
main theorem, we only apply this in the case that y (y) = (y, Q(y)) C Rt but it
is no trouble to work more generally in this section, for readers interested in the case
where y : R" — R is an n-dimensional submanifold in R”* defined by polynomials.

We now fix the class of polynomial phases we will consider. Let py, ..., py be
fixed homogeneous polynomials in R[ X, ..., X, ]. Foreach | <m < M, we will set
dy, to be the degree of p,,. We assume that the polynomials p,, are linearly independent
over R, which causes no limitations in our ultimate results, which involve a supremum
over polynomials in the span of pq, ..., py. Precisely, we set

P = Spang{p1, ..., pm}, 3.1

so that any P € P can be expressed as

M
Pi) =D Aupm(y),
m=1

for a certain A = (A,...,Ay) € RM. We do not yet need to make any further
assumptions about the polynomials p,,.

Next we define an auxiliary operator. Fix a C!' bump function 7 supported in the
unit ball By in R"” and a real number @ > 0. Then define the operator

i 1
L1 = /R FGra0) =y (e (2] . (32)

This is dominated pointwise by the maximal Radon transform M, defined in (2.4),
so it admits an a priori estimate for 1 < p < oo. Indeed, if the bump function 7 varies
over a family {1 }x of C! bump functions supported in By, with uniformly bounded
C! norm, then

I sup sup [ L5 f1 I ppgnsty < I fllpp@esy. 1 <p<oo. — (33)
AeRM keZ

This will serve as a trivial bound. However, it is possible to use oscillation within
() Izkk to prove that the L2 norm exhibits decay, measured in terms of the “size” of A.
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For this purpose, we define the isotropic norm for A € R¥:

M

A =" 1Al (34)

m=1
The main result of this section is:

Theorem 3.1 Let pi(y), ..., pu(y) with y € R" be a fixed set of linearly inde-
pendent, homogeneous polynomials in R[X1, ..., X,], and for any . € RM set
P, = 2314:1 AmPm- Let y = (v, Q(y)) C R L. Suppose that for any family {ni}kez
of C' bump functions supported in the unit ball B;(R") with C' norm uniformly
bounded by 1, there exists a fixed § > 0 such that for any Schwartz function f on
R and any r > 1,

I sup  sup|"OL £, Ol 2ty < 21 Fll 2 ety (3.5)
RM  keZ
rg)]\e)\l\<2r

in which the implicit constant may depend only on n, and the fixed polynomials

P1s ..., pm- Then for each 1 < p < oo, we have the a priori estimate
I sup IR Flll oty < Iflognsnys (3.6)
LeRM

in which the implicit constant may depend only on p, n, and the fixed polynomials
Pls---> PM-

Note that in the notation of Theorem 1.1, the left-hand side of (3.6) is
| suppep |R;f|||Lp(Rn+1) for the class P in (3.1). (For simplicity we have stated
this theorem for values r > 1, but of course the same method of proof applies for
r > ¢ for any fixed universal constant ¢, as we apply in (3.9).) The theorem also
holds for any submanifold defined by a polynomial mapping y : R* — R™ under
appropriate assumptions on K (summarized in Remark 3.2), by the same argument
we now describe.

The proof closely follows the original ideas of Stein and Wainger [24] as adapted by
Pierce and Yung for the paraboloid [16, §5]; we generalize those steps briefly here. We
recall that the operator R;A is defined in (1.6), and we apply the dyadic decomposition

K=> j K from (2.1). Given a fixed A € RM we divide the indices j according to
whether the phase polynomial P, (y) is small or large on the support of K;(y). For
this purpose, it is useful to let d,,, denote deg p,, for each 1 < m < M, and to define
the nonisotropic norm

M
NG =) ] V.
m=1
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Note that there exists a constant cp > 0, depending only on M and the multi-set of
degrees {di, ..., dy}, such that

N <ol for N > 1. (3.7)

Additionally, for any 1 <m < M, |A,,| < N(1)4m.
For each fixed A € R™ we then set

Kf= > K;. K;= Y K

2i>1/N@.) 2/<1/N()

For each 4 € RM, we split R}, f = R%jff + R f, where

Ry fx,0) = fR F(G D =y e Y KE(y)dy.

3.1 The Case of Large Oscillation

We first bound the operator sup; |R %’: f(x, t)], which corresponds to the case in which
the phase P (y) is large, and oscillation plays a role. Define the nonisotropic scaling

27 0 h = 27" 0 m.

Here we use the assumption that each polynomial p,, is homogeneous of degree d,,,
so that Py, , (y/ 2/) = P, (y). Moreover, the nonisotropic norm is homogeneous with
respect to this scaling: N(2/ o 1) = 2/ N()). Consequently, for each fixed A, the
operator decomposes as

v+ (¢7) 727 o
Ry"= ),
NQior)>1

Thus, for a Schwartz function f, we have the pointwise inequality

+ J
sup R, f(x, )l <sup Y sup [P L f(x, 1)
A A N(Zjok)zlkez
o

<Y swpsup| Il (38)

1=0 2A<N(\)<2+1 keZ

The hypothesis of Theorem 3.1 provides an L? estimate for each operator on the right-
hand-side. Precisely, by (3.7), forr > 1, {A : N(A) > r} C {A: co||A|| = r}. Thus for
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any r > 1,

sup sup|(¢k)12)‘kf(x, | < sup sup|(¢k)12)‘kf(x, 1)|
NO)>r keZ IM|=r/co keZ

< Z sup sup |(¢k)12}‘,( f(x, D).
20> /o 2SI [ <20 keZ

By the key hypothesis (3.5), for any r > 1, the L? norm thus satisfies

I osup sup P08 fl N2 < Y @Y PUflle <r PNl (B9
N)>r keZ 20>r/co

On the other hand, recall the trivial bound (3.3), valid forall 1 < p < oo. Interpolation
of (3.9) and (3.3) shows that for each 1 < p < oo, there exists §(p) such that for any
r>1,

I sup sup | P15 f1 e < r PP fllpe. (3.10)
NWM)>r keZ

We remark that this interpolation argument leading to (3.10) requires several standard
intermediate steps in order to pass from the a priori inequalities to appropriate versions
for all simple functions, which can then be interpolated. We refer to the detailed
treatments of these intermediate steps for the exemplary case of maximal operators
over curves, in [23, Part IT §5]. Applying (3.10) in (3.8) after taking norms, shows that
foreach 1 < p < o0,

o
-+ -
Isup [RE " f e, Ollr < Y 27D flle < N Lo
A
=0

3.2 The Case of Small Oscillation

Next we consider the portion R};’; of the operator R%x, for which P; (y) is small,

and oscillation does not play an important role. The support of the kernel K, (y) is
contained in |y| < 1/N (). On this set,

M M
€20 1] < PO < Y 1l )] < Y (NIyDP < Ny,

m=1 m=1
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where in the last inequality we applied the fact that N (1)|y| < 1. The implicit constants

depend only the set of fixed polynomials {p1, ..., py}. For fixed A, we can then write
Ry o = [ F(@ 0 — yGDKL ()dy
[yI<1/N@)
+0 (N()») () — J/(y))ldy> -(3.1D)
[YISI/N@)

The first term is controlled by a maximally truncated singular Radon transform, which
is bounded on L”(R™*1) forall 1 < p < oo by the observations recorded for (2.3).
The second term is controlled by the maximal operator M, defined in (2.4), since

voy > 2o [ £(G D) = () Idy

2<N)! A=<

1
KNGO Y 2’|B—zl|/|f((x,t) —yONlxsy My K NOGINRW) ' M, f(x, ).
2<N)!

In conclusion, foreach 1 < p < oo, || sup, |Rg_f| lzr < || fllLr. This completes
the proof of Theorem 3.1.

Remark 3.2 For readers interested in the more general case when y is a polynomial
mapping, we summarize how the fact that the operator (2.3) extends to a bounded
operator on L?(R™) for 1 < p < oo is deduced from [14]. Their work applies to
kernels K with the properties: (a) (boundedness) |K(y)| < C|y|™" for all nonzero
y € R"\ {0}; (b) (cancellation) frslylsR K()dy =0for0 <r < R < o0; (¢)
(smoothness) | K (x)—K (x+y)| < wg (|y|/]x])|x|~" forall x, y suchthat |y| < |x|/2;
here wg is a modulus of continuity. For such a kernel, [14, Thm. 1.30] states that if
0, logbini + 10 * I pini < 00 forsome 6 € (0, 1] then forevery p € {146, (1+6)'}
and f € LP(R™), 12"((’]}]‘),>0 :R"™ — C) <m,p Il fllLr. Here the jump norm is

2T im0 : R™ = C) = sup [N, (Ti(f) : 1 > N2 Lo

= sup [A(sup{J : min |7y, £() = T;,_, )l =AD",
A>0 O0<j=J

in which the minimum is over all 0 < j < Jand all fp < --- < t; witht; > 0. In
particular, by [15, Lemma 2.3], for a given 1 < p < oo for which Theorem 1.30 in
[14] holds, then for r € (2, co] the r-variational semi-norm V' (7, f : t > 0) satisfies

VAT f ot > O)llree Kpr I (T f 11> 0) Kmp I fllLr- (3.12)
If for example K is homogeneous of degree —n, smooth away from the origin, and
satisfies the cancellation condition f|y|=1 K (y)do (y) = 0, thenit certainly satisfies the

above properties (a), (b), (c) with wg () = ct for an appropriate constant ¢ € (0, 00).
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Similarly if K is c! away from the origin, satisfies (2.1) and (b) (which is somewhat
stronger than the assumption K € L®°) then again all three properties are satisfied
with wk (t) = ct for an appropriate constant ¢ € (0, 00). For wg (t) = ct, the Dini
and log-Dini norms (see [14, Eq. (1.24)]) of (wk ))? = 19 are finite for every
6 € (0, 1]. Therefore, by (3.12) we conclude that for each p € (1, co) andr € (2, o]

VAT f ot > 0)llLroe Lpr I fllLr. (3.13)
For r = 0o we have the pointwise inequality

Suglﬂf(X)l SITFOI+ V(T f(x) 1t > 0).
>

The operator 7 f (x) extends to a bounded operator on L” (R™) for 1 < p < oo (recall
(2.2)), and we apply (3.13) to the second term on the right-hand side. Finally, the strong
L? boundedness of f + sup,.|7; f| follows after invoking the Marcinkiewicz
interpolation theorem with any exponents pj, p> satisfying 1 < p; < p < p2 < o0.

4 Step 2: Passage to a Square Function

In this section, we show that the key hypothesis (3.5) of Theorem 3.1 can be verified
if a related square function has an L? bound with decay in the norm ||A| defined in
(3.4). We only require the case that y(y) = (v, Q(y)), but the reader will note that
the argument in this section may be adapted to the case where y (y) is a hypersurface
in R**! of the form

y(y) = (y,q(y))  for a homogeneous polynomial ¢ of degree d;, > 1. (4.1)

We now denote f as a function of (x, ) € R"*!, so that along the hypersurface y,
we study the function f(x — y,t — Q(y)). We continue to assume homogeneous
polynomials pi, ..., py have been fixed as in (3.1), but do not yet need further
assumptions about them.

4.1 AFlat Analogue: The J-Operator

The square function compares the /-operator defined in (3.2) to a smoother “flat”
analogue (with a compatible nonisotropic scaling), defined as follows. Fix a C! func-
tion ¢ with [|Z|lc1 < 1, and with ¢ supported on B (R). Then for any P, € P =
Span{p1, ..., pu}, any C' bump function 5 supported in the unit ball, and any a > 0,
define the operator, acting on a Schwartz function f, by

. 1 y 1 s
VLG = [ F= =9l B0 TSy, 42
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The comparison to the operator ([ % is clear if we write

DIG e = /R =y = e PO (28 oy dyds.

From now on, we will study the J-operator defined with a choice of bump function ¢
such that

ng(s)ds =1. 4.3)

This is useful, because if we temporarily let / j (v, s) and Jj‘ (v, s) represent the kernels
of the operators, respectively, then for each fixed 2 € R, 4 > 0 and y € R”, we
have

f(lé(y, s) — I (y, s))ds = 0.
R

(This will be used in (6.10) below, to introduce a derivative to a Littlewood—Paley
projection, enabling the application of Lemma 6.3 (iii); this ultimately leads to (6.3).)

4.2 Littlewood-Paley Decomposition

In order to introduce the square function built from differences of the I-operator
(3.2) and the J-operator (4.2), we will employ a Littlewood—Paley decomposition
constructed in [16]; we summarize its properties, all of which are proved explicitly in
[16, §4]. There exists a family of Schwartz functions on R, denoted A ;(¢) for j € Z,
with the following properties: (A ;)"(¢) is supported in an annulus where || ~ 272,

f Aj(t)dt =0,  forall j, (4.4)
R

and > /(A j)A(t) = 1 for all # # 0. There is a second family of Schwartz functions
on R, denoted A j» with (A/)A(t) supported on a slightly wider annulus |¢| ~ 2-2i
and with (A ;)" (t) = 1 on the support of (A ;)"(¢) for each j. This family of Schwartz

functions satisfies the analogue of (4.4) and ) i (Aj)(t) = 1forall r # 0. Define the
operator, also denoted A ;, acting on any Schwartz function f on R+ by

Ajfx,t) = / fx,t—s)A;(s)ds,
Rll

and define the operator A ;j analogously.
For Pj = Ajor Pj = A/Aj,forevery fel?
o
f= 2 Pif

j=—00
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with convergence of the partial sums holding in the L? sense, and

1D 1P A e < 1 f 2. (4.5)

j==o00

Consequently, if we define the operator

Lyf = Z AjA;f,

ljI=N

acting on f of Schwartz class, then Ly f is a Schwartz function, and Ly f converges
to f in LZ normas N — oo. This concludes the summary of the properties cited from
[16, §4].

We now fix N, so that all sums over j below are finite. Since the estimates below
are independent of N, we can take N — oo at the end of the argument. In particular,

I sup (L% f] g2

r<||All<2r
kel
A A
<l sup |"WILyfllgz+1 sup ["D(f =Lyl 2.
r<|lall<2r r<||All<2r
keZ keZ

By applying the trivial L? bound of (3.3) to the last term, and the fact that Ly f
converges to f in L? norm, we see that if we can prove

I sup (O Lyfl 2 <0 fllge. (4.6)
r<||Aall<2r
keZ

uniformly in N, then the key hypothesis (3.5) of Theorem 3.1 immediately follows.
Thus our main goal is to prove (4.6), for all » > 1, uniformly in N.

4.3 The Square Function
Fix a family {ny}xez of C 1 bump functions supported in the unit ball B (R") with C 1

norm uniformly bounded by 1. The key to proving (4.6) is a square function, defined
eachr > 1, for f of Schwartz class, by

S =0 C sup (W =" )Ly DD
ke r<||rll<2r

We aim to prove that there exists § > 0 such that for any Schwartz function f on
R**! and any r > 1,

IS (N 2ty < 78I Fll 2oy (4.7)
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uniformly in N. Let us see why this implies (4.6), and hence (3.5). First note that for
any r > 1,

sup |WILLyfl < sup WIS Ly fl+ S(f). (4.8)
r<||all<2r r<||all<2r
keZ keZ

Thus if we have proved (4.7), to deduce (4.6) it suffices to bound the first term on L?
with decay in r. For this we cite the following, an immediate consequence of the work
of Stein and Wainger in [24, Thm. 1]:

Theorem 4.1 Let p1(y), ..., pm(y) be a fixed set of linearly independent, homo-
geneous polynomials in R[X1, ..., Xy], each of degree at least 2. For any family
{(nitrez ofCl bump functions supported in the unit ball B1(R™) with C' norm uni-
formly bounded by 1, there exists a fixed § > 0 such that for any Schwartz function f
on R"! and any r > 1,

I sup  sup | T £, Ol 2gasty < AN Fll 2y (4.9)
AERM  keZ
r<iinll<2r
in which the norm A may depend on p, n, and the fixed polynomials p1, ..., pm.

Applying this theorem to the first term in (4.8), and (4.7) to the second term, then
implies (4.6) and hence (3.5).

Theorem 4.1 follows from Stein and Wainger’s original work with only a few
minimal observations. The case we apply to prove Theorem 1.1 is explicitly proved
in [16, Thm. 6.1], so we do not repeat the proof. (The same proof works verbatim for
any d; > 1 in the notation of (4.1).) We will, however, explicitly state an intermediate
step from Stein and Wainger’s proof, because we will apply it again in §6 (see (6.17)).
We recall from [24] that their main strategy to prove Theorem 4.1 is to linearize

and consider an operator Tf(x,t) = K J ;k f(x,t) for measurable stopping-time
functions k(x, ) : R"* — Z and A(x, t) : R"t! — RM_ Then the key is to prove
that 7 T* is bounded on L? with a norm that decaysinr, as long as A(x, t) takes values
with ||A|| & r. To prove this, Stein and Wainger compute the kernel of T T*, and prove
that it is compactly supported and has an upper bound that exhibits decay in r (in an
appropriate sense).

More precisely, the kernel of 7 T* takes the following form. Fix homogeneous poly-
nomials pp, ..., py InR[Xy, ..., X,]. Let W(u, z) be a C! bump function supported
in By x By C R" x R", and define

Wier = sup (W (u, 2) + VW (u, 2)]).
(u,2)€ B2 (R") x By (R")

Define for stopping-times v, x4 taking values in RM the function
K;)‘M(I,{) — / eiP”(u+Z)7iP/‘(Z)\I’(M, 2)dz,
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where P, (y) = Y0, vjpj(y) and Py (y) = Y11, ) pj (y). Trivially, | K" )| <
xB, () |Vl c1. The following nontrivial bound holds:

Proposition4.2 Let p1(y), ..., pu(y) be a fixed set of linearly independent, homo-
geneous polynomials in R[X1, ..., X,], each of degree at least 2. Let ¥V (u, 7) be a
C' bump function supported in By x By C R" x R" with |V | o1 < 1. There exists a
fixed § > 0 such that for any r > 1, if v, u satisfy

r= vl el < 2r,

then there exists a measurable set G¥ C By(R™) (which depends only on v, and not
on wor W), such that |G| < r=% and

IK )| < r 8 xp, (u) + xev (u).

All implied constants are dependent only on n and the fixed polynomials py, ..., pm,
and are independent of v, u, W.

This is simply a reformulation of [24, Lemma 4.1] as stated in [16, Prop. 3.4]. It is
crucial in Stein and Wainger’s proof by the 7'T* method that none of the polynomials
pj contains a linear term, and this restriction thus applies in Proposition 4.2 as well
as in our main theorem.

4.4 Strategy to Prove the Square Function Estimate

We have established that to prove (4.6), the key is to prove (4.7). As a final result of
this section, we record the strategy to prove the square function estimate (4.7):

Theorem 4.3 Suppose that for any family {ni}rez, of C' bump functions supported in
the unit ball B1(R") with ||nk|lct < 1, there exists a fixed §o > 0 and ey > 0 such
that for any Schwartz function F on R*™*! and any r > 1,

I sup (LG = ) AGF) 2 < e 02 VK FY oy forall jok € Z.

r<||rll<2r

(4.10)

Then for any such family {ni}, there exists 6 > 0 such that for any Schwartz function
f on Rt and anyr > 1,

1S ()l g2ty << 7PN 2oty (4.11)
uniformly in N, and hence (3.5) holds.

Indeed, we recall that

IS{CAOP <D (> sup [(Wrg =" 1) A A f1)

kez |jl=n I~
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By inserting 2411/ =k +e1li=kl for some £ < €9, and applying Cauchy-Schwarz to
the sum over j, we see that

1S,(F <D (Y 272Ky (3 = 22 l=k sup (05— A A £

keZ |jI<N ljl<N A~

The first sum over j is < 1 uniformly in k. Taking L? norms, we apply the hypothesis
(4.10) to each F = A f to see that

1S, (2> < r220 3" ST 226K 200lik & g2,

keZjl=N

We use the fact that £ < go to sum over k, and apply the property (4.5) of the
projections A j toconclude that ||S, (f) | iz L r 2o £ iz, and the theorem is proved.

The rest of the paper will focus on proving the hypothesis (4.10). Note that we now
need to prove (4.10) for each fixed k rather than for an operator involving a supremum
over k; fixing k is a key advantage we have gained by working with the square function.
(The later utility of having k be fixed is visible in (6.13), and subsequent similar places.)

5 Step 3: Change of Variables to Isolate the Kernel KV’I”

Our strategy to prove the main hypothesis (4.10) in Theorem 4.3 is to apply the 7T*
method to an operator 7' that is (roughly) of the form

f > sup |((ﬂk)]2)»k _ () JZ)Z)AjfL

r<|[rll<2r

To do so precisely, we will linearize this operator by replacing the supremum over A by
a stopping-time function A(x, ) taking values with ||A(x, #)|| € [r, 2r), and then we
will compute 7T* f (x, t) for a Schwartz function f. Our goal is to write TT* f (x, t)
as a convolution of f with a kernel, say K, that is itself defined by an oscillatory
integral.

Remark 5.1 Since TT* f(x, 1) is an integral over R?", and a convolution of f(x, 1)
with a kernel is an integral over n + 1 variables, at least formally we would expect
K to be an integral over n — 1 variables. This is ultimately why the present paper is
limited to the consideration of n > 2.

From now on, the fact that we work with y(y) = (y, Q(y)) with Q(y) quadratic
becomes crucial to our method, and in particular we assume from now on that

Q)= 6y}, 6 € {1} (5.1)
i=1

Recall from §2 that this suffices to prove Theorem 1.1.
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Atleastintuitively, if 7 f integrates f(x —y,t— Q(y)) over y € R", then we expect
TT*f(x,t)tointegrate f(x —(y—2),t —(Q(y) — Q(z))) overy € R", z € R". Itis
then natural to setu = y — z, so we face an integral of f(x —u,t —(Q(u+2)— Q(2)))
over u € R", z € R". To isolate the kernel K, we must “free” n — 1 variables so that
only n+ 1 coordinates appear in the argument of f, thatis, so that Q(u+z)— Q(z) only
involves n + 1 coordinates. This motivates the change of variables we now describe,
which crucially uses the quadratic behavior of y (y). It is an interesting open problem
to develop an argument for more general hypersurfaces.

For Q as in (5.1), define for any u € R”, that

u= Oruy, ..., 0Luy),

where the signs 6; are determined once and for all by (5.1). This notation will be used
extensively for the remainder of the paper. Then define

n
(u,z) = ZQiuiZi =1i-z.
i=1

Consequently,

(u, z)
Qu+2)— 0() = Q) + 2|ul :

Jue]

This motivates us to replace z by defining new coordinates 7, o, where t € R, with
T = (u,z)/|u|, and ¢ € R"~!. To define o appropriately, we require a notational

convention: forz € R" and [ € {1, ..., n}, define
D =(z,... 4, . z0) e R thatis, omitting the /-th coordinate.
Now for afixed! € {1, ..., n} we can define the change of variables z — (7,0) €
R x R""! by
o) _ )
_ w4 oo T Tl (5.2)
|ul Oruy

The formula for z in terms of (z, o) is

) _ ~(I)
Ti Ojujo Ot +u'’ - o
(O Y, P U L M

|ue] Jue]

Z , (5.3)

or equivalently,

70 _L —Opuld, ¢ D o
a | Jul | @O o] |T]”
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It will be important in what follows that if (u, z) lies in B, x By C R" x R", then
(r,0) € R" also lies in a compact region. To achieve this, we will use the fact that
for any u € R”, we can choose for which / we perform the above change of variables.
That is, we fix a small ¢y > 0 once and for all, and choose a partition of unity

= )" W), ses", (5.4)

1<i<n

where each W) € CSO(S”’I) is supported where |s;|/|s| > co. For u such that u/|u|
lies in the support of Wy, it follows that |u;|/|u| > co, and we can apply the change of
variables (5.2) for this choice /.

5.1 Definition of K;I” Kernel

Now, with this key change of variables in mind, we can define the oscillatory integral
that is the heart of the matter. Let W (u, z) be a C' bump function supportedin By x By C
R" x R"™. Define, for u € R" and for 1 <[ < n such that u/|u| lies in the support of
W, the oscillatory integral

Kifan = [ @O w oo (5.5)
’ Rr—1

where z is defined implicitly in terms of u, 7, o asin (5.2). (Foru € B such thatu/|u|
lies outside the support of W, by convention we set K;”l“ (u,7) =0 for v € By, so

the upper bounds we prove below for K; ’ZM will hold for all (u, ) € B> x Bj.) Here

v, i are stopping-times taking values in R™, which will be described momentarily.
Given a function W (u, z) as above, we use the notation

W) == sup (W, 2|+ Vo W (u, 2)], (5.6)
(u,2)€B2(R") x By (R")

which is well-defined, for z defined in terms of u, t, o by (5.2).
We now check that if u, z are each compactly supported in B, x B C R" x R" and
u/|u| lies in the support of W;, then K;”l“ (u, t) is compactly supported with respect

to (u, 7) € R” x R, and the region of integration over o € R"~! in (5.5) is compactly
supported. To see this, note that

121> = 120 + 22 = lu| 2 ra® — Ouio)? + Ot + ad? - o2
= [ul Y (@Oiu;i — o) + (@O + i - )]
il
:|u|_2[Z(r2ui2 — 200;u; 0014+ ut o)+ ut 220 @ - o) + @ - o).
i#l
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We conclude that
Iz = % + (i /lul)?o 1> + Jul 2 @? - )%

Since all terms in this relation are non-negative, it follows that 72 < |z|> < 1. We also
see that

o> < (u/lul) ™2 < cg % (5.7)

since u/|u|is in the support of W;. In particular, since W («, z) has supportin By x By C
R" x R", this proves the trivial upper bound

K, T)| ey x8y (0) X8y (T). (5.8)

Once we prove a far stronger bound for K;y’“ , one that exhibits decay in » when
lliell, [Iv]l =~ r, then we can complete the proof of the key hypothesis of Theorem 4.3,
and hence complete the proof of the main theorem of this paper. This deduction is the
content of the next section.

6 Step 4: Reduction of the Square Function Estimate to Bounding K;’,”

The main result of this section is the following theorem:

Theorem 6.1 Let W (u, z) be a C* Sfunction supported on By x By C R" x R", with
Wiy < lasin(5.6). Foreach 1 <1 < n, foru € R" such that u/lu| lies in the
support of W, consider the kernel K;’ ’l“ as defined in (5.5). Suppose that there exists
a small § > 0 such that for all r > 1, if the stopping times v, | satisfy

r= |l lnll < 2r,
then there exists a measurable set G' C By(R") (depending on v but independent

of w,r, V), and for each u € Br(R") there exists a measurable set F) C Bi(R)
(depending on u and v but independent of i, r, V), such that

G| < r 7%, |FYl<r®, 6.1)

and
IK;,’/‘(M, D < x5, xp, (v) + x6» W x5, (T) + x5, W xFr (1), (6.2)
in which all implicit constants depend only on n and the fixed polynomials p1, . .., pm-

Then the hypothesis (4.10) of Theorem 4.3 holds.

Remark 6.2 In the proof of this theorem, it is crucial that in the hypothesis, the sets in
(6.1) and (6.2) are completely independent of i, although they are allowed to depend
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on v. This is because when we apply these bounds within the proof of Theorem 6.1
in the steps (6.11) and (6.22) below, v = A(x,t) does not depend on variables of
integration, while u = A(x —u, t — 6) does. Consequently, a dependence on v can be
controlled by an averaging operator (Lemma 6.4), while a dependence on p cannot.
Proving that such sets G” and F,] do exist, independent of u, was a key difficulty in
the previous work [16] and is also the main difficulty of this paper; it is handled when
we prove Theorem 7.1.

After we prove Theorem 6.1 in this section, all that remains to complete the proof
of our main theorem is to show that the estimate (6.2) for K j””l“ holds.

To prove that (4.10) holds, as claimed in Theorem 6.1, it suffices to prove three
bounds, under the hypotheses of the theorem:

I sup [( 15 = PYAGF| |2 < r7027 00U FY o forj >k (6.3)
[IAl~r

I sup |ILAGF| 2 < r 020U R F) . forj <k (6.4)
Ixf~r

I sup | TLAGF| |2 < r 020U R F| 2 forj <k (6.5)

A l1~r
The bound (6.5) for the smoother “flat” operator Jz)‘k has already been proved in full
by [16, Prop. 7.2]. We will prove (6.3) and (6.4) by the method of TT*. While we

give a complete proof, we do not elaborate on the motivation for each step, for which
we refer the reader to the more extensive exposition in [16].

6.1 Computing the Kernel of TT* to Prove (6.3)

Fixr > 1.Fixk € Zand seta = 2. We also fix a bump function 7, and for simplicity
suppress it in the notation, as follows. Let A(x, ) be a measurable stopping-time
function that takes values in r < A(x, ) < 2r. For each j € Z, define the operator

T =W =" A = i = J)A;,
so that

. 1
Tf(x.1) = / FGr =yt —0)elPron@ —p(d)
Rr+2 a a

1 s
[8=0m) = —3¢(=5)]4;(6 = 5)dydsdo.
The dual 7* is
: . 1
T g(x,1) = / g(x + 2.1 + w)e Prrnrra () — (2
Rn+2 a a
1§
80 — a—zf(;)]Aj(w — &)dzdédw.
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It then follows that
TT" f(x,1)
i Yy z 1 y Z
= /2 fx—y+z,t—0+welPront@ P)w(XJrZ*,VJ*@er)(a)]Wn(—)n(—)
R2n+4 a a a

1 s 1 &
im0 = 5¢C][Be=00) = 5E(C5)]Aj O = 9)A (@ = §)dzdédwdydsdo.

As a first step, to verify (6.3) under the hypotheses of Theorem 6.1, we need to show
that

ITT* fll 2 < 2002720l =Kly £ (6.6)

To study TT*, we require further Littlewood-Paley projections closely related to
A ; by taking convolutions, antiderivatives, or derivatives. We quote the key properties
from [16, Lemmas 4.3, 4.4, 4.5], which we summarize as a lemma:

Lemma 6.3 (i) Convolutions: Define
éj(t) = /RAj(w + DA (w)dw.
For each j € Z,
/H‘Réj(t)dt =0. 6.7)

For each a = 2k, A1) = ,%zéj—k(ﬁ)' Uniformly in j, 1Al < 1.

(it) Antiderivatives: There exist Schwartz functions A and A on R such that upon
defining Aj(1) =272 A(27%1) and A ;(t) = 2721 A7 /1), then

cd o« o d -
A =22 (LANO, A0 =2(TAp0),  jel (6.8)

Finally, ||Ajll;0 < 1and | Al 0 < 1 uniformly in j.

(iti) Mean value: Define ¥ (t) = (1 + t2)~\. For each j € 7 define Yi(t) =
27214y (2727t), so that ¥ j is anon-negative functionon Rwith ||l 1 < 1, uniformly
in j. Then |A'(t)] < 2724 ;(1), and for any || < 2, |A;(t + &) — A;(0)] <
27 g1y ().

The dilations employed in the lemma are intended to be compatible with parabolic
rescaling. We will apply (iii) in §6.2 and §6.3 to prove (6.3), and (i) and (ii) in §6.4 to
prove (6.4).
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A short computation using the definition of A;_, (entirely analogous to [16,
(7.10)]), shows that the operator TT* given above can be written as

TT* f(x, r)—/ flx—u,t— -5 KW e 9>( 2)dud9, (6.9)

where for each v, i € R4~1, we define the kernel

K" (u, 0)
_ f P UFD=IP @y 4 ) (2)
R”+2
[ds=0wura) = ¢®)][Se=0) — £ E)]A; (0 — 5 + £)dzdéds
_ /R B e PPy (4 2)n(2)[Se= () — £ E)]A,; 4 (0 — Q(u + 2)+£)dzdE

[T @ ) B0 — €], 40 —5 +E)dzdeds

T4+ 1L

To verify (6.6), it suffices to prove the bound separately, for the contribution of the
term I to the kernel, and the contribution of II.

6.2 The Contribution of the Term |

To analyze the contribution of I, we write

1= ill,
=1

where foreach 1 </ <n,

L= Wz(i)fn PSRy 4 2n(R)A (0 — Qu+2) + Q(2)dz

—Wz( )/ e PPy (4 2 () (E)A (0 — Qu + ) + &)dzdE.
|M| Rn+1 ]

Using the fact that f (& + Q(2))d&é = 1, this can be re-written as

i=wi(;) fR ROy @ )6 + Q)

(A0 = Qu+2)+ Q@) —A; (0 — Qu +2) + Q(2) + §))dzdé.
(6.10)
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For each fixed 1 <[ < n, we make the /-th change of variables (5.2), so that
lug[\n—2 u / i
I =(— Wi — K. , T
! <|u|> l<|u|> o Kol (. 738)
~(éj_k(9 — Q) = 2ult) = A; (0 — Q) — 2Jult + &))drdé,

in which

Kf'(u,w:6) = /R PR O+ (8 E + 0(2)do, (6.11)

where z is defined implicitly in terms of u, 7, o, and we recall from (6.9) that
v =A(x,1), nw=Ax—u,t—20), (6.12)

are stopping-times with values such that » < ||v||, |||l < 2r. Note that the &-support
isin || < 2. By the mean-value property of Lemma 6.3 (iii),

| < 272U Py, ) /R K T )X (D)8, )Y -1(0 — Q) — 2Julr)dedg.

For each fixed |£| < 2, Kﬁv”l“ (u, T; &) is a kernel of the form (5.5) for

W(u,z) = We(u, z) = nu+ 2)n2)¢E + Q).

We now apply the hypothesis of Theorem 6.1 to bound K ;,’l” (u, ; €) asin (6.2). Note
that the resulting bound is uniform in &, and so we can then integrate trivially over
& € By(R). We conclude that the contribution of I; to 77T* f in (6.9) is bounded by

& 2720R / | f(x —u,t—0)x((x,1), (u,0))dudd, (6.13)
RMJ

in which we define the function y ((x, 1), (u, 8)) to be

1 0 — Q(u) — 2alu|
a—zw‘/—k< ua2 alu T)dr.

We recall that ¢ = 2 is fixed, so that (6.13) is an averaging operator, not a maximal
operator. Next we will apply [16, Lemma 7.5], which we quote:

O u u u
- - T X0\ - (T :
/Ra {r X8, (Z) X8 (T) + X )(a)XBl(r)‘i‘XBz(a)XF(?é) ) ( )}

Lemma 6.4 Let x (w, y) be an integrable function on R™ x R™ with

I sup [x (w, V[ IL1®m@ay)) = Cs sup || x (w, Y L1®m(ayy) < A- (6.14)

weR™ weR™
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Then
I f fw =) xw, Ayl Le@n@wy <c.p AV fllLe@ny, 1< p < oo.
]Rm

To verify the first condition in (6.14) for our choice of x ((x,?), (u, 6)) above, we
simply note that by the hypothesis (6.1), the small sets satisfy G**") ¢ B,(R") and

F()‘E(;C’t) C Bi1(R) for all (x, t), so that

a2

1 1 60— -2
sup [x ((x, 1), (u, 0))] <</ —,,xB2<5>xB1<r)—2w,-k< Q) “'“")df.
(x,1) R A a a

(6.15)

We compute the L' (dud6) norm of the above function of (u, 6) by integrating first in
0, and we see that the first condition in (6.14) holds, uniformly in j, k. For the second
condition in (6.14), we will use the small measures of the sets G**") and F ()”L,(;(’[)
For each fixed (x, 1) € R**!, we compute the L' (dud®) norm of x ((x, 1), (u, 8)) by
integrating in 6, t, u (in that order), and the second condition holds with A = rs, by
the hypothesis (6.1). Hence applying Lemma 6.4 with A = r—% and p = 2, shows
that the LZ(dxd¢) norm of the operator (6.13) is K r=8/22=20G=K) This proves the
conclusion of (6.3) for the contribution of I;, with §o = §/4 and ¢9 = 1. Adding the
contributions for 1 </ < n thus proves the conclusion of (6.3) for the contribution of
L

6.3 The Contribution of the Term I

To analyze the contribution of II to the kernel KV"* (u, 6) of TT* in (6.9), the argument
is similar, but simpler, since we do not require the change of variables (5.2) to study this
term. A brief argument using fR ¢(& 4+ Q(2))d¢ = 1 and linear changes of variables
(entirely analogous to [16, §7.3.2]) shows that we may write the contribution of II to
the kernel KV'*(u, 0) as

I = / Ky OO (0 £ (80 = 5) = A1 (0 — 5 + £))dsdé,
Rn+2
(6.16)

where we have defined for any v, u € R9~! the function

K u; &,5) = / e PTG (4 4 2 n(2) L (E + 0(2)¢ (s + Q(2))dz.

n

Since 1 and ¢ are supported in By (R"), it follows that the integral is over z € B (R"),
and K;)’“(u; &, s) is supported where u € B2(R"), & € B>(R), s € B2(R). We apply
the mean value of Lemma 6.3 (iii) to bound the difference of A j—i terms in (6.16) by

& 272UP1E |1y (0 — 5). We then apply Proposition 4.2 to bound K" (u; &, 5),
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uniformly in &, s € B>(R), and integrate trivially over & € B>(IR). Consequently, we
see that the contribution of Il to TT* f (x, ) in (6.9) is bounded by

& z—2<-/—’<>/ |f(x —u,t —0)|x((x,1), (u, 0))dudd (6.17)
Rn-H

in which we define the function y ((x, t), (u, 6)) to be
I s u u_ 1 0
X((x, 1), (u,0)) = a—n(r XBz(Z) + Xcm.n(a))a—z . lﬁj—k(a—z — $)xB,(s)ds.

We will again apply Lemma 6.4 to bound the L>(R"*!) norm of the averaging operator
(6.17). The first condition in (6.14) holds because

1 1 0
(Sur; [x((x, 1), (u,0))] < a—n)(Bz(g)a—z/ij—k(a—2 — $)xB,(s)ds.
x,t

This has bounded L' (dud®) norm, uniformly in j, k, by integrating first in 6 (using
Lemma 6.3 (iii)), then in s and u#. The second condition in (6.14) is verified by using
the fact that for each fixed (x, 1), |GM’C ot )I <rd by Proposition 4.2, so that uniformly
inj,k

sup [l ((x, 1), @, O 11 @uany <70
(x,1)

Then applying Lemma 6.4 with A = rf‘s and p = 2 shows that the L?(dx, d) norm
of the operator (6.17) is < r=8/22=2G=K) 5o that the L2 norm of the contribution of
II to (6.9) is < r~%/2272G=k) This completes the proof of (6.3), with 8y = §/4 and
o) = 1.

6.4 Proof of (6.4)

The last step to complete the proof of Theorem 6.1 is to verify the L? bound in (6.4)
in the case j < k. It suffices to prove two bounds: first, a bound with decay in r,

| sup |I;kAjF| L2 mnt1y K rf’g"||F||Lz(Rn+1), Jj <k, some §g > 0,
IAll~r

(6.18)
and second, a bound with acceptable growth in r and a decay factor 2/,

I sup [ AjF| |2ty < r 220 M Fllpagasry, <k (6.19)
Ixl~r

Taking the geometric mean of these bounds then shows that for any real 0 < 6 <1,

I sup [I5AjF| |l 2oty < r=0/270020=0W=0) B 5 gy

lIAl1~r
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This suffices to show (6.4), as long as 0 < 6 < 1 is chosen sufficiently close to 1 that
(1 —=0)/2 — 65809 < 0; such a choice of course exists, since g > 0.
We will prove (6.18) and (6.19) by a TT* argument for the operator

Ty f(x. 1) = Iy Ajf(x, 1),

where A(x, t) is a measurable stopping-time taking values in [r, 2r). We compute that

I aenaG—ui—0y u 0
. B o 1), , u v
TIT[ f(-x7 t) - /l\giﬂrl f(-x uvt G)aVH-ZK[ (av az)dudev
(6.20)

with kernel
K", 0) = / DD (1 4+ 2)n(2) A4 (0 — Qu + 2) + Q(2)dz.

We again employ the partition of unity (5.4), writing
n
K", 0) = Z Wl(—)K” M, 0) =) K}, 0).
=1
For each [/ we perform the /-th change of coordinates (5.2), so that we can then write
|uai|
7= ( Jul

where for W;(u/|ul) # 0,

-2
W, <|Z_|)/ DA (0 — 0w) — 2Jult)dr,
6.21)

KYf(u,7) = / P IEy  + 2yn(2)do, (6.22)
R7=

in which z is implicitly defined in terms of u, 7, o as in (5.3). Here, v = A(x, t) and
o= (x —u,1—6). For W) = 0, we set K;’l“(u, 7) = 0. We note for later
reference that K;,’l” (u, 7) is supported on u € B>(R"), 7 € B1(R) (and the integral

restricts to [o| < ¢, as explained in (5.7)), so that a trivial bound is

K2 o) < e "V xm, ) xs, (0. (6.23)

Moreover, by the hypothesis of Theorem 6.1, a far stronger bound of the form (6.2)
holds for K} “ . We apply this strong bound to see that the contribution of the /-th term
to T; T} f i 1n (6 20) is bounded by

< / » [f(x —u,t —0)|x((x,1), (u, 6))duds, (6.24)
R}l
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where x ((x, 1), (1, 0)) is the function

1 s u u u
Lo | X8, (X8 (T) + Xgron (D) X1y + XBz(Z)XF(?»%(X)-t) (-

al’l
1 0 — Q(u) —2alu|t

By Lemma 6.3 (i), A i—k(©) has bounded L'(d6) norm, uniformly in j, k. We may

thus apply Lemma 6.4, using the small measures of the sets G**") and F, ()“ g())c’t)
arguing as we did in (6.15). We conclude that the L? norm of the operator (6.24) is
<« r~%2 which suffices to prove (6.18) with 69 = §/4.

To prove the last piece of the puzzle, namely (6.19), we again work with 7; T, since
this allows us to isolate an integral in 7, and then use properties of antiderivatives of
A; from Lemma 6.3 (ii). (See [16, §7.4.1 and §10.2] for an in-depth motivation for
this approach.) Precisely, we return to examine the /-th part of the kernel of 7; 7}
defined in (6.21). By the antidervative property (ii) of Lemma 6.3,

and

2265 g

A5 40 = 2ult = Q) = === A, 0 = 2lult — Q).

Thus after integration by parts in ,

220k n=2
K, 0) = b N gy (2
20ul N\ ul Jul

./IRatK;’,“(u, DA 6 —2Jult — Qu)dr.  (6.25)

Recall the trivial bound (6.23) for Kﬁv”l“ (u, 7). In fact, from the definition (6.22),

K./ (u, 7) is a smooth function of z, upon recalling the definition of z in terms of
u, t,o in (5.3). After taking a derivative with respect to t, we get a trivial upper
bound for 9 K;”IM (u, T) similar to (6.23) but now with a factor of r, which appears
because the coefficients of the phase P, (u + z) — P, (z) (as a function of 7) are of
size ||v]|, [|u|l & r. Precisely, we see that

(n

. —(n—1
0K . D) <1 - " xy (0 3, (),

in which the implied constant depends on the fixed polynomials {py, ..., pa}. Apply-
ing this in (6.25), it follows that uniformly in /,

220

—k) .
K 0] < r = @) /R X8 (DA ;0 — Q) — 2Jult)dr.
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Now we compute the contribution of this term to 7; 7 f in (6.20): this portion of the
operator is bounded by

< r22<f—k>/ |f(x —u, t —0)|x((x, 1), (u,6))dudd,
R"+l

now with the function

x((x, 1), (u,0))
w1 12 (6 T _2w
= (F) o (s (G -2ty = £ o

(Note in this case that the function x defined above is independent of (x, ¢) since no
stopping-times are present.) To apply Lemma 6.4 we must check what values of C
and A are valid in the hypothesis (6.14) of the lemma. We recall that a = 2 is fixed,
and compute the integral in 0 first, to see that

Il sup [x (Cx, 1), (u, O L1 (guas)
(x,1)

-1
2ul 1 u A
= (5o ) o (Q)an Joxm@de 18,

We recall from Lemma 6.3 (ii) that the L' norm of A j—# 1s bounded uniformly in j, k.
Then, since |[u| ! is locally integrable in R” for n > 2, we see that the integral over u is
bounded, uniformly in = 2¥. Hence we may apply Lemma 6.4 for p = 2 with finite
(but not “small”) constants C and A = C’. (Here we do not expect to benefit from any
decay in r, since no “small sets” are present.) We conclude that the contribution of
K}[* to the operator T; T} f in (6.20) has L? operator norm bounded by < 2205,
Summing over I <[ < n, we see thatin total 7; 7} has L? operator norm < 2200,
and consequently (6.19) holds. This completes the proof Theorem 6.1.

To finish the proof of our main result, Theorem 1.1, we next verify that the key
hypothesis of Theorem 6.1 holds; that is, that K ; ’l” admits the appropriate upper bound
(6.2). This is our focus in the next section.

. . . v,u
7 Step 5: Bounding the Oscillatory Integral Kﬂ,,

In this section, we prove the oscillatory integral bound (6.2) required in Theorem 6.1.
We specify that y(y) = (y, Q(»)) for Q(y) = Zlfjﬁn Gjyjz., 0; € {£1}. At this
point, we also restrict our attention to an appropriate class of polynomials for the
Span{pi, ..., pu}, as specified in Theorem 1.1. Our main result for the oscillatory
integral kernel is as follows:

Theorem 7.1 Let W(u, z) be a C' function supported on By x By C R" x R", with
||\I/||C|((,) < lasin (5.6). Fix d > 2 and fix nonzero polynomials py, ..., pq such
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that each p; is homogeneous of degree j, and p2(y) # CQ(y) for any C # 0. For
each » € R~ set

d
Pi(y) =) Aipi(»).
j=2

Foreach 1 <1 < n, foru € R" such that u/|u| lies in the support of the partition W;
defined in (5.4), consider the kernel K;ﬁ’l” (u, 7) as defined in (5.5). Then there exists

a small 8§ > 0 such that for all r > 1, if v, u € R4 satisfy
r= Il linll = 2r,

then there exists a measurable set G¥ C By(R") (depending on v but independent
of w,r, V), and for each u € By(R") there exists a measurable set F,) C Bi(R)
(depending on u and v but independent of |1, r, V), such that

IG"| <%, |F'l<r?, (7.1

and
|Kgf,’,“(u, O < x5, W xp, (1) + x6v (W) x5, (1) + xB, W xry(t), (7.2)

in which all implicit constants depend only on n and the fixed polynomials p», . .., p4.

Remark 7.2 Fix any polynomials ps, ..., pg as in Theorem 1.1, possibly with some
pj = 0. The supremum in Theorem 1.1 over P € Q4 = spang{p, ..., pq} can only
increase if the span of Qy is enlarged by including, for each j such that p; = 0, a
homogeneous polynomial of degree j (and not a multiple of Q if j = 2). Thus it
suffices to prove Theorem 1.1 in the case where all p», ..., pg are nonzero; this is the
case we consider for the remainder of the paper. For such fixed polynomials, Theorem
7.1 proves that the hypothesis of Theorem 6.1 holds, so the hypothesis of Theorem
4.3 holds, so the hypothesis of Theorem 3.1 holds, and finally Theorem 1.1 holds.

To begin the proof of the theorem, we now fix polynomials p; homogeneous of
degree j as above. Fix 1 <[ < n, and perform the /-th change of variables from §5,
so that z is defined implicitly in terms of u, 7, o as in (5.3), for u/|u| in the support
of W;. (In all that follows, we only consider such u, since K; ’l“ (u,7t) =0 for u/|u|
outside the support of W;.) Without loss of generality, we consider from now on the
case [ = n for notational simplicity.

We recall the definition of K;, ,f (u, t) from (5.5), as an oscillatory integral of
compact support in o € R"~!, with phase P, (u + z) — Py, (z), which is a polynomial
in 0. We set a notation for the coefficient of each monomial ¢ in this polynomial, by
defining

Pyu+2)—Pux)= Y  Clo”lu, )0,
0<|y|=d
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where y varies over multi-indices y € Z’i‘ol. We define a norm for the coefficients of
non-constant terms in this polynomial in o:

1Py +2) — Pu(@llo := Z IClo” 1(u, ).

I=lyl=d

Fix &1 > 0. By a standard van der Corput estimate, which we recall below in Lemma
7.3, for each (u, t) such that

IPy(u+2) — Pu(D)le > ret, (7.3)

then |K;,’l‘ (u, )] < r~% for § = &1 /d. We recall the estimate:

Lemma 7.3 (Prop. 2.1 of [24]) Let O, (x) = ZOSla\Sd Aqx® be a real-valued poly-
nomial for x € R™. Define ||A|| = lela\sd |Ao | (omitting the constant term in Q;,).
For any C! function \ defined on Bi(R™) such that ||y lc1 < 1, and for any convex
subset Q C B (R™),

|/ LDy (x)dx| <pa 11174,
Q

where the implicit constant is independent of Vr, 2.

Our main goal is to prove that when ||v||, ||| = r, for “most” (u, t), || P,(u + z) —
Pyl > rf' so that |Kti “(u 7)| <« r~%. However, for certain (u, t) € R"T! we
cannot prove that || P, (u 4+ z) — P, (z)|ls > r®!; it could be that for each multi-index
y the coefficient C[o” ](u, 7) is small. But these coefficients contain expressions that
are polynomial in u/|u| and 7, so our strategy is to show that the set of such (u, 7)
has small measure. This will follow from a modification of a van der Corput estimate,
which we will apply to coefficients of u and t inside C[o¥ |(u, 7):

Lemma7.4 [Lemma 3.3 0f [16]] Let Q) (x) = Zo<|a\<d X% be a real-valued poly-
nomial for x € R™. Define [\]] = 21<‘a|<d [Ao| + 101 (0)| (including the constant
termin Q). For every p > 0,

l{x € BI(R™) : 10:5.(x)| < p}| Km.a p AT~

Furthermore, it is significant that the sets claimed to exist in (7.1) and (7.2) are
completely independent of w, although they are allowed to depend on v; recall Remark
6.2. Thus a key point of the strategy we now employ to prove Theorem 7.1 is to avoid
any dependence on the “bad” stopping-time /.

We begin our study of P, («+z) — P, (z), aiming to prove (7.3) whenever possible.
Fix a dimension n > 2. Recall we had a distinguished coordinate / = n. Given a
multi-index @ = (aqp,...,0,-1) € Z>o ,anindex A € Zso, and given u € R", we
write u @) = u{! .. ua" 'u’. Similarly, (4.5, indicates taking oy derivatives in the
first coordinate, o) derivatlves in the second coordinate, and finally A derivatives in
the n-th coordinate.
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Recall also the notation from §5, that
u = u, ..., 0uy),

where 6; € {£1} are the eigenvalues of the fixed quadratic form Q. Write &z = (&', it,,)
and z = (Z/, z,) with

~! ~ ~ ~/

, TU — U,o Tu, +u -o

Z = -, Zn = —-—
|u

|ut]
Now P, (u + z) — P, (z) is a polynomial in o € R"~1. The coefficient C[o? 1(u, )
of this polynomial can then be computed by

, (7.4)

1
Clo" w0 = Zof [P+ - P@]|

where y will always be a multi-index in Z’:Ol. Using Taylor expansion and the chain
rule, -

1
Faf,’ PIL(Z)

= Z ot!()/;—)[a(a ly— a\)PM]<rM"t|)<ﬁ>V*a<_|5|n)Iotl

0=0 o<y

av—aeslal)

d N
(=Dl il
= ;“' i —)[3(a;|y—a|>l’j]<m>|u|—|y|

P04

d 1lel
Yy Y = )a),ﬂ,[<a;|y—a|>+,sp.;]<0>

|
o a= s O
qv—alah+p

181
[ [PTHAT (7.5)

Henceforth o and 8 will always be multi-indices in Z” 0 and Z, . respectively. In fact,
since p; is homogeneous of degree j, we only need to sum over g with |8| = j — |y,
and for such B, [3(;|y—a)+8Pj1(0) = [0«;|y )+ P;j]1(). (This evaluation at u will
better match (7.7) below, leading to a simplified presentation of (7.8).) Thus

(=1l AT
S22 D G a0 T T

asy [Bl=j—=IvI
(7.6)

Similarly to (7.5),
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! %
?8(, P,(u+2)

o=0
Y P( PRAYRUA RGeS
= (a;ly—ah) Frll U —><—) ( )
azy Ay — ! Jul 7 \Jul lul
= Z Z _1)‘ “ [8( [ NPj ]( + T_ﬁ)M
a;ly—al)Pj
asy !y - ) Ju|l”]
d (e
(=1l g -wled+h
:ZUJZ Z ally — )',3'[ (aily—a|)+ﬂpj](u)WT . (7.7
j=2 =y |Bl<j-lyl

It will be convenient to introduce the notation

(— 1)|al y -
Rpyp@) =3 Y7 — ety —app U@ 0,
a<y |Bl= L ally —a)lp!

for any polynomial p, any multi-index y € Z” So and any b € Zxo. In particular,
Rp; y.»(u) is homogeneous of degree j for all j, y, b. The relations (7.4), (7.6) and
(7.7) imply that

Clo V](u 7)

—Z(VJ Wi Rpjy.j— |V|<| |> /™ MJFZ > viRy s )| ||y|+b

J=20=b<j-ly|
(7.8)

Here, it is implicit that the first sum is only over j > |y|.

Our next aim is to show at least one such coefficient C[o? |(u, 7) is large. We now
package the system of such coefficients by defining appropriate vectors, so that the
system of relations (7.8), which depends linearly on the v; and y j, can be expressed as
matrix multiplication. Write v = (V;)2<j<q and i = (it j)2<j<q4 as column vectors.
Now define the function B; , (u) := Ry, y,j—|y|(u) for each integer j > [y|. Let
B; . be the column vector (B j’y(l%l)>|y|fk when j > k, indexed by multi-indices
y € Z’i‘ol. (For example, for each j, B; 1 is a column vector with n — 1 entries.)
Define the matrix

‘CB2,1 T2B3,1 ‘E3B4’1 ‘L'di]Bd’]
B2’2 ‘L’B3,2 ‘E2B4’2 S ‘Ed_zBd’z
0 B3ss; tBs3 ... ‘L’d_3Bd’3
B= 0 0 B4’4 . ‘L’d_4Bd’4
0 0 0 . :
0 0 0 0 Byy
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This has d — 1 columns and Zl <lyl<d 1 rows, and is independent of both v, . More-
over, by construction, each entry in B is bounded above by a constant depending only
on n,d and the fixed polynomials pj, ..., pg, uniformly for u, v in their compact
supports (the balls B, and By, respectively). Write F for the column vector

b

d
- T
F=(X X ”fRPf’V’b(”)W)lﬂmsd'

J=20=b<j-lyI

Note F depends only on v but not on w. Finally, write C for the column vector
(Clo”](u, T))1<|y|<a- Then as the multi-index y € Z’;Bl varies, all the expansions
(7.8) can be encapsulated in the vector identity B

C=B(v—pu) +F. (7.9)

Now it is crucial to avoid any dependence on u when we estimate the size of any
entry in the column vector C. One way to accomplish this is to eliminate B(v — 1) on
the right hand side, and this can be done if we apply a linear operator on both sides that
annihilates the image (column space) of B. If B B is invertible, then one good choice
is the orthogonal projection onto the nullspace of B, given by the projection matrix
I —BBTB)~!BT (note that the nullspace of B7 is non-trivial since B has more rows
than columns). But BT B may not be invertible, and in any case it will be convenient
not to have to divide by the determinant of B’ B when we compute the inverse to B B.
Thus we multiply (7.9) by det(B”B)I — B adj(B” B)B” instead. (Here adj(-) denotes
the adjugate matrix.) Since [det(B” B)I — B adj(B” B)B” |B = 0, the vector identity
(7.9) implies

(det(B"B)I — Badj(B"B)B”)C = (det(B"B)I — Badj(B'B)BT)F. (7.10)

Next, the idea is to show that the vector on the right-hand side has a large entry. All
entries in det(B”B)/ — B adj(B” B)B” are bounded above uniformly for all (u, 7) €
B> x Bjp, by some constant Cy that depends only on n, d, p>, ..., ps. Hence, if an
entry in the vector on the right-hand side is > r°! for a given ] > 0, then the vector
C must have an entry that is > r®!, with an implicit constant depending only on Cy
and the length of the vector (i.e. on n, d).

To study the right-hand side of (7.10), we Taylor expand det(B” B)/ —B adj(B” B)B”
in powers of 7. We will be able to detect large contributions to the right-hand side
by studying terms that are constant or linear with respect to 7, and thus we will work
modulo terms that are O (z2) from now on. First observe that the top (n — 1) rows of
this matrix (indexed by those y with |y| = 1) are given by

d

[]1Bj.j1* (B22lly1 —tB2iBL, 0...0) + O(c?). (7.11)
j=3
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Here we denote by |B; ;|* = BJT, ;Bj.j the norm (squared) of the vector B ; defined
earlier, and I, is the (n — 1) x (n — 1) identity matrix. The above expression holds
because first of all,

d
det(B"B) = [ [ 1B, ;1> + O(z?).
j=2

Second, up to O(t) terms, adj(BTB) isa(d — 1) x (d — 1) dimensional diagonal
matrix whose (i, i)-th entry is [ [o<j<a IB; ; |2. The top (n — 1) rows of B are given

J#
by
(tB2,100...0)+ O(z?),

so that all nonzero terms contain a factor of r. Thus to express the top n — 1 rows of
B adj(B"B)B” modulo O(7?) terms, it suffices to consider BY modulo O(t) (which
has very few nonzero entries). This gives the Taylor expansion of the first (n — 1) rows
of Badj(BYB)B” modulo O(z?) as

d
[ ]8I (0n—1 —tB21B], 0...0) + O(r?),
j=3

in which 0,,_1 denotes an (n — 1) x (n — 1) matrix of zeroes. Assembling these facts,
the top (n — 1) rows of det(B” B)I — B adj(B” B)B” modulo O (7?) are as claimed in
(7.11).

We may enumerate the n — 1 multi-indices y with |y| = 1 by ey, ..., e, for
1 <m < n — 1 where ¢, denotes the standard unit vector in Z" L. It follows that for
1 <m < n—1, the m-th entry in the column vector that comprises the right hand side
of (7.10) is

d d 1
2 ~
[]B;.j! ZvA,'R,,,-,em,o(wm
j=2 j=2

d d ~ d
1 u 1
| | 2 2 § ~ T E
+T |B/aJ| |B212| ijpj’em,l(u)“/l'z _B2»em(|u|)B2,2 v,/'Rijz,O'M'z
Jj=3 j=2 j=2

+0(?)

where R ;2,0 = (R pj,y,o(ﬁ))|y|=2 is a vector. Using homogeneity, we rewrite this as
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|u|d(d+1) 1 H > 1By @) Zv, p7em 0(i0) (7.12)

J=2lyl=j

|u|d(d+1) l_[ > 1By @)

J=3lyl=j

d
S| Y 1Boy @Ry, e 1= > Bay @Ry, .00 B, (i)

=2 \lyl=2 lyl=2
+ 0(z?).

To finish the proof of Theorem 7.1, we aim to show that if ||v|| & r, then there exists
an index m with 1 < m < n — 1 such that the above expression is > r°! (for a fixed
€1 > 0) for all but a small exceptional set of u, 7. Henceforward, we will say that p;
is O-type if there exists a constant C such that p;(y) = C Q(y)//?; necessarily j is
then even. We will employ the following three claims.

Lemma7.5 Foragiven2 < j <d, if pj #0, then 3", _; |Bj , (w)]* # 0.

Lemma7.6 For a given 2 < j < d, if p;j # 0 is not Q-type then there exists
1 <m <n-—1so that Rpj,em,o(u) £ 0.

Lemma 7.7 Fora given (even)4 < j < d, if pj(y) # 0is Q-type, and p> # 0 is not
Q-type, then there exists 1 < m < n — 1 such that

> Bay PRy e, ) = Y Bay @Ry, 0)Bae, (u) #0.  (7.13)

lyl1=2 ly|=2
7.1 Completing the Proof of Theorem 7.1

The proofs of the lemmas will be given later; for now we assume them and finish the
proof of Theorem 7.1. Given that r < ||v|| < 2r, there is at least one index j for which
[vj| > cr for a fixed small constant ¢ (¢ = 1/(d — 1) will do). Given v, there are two
cases: there is an index j for which |v;| > cr and p; is not Q-type (case A), or for all
indices j with [v;| > cr, p; is O-type (case B). Note that under the hypothesis of the
theorem that py % 0 is not Q-type, if d = 2 or d = 3 then only case A can occur.

We first consider case A, so there exists an index 2 < j* < d with |v;+|] > cr and
pj+ not Q-type, so that by Lemma 7.6 we may choose anindex 1 <m < n — 1 for
which R, . .0 # 0. We fix this m for the remainder of the argument for case A. For
this m, the expression (7.12), call it S}, (), is a polynomial in 7 of degree D <, 4 1,
whose [S l’,’fu]]r norm, in the notation of Lemma 7.4, is bounded below by the absolute
value of the constant term with respect to T. With this in mind, we define a polynomial
in u with degree E <4 1 by

d d
W) = [T D 1Bjy@F | Y viRp, e.00iD).
j=2

i=2lyl=j
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As a consequence of Lemma 7.5, the leading factor is a nonzero polynomial in u (with
coefficients independent of v, r).
Fix 0 < &1 < &2 < 1. We define a set

G’ ={u € Bo(R") : |[W]'(w)| < r?}.
For each u ¢ GV, define the set

F) ={t € Bi®) : |SI", (0] < ).
For each u € GV, define F} = ¢. Now for all (4, ) € B2(R") x Bj(R) such that
u¢ G"and v ¢ F, then |S",'fu(r)| > r®1, which is equivalent to the statement that
the m-th entry on the right-hand side of (7.10) is > r®! and consequently there exists
an entry in the vector C that is > r°!. That is to say, there is some multi-index y such
that |C[oV](u, )| > r', and hence by Lemma 7.3, |K;7’r’f(u, )| < r/d,

By construction, [S}', I > |u|_(d(d+1)_1)|W;”(u)| > |W]"(u)|foru € B,.Hence
ifu ¢ GV, [[Sl’)’fu]]r > r® so that by Lemma 7.4, | F/| < r(e2—e)/D Finally, the set
GV is also small. Indeed, since each R); ¢,,.0 is homogeneous of degree j and m has
been fixed so that R P sems0 # 0, we can bound [W]"]l, > [v;«| > r. Consequently,

by Lemma 7.4, |G"| <« r~1~#2/E This completes the deduction of Theorem 7.1 in
case A.

Next consider case B, so that for all j with |v;| > cr, p; is O-type. As noted, we
may assume in this case that d > 4, and in particular there exists j* > 4 such that
|[vjx| > cr and pj« is Q-type. The only change we make in the above argument is that
now we define the polynomial

d
wra) = | [T 2 185, @P

Jj=3vl=j

d
Sovi| X IBay @Ry 1@ = Y Bay @Ry, ..00) Bae,, @) |

j=2 ly|=2 ly|=2

extracted from the term in Si, that is linear in 7 its degree in u we again denote by
E <4 1. By Lemma 7.7, we may fix an index 1 < m < n — 1 for which the factor
multiplying v« in the above expression for W/ (1) is not the zero polynomial. With
this choice for m, [[S}", I > |[W]"(u)|, and the argument above proceeds verbatim,
concluding the deduction of Theorem 7.1 in case B.

Remark 7.8 Suppose that a linear polynomial p; # O is included in the fixed set
P1s P2, - - -, Pq4;inthis case the sums in the expansion (7.8) are nominally indexed from
Jj = 1. Any argument must allow for the case that ||v||, |||l &~ r and |vq], 1] > r
while |vj| ~ |u;| ~ O for all j > 2. The only potentially large coefficients are
then CloV](u, v) with |y| = 1,say y = ¢, for 1 < m < n — 1, in which case
Clonl(u, 7) = (vi — 1) Rp, e,,,00/|u]). This could vanish identically for each 1 <
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m < n — 1 when v & u1, and there is no remaining term that depends only on v
and can be exploited. Analogously, the projection carried out in (7.10) zeroes out the
entire coefficient, and the argument cannot proceed. This illustrates why Theorem 7.1,
and hence the main Theorem 1.1, prohibits a linear phase contribution.

We now finish the proof of Theorem 7.1 by proving the three lemmas.

7.2 Proof of Lemma 7.5

Recall that by definition Bj , (u) = R); y,j—|y|(w). If Bj, (u) = 0 for all y with
lyl = Jj, then Rpj,},,o(u) = 0 for all such y. Each such Rpj,y‘o(u) is a sum of
monomials in # of distinct multi-index exponents, whose coefficients must all vanish;
this implies d(q; j | pj = O for all  with |a| < j. Hence p; = 0, and the lemma is
proved.

7.3 Proof of Lemma 7.6

Suppose to the contrary that

0= Rp;.e,.00) = [0, pj1(@)utm — [3e, pjl(@)un, (7.14)

forall 1 < m < n — 1. Then u, divides 9, p;(u) and u,, divides 9., p;(u) for
1 <m < n — 1. Thus one may write d,, pj(u) = it;q;(u) for some polynomial g; (u),
for each 1 < [ < n. Plugging this back into (7.14) gives ¢, (u) = --- = g, (u) for
all u, so Vp;(u) is parallel to the vector i at every u € R". In particular, since # is
a normal vector to the level sets of Q(u), this shows p;(u) is constant on such level
sets. Now the level set {u € R": Q(u) = 1} can be written as the disjoint union of
finitely many connected components X , indexed by a, and similarly the level set
{u e R": Q(u) = —1} can be written as the disjoint union of finitely many connected
components X_ ; indexed by b. The set of positive dilates of each of £ , and X_
generates a cone in R”, say I'y , and I'_ j, respectively. The space R" is the disjoint
union of the zero set of Q with | J, '+ 4 and [ J, I'— 5. We know for each b, there
exists a constant ¢ ; such that p;(u) = ¢, wheneveru € X_ . Now letu € I'_ .
Writing temporarily t = |0 u)|'/? so that % € X_ p, this shows

pju) = rfp,,'(ﬁ) =c_pt! = c_p|Q)* = c_p(—1)2 Q)%

This proves p;(u) = c_,;,(—l)-/'/zQ(u)-//2 for all u € I'_ ;. Moreover, since by
hypothesis p; has real coefficients, j must be even. Similarly there are constants so
that pj(u) = cy 4 Q(u)’/? for all u € I'y 4. By continuity of the polynomial pj, we
must have c_,b(—l)j/2 = ¢y 4 forall a and b. Thus p;(u) is a constant multiple of
Q(u)’/?, namely, Q-type. The lemma is proved.
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7.4 Proof of Lemma 7.7

First we claim that for any even index 2 < j < d, and foreach fixed | <m <n — 1,
the left-hand side of (7.13) factors into precisely the expression

%Q(ﬁ)%il Z [|Rp2,y,0(u)|2RQ,em,l(u) - sz,y,O(u)RQ,y,O(“)sz,em,1(u)]-
ly|=2
(7.15)

Remark 7.9 This has two interesting features. First, the only dependence on j is in
the first factor (j/2) Q(ii)//?>~!; whether the expression is identically zero thus hinges
upon the sum over |y | = 2, which depends only on m and the functions p;, Q. Second,
(7.15) is identically zero (for all m) if p; is Q-type. This illustrates why Theorem 7.1,
and hence the main Theorem 1.1, prohibits p2(y) = CQO(y).

Once (7.15) has been verified, Lemma 7.7 is an immediate consequence of the fol-
lowing:

Lemma 7.10 Let py £ 0 be a homogeneous polynomial of degree 2 on R". If

> Rpyy 0@ PR, 1) = D Rpy 0 R.y0() Ry e,y 1 (), (7.16)
ly|=2 ly1=2

foralll <m <n — 1, then py(u) is a multiple of Q(u).

We verify (7.15) by directly computing each quantity in (7.13). We denote the coeffi-
cients of p; by setting

P = > sy, (7.17)

1<r,s<n

with ¢, ¢ = ¢, . First we compute terms involving |y| = 1, which we denote by ¢,
with 1 <m <n — 1. Foreach 1 <m < n — 1, by definition

n

Rpyien 1) = Y (1Beyre, 2 1@Umtr = [y e, PN @MU, )-

r=1
In particular,

n

Broen ) = Rpse1 ) = Y (100 e, P21@mty = [, e, p2N D01, )

r=I1

= E 2C'r,n’/lmur - 2 2Cr,m’/lnur + 2(Cn,n - Cm‘m)umun‘
1<r<n 1<r<n

r#n r#m
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If pj = Q(u)’ /2 (for j even), then by the chain and product rules,

Rpj,em,l(u) = Z (](] - 2)Q(ﬁ)%_zurunumur - ](] - 2)Q(ﬁ)%_2umurunur>

r=I1
RN o
+Jj0)2 1‘9n’4mun —Jj0OW): ]emunum

= OGOy — Ottty = %Q(a)%—lRQ,em,l(m.

Next we compute terms involving |y| = 2, which take the form 2e, or e¢; + e, for
C#¢.Forl <¢<n-—1,

2
(=1)°
B22e, () = Ry 20,.0(u) = Zm[%ﬁ(z e, P2 u

2
=Cn nug 2cq pltglty + Co LUy,
andforl <€ #/¢ <n-—1,

BZ,eH—ee/ () = sz egtepr, o(u)
1—a 1 —a
E E (— 1)a1+a2[ a165+a2651+(2—a1 az)enPZ](u)u 'u 2ua1+az

0<a1<10<ar<l

= 2(Cpnltglty — Coplhpity — Cor gy + CppU2).

Similarly, if p; = Q(u)//?,for1 <€ <n—1,

2

Rpj,Zeg,O(u): Z%[8aez+(2 a)e,,P]](M)M2 “ Z

(J(J—Z)Q(M);_zugu +JQ(u)2 1pu? )
- ](J — 2) Qi) F " 2ulu
45 (16 - 20@ e + jow 0.

) o)
= EQ(M)Z L Opu? + Ouu?) = %Q(u)z "R 2e,.0(10),
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andforl <€ #/¢ <n-—1,

Rpj,eg+ee/,0(u)
~\ l—a; l1-a
= Z Z (_1)a1+a2[8alez+azee/+(2—a1—az)enpj](u)ug 1”[/ 2“?,1-’_“2

0<a;1<10=<ar<lI
T ~i_2 2 U B |
=j(j—=2)0@)2 “ujueuey + jO@W)2 ™ Opueuy
L. o L. o
—J( =20 Pugupupu, — j(j —2) Q)2 2upunueuy
L. o
+ 7 —2)Q@@) 2 2ugupu
ARSI | J ~ i1
= Jj Q@) Gyury = 7 0@ Ro.erte, 000).

Inserting these expansions into (7.13) confirms that it factors into the expression
claimed in (7.15).

7.5 Proof of Lemma 7.10

Now all that remains is to prove Lemma 7.10. Suppose p» has coefficients notated as
in (7.17), anindex 1 < m < n — 1 is fixed, and suppose that (7.16) holds, namely

n—1
2 252
[ (cnnuf — 2ce nttettn + ceeuy)
(=1
2\12
+ Z [Z(Cn,nufu(’ — CepUglUp — Cg' yUpUy + C@,Z’un)] 1060 — Om)umtn,
1<t<t'<n—1

(7.18)

is identically equal to

n—1

2 2 2 2
[Z(Cn,nue — 2cqnueun + ceettyy) (Oeuty, + Onuy)
=1

+ D 2canthety — centtpitn — Cp pttetty + copity) (20,ueup)]

1<t<t'<n—1

( Z CronUmlUUy — Z CromUnlly + (Cn,n - Cm,m)”m”n)- (7.19)
1<r<n 1<r<n
r#n r#Em

By comparing the coefficients of ufn and ufnun in these two identical expressions, we
obtain

0= Cn,nencm,n

Cyzl,n(en —Op) = _zcm,noncm,n + cn,nen(cn,n - Cm,m)'
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These relations are equivalent to

CmanCnn =0 (7.20)
29'16;%1,;1 = cnnOmCnn — OnCmom)- (7.21)

From this we derive
cmn = 0. (7.22)

(In fact, from (7.20) we must have ¢, , = O or ¢, , = 0. In the latter case, the equation

(7.21) implies ¢y n = 0 as well, so we have (7.22).)

As a consequence, if (7.18) and (7.19) are identical for every 1| <m < n — 1, then
¢mn = 0forevery 1 < m < n — 1. Applying this in (7.18) and (7.19), and again
assuming they are identical expressions, we obtain that forevery 1 <m <n — 1,

n—1
Z(cn,nu% + C&gu%)z + Z 4(cnnuguy + c[!g/u%)z Op — O upmup
=1 I<t<t/'<n—1

n—1
= [Z(cn,nuﬁ Feud) O+ 0uud) + Y 2enmitguy +cpprun)Ouuguy)

=1 1<t<l'<n—1

.(- Z CromUnUy + (Cn,n - cm.m)umun). (723)
1<r<n-—1

r#Em
We also have, from (7.21), that ¢, ,(Oncnn — Gpcmm) = Oforall ]l <m <n — 1.
Either ¢, , = 0 or the second factor is zero; in the former case, then by considering the

coefficient of ufnufl in (7.23), we obtain 0 = ¢, 1 0n (—Cm. ) Which implies ¢y m = 0
forall 1 <m <n — 1. So either way, we must have

emcn,n = encm,mv (7.24)

foralll <m <n-—1.
To proceed further, (7.24) implies

2 2 252 2 2\2
9,, (Cn,num + Cm,mun) = (encn,num + encm,mun)

= (encn,nuyzn + chn,nuﬁ)z = C,%,n(enuyzn + emuﬁ)z-
Similarly, (7.24) implies
(Cn,nufn + Cm,m”,%)(cn,n - Cm,m) = C,%’n(enurzn + emuﬁ)(en — ).

We now set uy, ..., u,—1 except u,, to zero in (7.23), and plug these two relations
into (7.23). We obtain

S 4 i O — Ottty = 0;

1<tl<t/'<n—1
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repeating this process extracts this relation foreach 1 <m <n — 1. If

0, #6, forsomel <m <n-—1, (7.25)
then the above implies

cop =0 foralll <€ <t <n-—1. (7.26)

In this case, from (7.22), (7.24) and (7.26), p2(u) is a multiple of Q(u). Lemma
7.10 has now been established under the additional hypothesis (7.25), namely that
Q) = X, 6iy7 # £IyI*.

The remaining case is when 8; = - - - = 6, (thatis to say, Q(y) = :t|y|2). This can
also be dealt with, as follows. If 6; = --. = 6,, then (7.23) becomes the statement
thatforalll <m <n—1,

n—1
0= | Y (cunt] +coeup)n +up) + Y 2cantteuiy + copuy)Queup)
=1 1<l<t'<n—1
( - Z CromUnUy + (Cn,n - Cm,m)“mun>~ (7.27)
1<r<n-—1
r#m

Here we consider two cases. Suppose there exists an index m for which (7.27) holds
because the first factor on the right-hand side is identically zero. The coefficient of u‘g
(which must necessarily vanish) shows that ¢, , = 0, while the coefficient of u%u%
shows that ¢, , + c¢¢ = 0 and hence ¢y = 0 foreach 1 < £ < n — 1. Finally the
coefficient of uﬁugug/ shows that ¢y = O forall 1 < ¢ < ¢ <n — 1. Together with
(7.22), this shows that pp = 0, which is a multiple of Q(u) (and is eliminated by a
hypothesis of the lemma).

The last case to consider is that for each 1 < m < n — 1, the second factor in (7.27)
vanishes identically. The coefficient of u,,u, (which must necessarily vanish) implies
C¢mm = cpp forall 1 <m < n—1, and the coefficient of u,u, shows ¢, ,, = 0 for all
1<m<n-—1,1 <r <n—1withr # m. Together with (7.22), this implies p(u)
is a multiple of lu|> = £Q(u). This completes the proof of Lemma 7.10. The proof
of Theorem 7.1 is now complete, and consequently Theorem 1.1 is proved.
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