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ABSTRACT

This paper develops learning-augmented algorithms for energy
trading in volatile electricity markets. The basic problem is to sell
(or buy) k units of energy for the highest revenue (lowest cost) over
uncertain time-varying prices, which can framed as a classic online
search problem in the literature of competitive analysis. State-of-
the-art algorithms assume no knowledge about future market prices
when they make trading decisions in each time slot, and aim for
guaranteeing the performance for the worst-case price sequence.
In practice, however, predictions about future prices become com-
monly available by leveraging machine learning. This paper aims
to incorporate machine-learned predictions to design competitive
algorithms for online search problems. An important property of
our algorithms is that they achieve performances competitive with
the offline algorithm in hindsight when the predictions are accurate
(i.e., consistency) and also provide worst-case guarantees when the
predictions are arbitrarily wrong (i.e., robustness). The proposed al-
gorithms achieve the Pareto-optimal trade-off between consistency
and robustness, where no other algorithms for online search can im-
prove on the consistency for a given robustness. Further, we extend
the basic online search problem to a more general inventory man-
agement setting that can capture storage-assisted energy trading
in electricity markets. In empirical evaluations using traces from
real-world applications, our learning-augmented algorithms im-
prove the average empirical performance compared to benchmark
algorithms, while also providing improved worst-case performance.
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1 INTRODUCTION

With the increasing penetration of renewable energy in the sup-
ply side and distributed energy resources in the demand side, the
electricity market has become increasingly volatile. To address
the uncertainties underlying both electricity prices and energy de-
mands in modern smart grids, competitive algorithms [5] have
been widely used for optimizing worst-case performances, such as
energy scheduling in Microgrids [21], storage management [22],
electric vehicle pricing and scheduling [6], and beyond.

In this paper, we study competitive algorithms for energy trading
problems based on a classic online search model. In this problem, an
online decision-maker aims to sell (buy) k > 1 units of energy for
the highest revenue (lowest cost) over a sequence of time-varying
prices. At each step, a price is observed, and the decision-maker
wants to find how many units to sell (buy) at the current price with-
out knowing the future prices. In online decision-making, a key
challenge is to balance the revenue (cost) of trading at the current
price, and deferring for future better prices at the risk that those
prices never arrive. The online search problem is foundational for
modeling online decision-making in volatile markets such as asset
trading in financial markets [8, 18, 24], energy arbitrage in electric-
ity markets [27], and revenue management in flights market [4].

The online search problem has been tackled previously under
the framework of competitive analysis [5]. In this framework, the
ultimate goal is to design online algorithms with the best possible
competitive ratio, defined as the ratio between the revenue (cost)
of the offline optimum and an online algorithm. Lorenz et al. [18]
proposed two online threshold-based algorithms for both maxi-
mization and minimization versions of the online search problem.
The algorithm predetermines k threshold values and trades the i-th
unit of the asset only if the price is at least (at most) equal to the i-th
threshold value in the k-max (k-min) search. Then, by optimizing
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the threshold values, the online algorithms can achieve the opti-
mal competitive ratios for both versions of k-search. The original
algorithm in [18] requires that at most one unit asset can be traded
in each step. Then the follow-up work [29] extends it to a setting
that allows for trading multiple units in each step with a slight
modification on the algorithm by Lorenz et al. [18] using the same
optimal threshold values. As k goes to infinity, the k-search model
in [29] asymptotically becomes a continuous search problem, and
has been framed as the one-way trading problem by the seminal
work [8]. Our paper focuses on the setting by [29] that includes the
continuous trading problem as a special case. Further, we extend
the problem to an inventory management setting that is applicable
to online search problems with inventory dynamics.

The classic online algorithms designed purely with guarantees
of the worst-case performance tend to ignore predictions outright,
and thus they often have poor performance in common average-
case scenarios. In practice, however, for most application scenarios,
abundant historical data could be leveraged by machine learning
(ML) tools for generating some predictions of the unknown future
input, e.g., prices in k-search. The possibility of incorporating ML
predictions in algorithmic design has led to the recent development
of learning-augmented online algorithms [19, 23], where the goal
is to leverage predictions to improve the performance when predic-
tions are accurate and preserve the robust worst-case guarantees
when facing erroneous ML predictions. This high-level idea has led
researchers to revisit a wide range of online problems, including but
not limited to caching [19], rent-or-buy problems [12, 17, 23, 26],
facility location [10, 15], secretary matching [3, 7], metrical task
systems [2], and bin packing [1, 28].

Motivated by the above direction of online algorithms with pre-
dictions, this paper aims to design learning-augmented algorithms
for online search problems. This goal is particularly crucial for ap-
plications in volatile markets where ML predictions are useful when
they are accurate but can frequently advise the wrong direction,
resulting in drastic losses relative to the best trade in hindsight.

We design and analyze a learning-augmented algorithm under
the consistency-robustness framework [19], where consistency
represents the competitive ratio when the prediction is accurate,
and robustness is the competitive ratio regardless of the predic-
tion error. Our goal is to design an algorithm that can achieve
the Pareto-optimal trade-off between consistency and robustness,
i.e,, no other learning-augmented algorithms can simultaneously
achieve better consistency and robustness than ours. Although
learning-augmented algorithms have been an active research topic
in recent years, the majority of prior work focuses on algorithms
that can provide bounded consistency and robustness. However,
studies about the Pareto-optimality of the trade-off are limited, with
a few exceptions, e.g., ski-rental problem [26], online conversion
problem [24], online matching problem [16] and single-leg revenue
management problem [4]. This paper contributes to this line of
research for the online search problem.

1.1 Contributions

Pareto-optimal algorithms for online k-search problems with pre-
dictions. We design learning-augmented algorithms for k-max and
k-min search, and prove that their robustness and consistency are
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Pareto-optimal. To achieve this, we start by deriving lower bound
results on the trade-off between consistency and robustness of
any learning-augmented algorithms. We then use the lower bound
trade-off as the target of our algorithms. By leveraging ML predic-
tions, we redesign the threshold values in the classic algorithms
to prioritize the trading in cases predicted to occur for achieving
good consistency while also carefully reserving sufficient trading
opportunities for other cases to guarantee robustness. Finally, we
prove the target trade-off is achievable by our design.

We note that a closely related work [24] has reported Pareto-
optimal algorithms for 1-max search and one-way trading with
predictions. Our proposed algorithm solves a more general k-search
problem that includes 1-max search (when k = 1) and one-way
trading (k — o0) as two special cases. In addition, we also tackle
the minimization setting of k-search, which is demonstrated to
have different performance guarantees from k-max search. Thus,
this paper studies the full spectrum of k-search problems with
predictions. In Figure 1, we show the Pareto boundaries achieved by
our algorithms, including the results in [24] as two special curves.

Extensions to online search with inventory dynamics. In many real-
world applications, the demand for trading (i.e., k) is unknown and
is only revealed to the decision-maker over time. To accommodate
the online demand together with time-varying prices, we consider
an online search problem assisted by an inventory; however, the in-
ventory dynamics strongly couples the decisions over time, adding
extra challenges to online decision-making. The presence of inven-
tory also adds a new design space for buying and storing items in
inventory when the price is low and using the stored items when
the market price is not attractive. Despite the temporal coupling
and more involved design space, we observe that the online search
with inventory dynamics can be decoupled "spatially” into multi-
ple virtual online search problems in parallel, and an independent
learning-augmented algorithm can solve each of them. Based on
this observation, we extend the learning-augmented algorithms
to solve this more general inventory management problem and
show that the algorithm preserves the Pareto optimality when the
inventory capacity is sufficiently large.

Applications in energy markets. We demonstrate the performance
of our learning-augmented algorithms with numerical experiments
for storage-assisted energy procurement in electricity markets. In
the empirical experiments, we use energy data traces from Akamai
data centers, renewable outputs from NREL, and energy prices from
several ISOs. Our proposed algorithms improve the average em-
pirical performance compared to worst-case optimized algorithms
and other baseline learning-augmented algorithms. Moreover, our
algorithms are shown to provide improved worst-case performance
even when the predictions are with relatively large errors. Thus,
our algorithms can potentially achieve best of both worlds.

2 PROBLEM STATEMENT

2.1 Online k-search problem

The k-max (k-min) search problem aims to sell (buy) k units of iden-
tical items over a sequence of T prices to maximize the total revenue
(to minimize the total cost). In the online setting, the T prices arrive
one at a time. Upon the arrival of price p;, a decision-maker must
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Figure 1: Illustrating Pareto-optimal boundaries of k-max
search and k-min search. All curves start from a point
(a,Ek), a,gk) ) (or ((pik), <p(k) )«) with both consistency and robust-
ness equal to the corresponding worst-case optimal competi-
tive ratio (CR), and end at the point (6, 1). We set pmax = 50,
Pmin = 5 and 0 = pmax/Pmin = 10, where pmax and ppi, are
upper and lower bounds of prices over the time horizon.

immediately decide how many items to trade, x; € {0,1,...,k},
without knowing the future prices. If the decision-maker has only
traded m (m < k) items after the arrival of the (T — 1)-th price,
she is compelled to trade all the remaining k — m items at the last
price pr. We make no assumptions on the underlying distribution
of the prices and only assume they are bounded within known
limits pyin and pmax, i-e., Pt € [Pmin, Pmax], Vt € [T]. This is a
standard assumption for designing online algorithms with bounded
competitive ratios in the literature of online search problems [8, 18].
The price fluctuation ratio is defined as 8 = pmax/Pmin-

Define the price sequence 7 := {pt},¢[r] as an instance of the
k-search problem. Let ALG(Z) denote the objective value of the
k-search problem from an online algorithm. Under the framework
of competitive analysis [5], we aim to design the online algorithm
such that its performance is competitive with that of an offline
algorithm in hindsight. In particular, if an instance 7 is given from
the start, the k-max (k-min) search problem can be formulated as

max (min) ZtE[T] Pext, (1a)
subject to Zte[T] xr =k, (1b)
variable x; € {0,1,...,k},Vt € [T]. (1¢)

Let OPT(Z) denote the optimal objective of above optimization
problem. We evaluate the performance of an online algorithm by
its competitive ratio, which is defined as

ma OPT(I) and max ALG(T)
X = )
FOate() M T e ()

for k-max search and k-min search, respectively. Both @ and ¢ are

greater than one; the smaller their value, the better the performance
of the online algorithm.

@

2.2 Worst-case optimized algorithms

The k-search problem can be solved by an online threshold-based
algorithm (OTA) as shown in Algorithm 1. This algorithm takes k
threshold values @ := {®;};c (k] in k-max search (¥ := {¥i};e[x]
in k-min search) as its input, and trades the i-th item only if the
current price is at least ®; (at most ¥;). Let 0TAg denote the OTA
with threshold ®. 0TAg can achieve the smallest competitive ratios
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Algorithm 1 O0TAg for k-max (OTAy for k-min)
1. input: threshold values @ = {®;};c ] (¥ = {¥i}ie[k]);
2: initialization: m = 1;
3: forstept=1,...,T—-1do
4 xy =0;
5 while p; > @, (pr < ¥p) and m < k do
6
7
8
9

m=m+1landx; = x; +1;
end while
: end for
cxr=k-m+1.

for k-search problems when the thresholds are designed optimally.
Based on the analysis in [18, 29], we have the following lemmas.

LEMMA 2.1 (k-MAX SEARCH). OTA fork-max search is a,gk)

if the threshold values are

-competitive

k K\
@i = poin [1+ (@ 1) (140 k) ek @)
(k) 0=t a)
where ;" is the solution of =3 = (1 + E) .
LEMMA 2.2 (k-MIN SEARCH). OTA fork-min search is (pik) -competitive

if the threshold values are

= |1 (121700 (141700 ) | i 11, (0
1-1/6 _

1 k
-1/ — (1 * W) '

In the following, we sketch the key intuitions in the design and
analysis of the threshold values, which are important for designing
learning-augmented algorithms in the next section. Consider the
threshold values ® for the k-max search. The threshold values are
monotonically non-decreasing because the algorithm must aggres-
sively trade items in the beginning to hedge the risk that values
of the future prices will all drop to the lowest ppyi. As more items
are traded, the algorithm can gradually become more selective by
choosing higher threshold values and taking the opportunity to
trade at potentially high prices. Since the uncertain prices vary
within [pmin, Pmax], the k threshold values divide this range into
k+1 disjoint intervals [®g, 1), [P1, P2), . . ., [Pk_1, Pk ), [ P> Prs1],
where @) := puyin and 1 := pmax. Suppose the highest price falls
in an interval [®;_1, ®;), the total revenue of the offline algorithm
is upper bounded by k®;, and the revenue of the online algorithm
is lower bounded by ¥ jc(;_1] ®j + (k — i + 1) pmin, where the first
i — 1 items are traded at prices just equal to the first i — 1 thresholds
and the remaining items are compulsorily traded at the lowest price
Pmin- In this case, the ratio of the offline and online revenues is
upper bounded by

where (p*(k)

is the solution of

k®;
Yieli-1] @+ (k= i+ 1)pmin’
Note that Equation (5) holds for all i € [k + 1] when the maximum
price falls in the corresponding k + 1 intervals. Thus, the worst-

case ratio of the k-max search is a,g = maX;e [f41] al.(k) and the
minimum is achikeved wlllen the ratios from different intervals are
balanced, i.e., 0@5 ) = al.( ), Vi € [k +1]. This gives k + 1 equations

oM (@) = (5)
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(k

with k unknown thresholds and one unknown ratio e, ), Solving

(k)

those equations gives the thresholds and the competitive ratio a,
for k-max search in Lemma 2.1. We can apply similar approaches

to design thresholds and ¢,Ek) for k-min search in Lemma 2.2.

2.3 Learning-augmented algorithms

Prediction model. In the k-max (k-min) search, we consider a
prediction P € [pmin, Pmax] of the actual highest (lowest) price that
can be obtained from ML tools. Define ¢ = |V — P| as the error
of the ML prediction, where V represents the actual highest (low-
est) price. We aim to augment the worst-case optimized algorithm
with the prediction P. Notably, we make no assumptions about
the quality of the ML predictions, and thus the prediction error
¢ is unknown to the algorithm. To evaluate the performance of
the algorithm with such “untrusted” predictions, we focus on two
metrics: (i) consistency 7, which is the competitive ratio when the
prediction is accurate, i.e., ¢ = 0; and (ii) robustness y, which is
the competitive ratio regardless of the prediction error. Therefore,
consistency and robustness measure the algorithm’s performance
when the prediction is of good quality and arbitrarily bad, respec-
tively. Our goal is to design the algorithm that can achieve the
Pareto-optimal trade-off between consistency and robustness, i.e.,
for a given robustness y, no other online algorithms can achieve
a smaller consistency 5. This consistency-robustness framework
was first introduced by [19] to study the online caching problem
and then has been widely adopted for designing online algorithms
with untrusted predictions [4, 16, 17, 23].

Baseline algorithm. To design learning-augmented algorithms
with bounded consistency and robustness for online resource allo-
cation, one natural approach is to divide the limited resource into
two portions, and then simultaneously run the robust algorithm
and the prediction-based algorithm using the two portions, respec-
tively (see examples in [13, 14]). Let A € [0, 1] be a hyper-parameter
that indicates the degree of untrust in the prediction. The baseline
algorithm divides the k items into two portions, k, = [Ak] and
ke = k — kr. The algorithm, in parallel, runs a worst-case optimized
k,-search algorithm and a prediction-based algorithm that trades
all k. items at the first price no smaller than the predicted price P.
The decision of the baseline algorithm is the sum of the decisions
from the worst-case algorithm and the prediction-based algorithm.

LEMMA 2.3. Given a hyper-parameter A € [0,1], the baseline

algorithm is -consistent and -robust

— k -k
kr o) +k—ky ko) + (k=) /0
for the learning-augmented k-max search problem, where k, := [Ak].

Although bounded consistency and robustness can be guaran-
teed by the intuitive baseline algorithm, there exists a performance
gap between the baseline algorithm and the Pareto-optimal al-
gorithm as shown in Figure 2. This motivates us to design the
Pareto-optimal algorithm for k-search to close the theoretical gap.
In addition, we will show that the Pareto-optimal algorithm empiri-
cally outperforms the baseline algorithm in experiments using real
data (see Section 5), which is of significance in real-world applica-
tions. The proof of Lemma 2.3 and the consistency-robustness result
of the baseline algorithm for k-min search are given in Appendix A.
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Figure 2: Comparing consistency-robustness trade-offs of
baseline algorithms and Pareto-optimal algorithms for k-
max and k-min search. pmax = 50 and pyin = 5.

3 PARETO-OPTIMAL ALGORITHMS WITH
PREDICTION FOR k-SEARCH

In this section, we design learning-augmented algorithms for k-
max search and k-min search, and prove that they can attain the
Pareto-optimal trade-off between consistency and robustness. We
first focus on the k-max search in detail and then state the main
results for k-min search and defer the details to Appendix B.

In k-max search, we have a prediction of the maximum price
P € [pmin, Pmax]. Our learning-augmented algorithm is to redesign
the threshold values ¢ (k, P) := ¢ = {§i};c[k] in OTA based on the
prediction P such that 0TA can attain the Pareto-optimal consis-
tency and robustness. To achieve this goal, we first determine a
lower bound for the robustness-consistency trade-off. Then, ¢ is
designed such that 0TA can achieve this lower bound.

3.1 Learning-augmented algorithms for k-max

3.1.1  Lower bound. We first present a lower bound for any learning-
augmented algorithm for the k-max problem, which is used as a
target trade-off in our algorithm design.

THEOREM 3.1. Fork-max search, anyy-robust deterministic learning-
augmented algorithm must have a consistency lower bounded by

0
[1+ (G =Da+ P fy+@-D0-F)

where £ = [ln (%)/ln (l + %)-‘

The lower bound result of the k-max search in Theorem 3.1
generalizes the existing results of 1-max search and one-way trading
in [24]. When k — oo, we have ¢/k — )l/ln % and (1+ %)’f -

%. Thus, the lower bound of k-max search approaches that of

one-way trading. When k = 1, we have & = 1. The lower bound of
k-max search approaches that of 1-max search.

T(y) = ©)

Proor oF THEOREM 3.1. To show the lower bound, we consider
a special family of instances, and show that under the special in-
stances, any y-robust deterministic online algorithm at least has a
consistency 7 that is lower bounded by I'(y). O

DEFINITION 3.2 (p-INSTANCE). A p-instance I consists of a se-
quence of prices that increase continuously from ppyin to p and drop
10 pmin at the last price.
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Let g(p) : [Pmin> Pmax] — {0, 1,...,k} denote the cumulative
trading decision of an online algorithm when it executes the in-
stance 1, before the compulsory trading in the last step. Since the
online decision is irrevocable, g(p) is non-decreasing as p increases
from ppin t0 Pmax- In addition, items must be traded if the price
is the highest one pyax. Thus, we must have g(pmax) = k. Given
an online algorithm, let I[,i denote the first instance, in which the
algorithm trades the i-th item, i.e., p; = Inf (e[ prinpmax]:9(p) 21} P-

For any y-robust online algorithm, {f;};c[x] must satisfy

kpi
Zje[i—l] ﬁj +(k—i+ 1)Pmin
Pi < Ppmax- i € [k], (7b)

where po := pmin and pr.q = Pmax. Based on Equation (7), we have

<vyielk+1], (7a)

i-1
pi < min {Pmin +pmin(}/ - l) (1 + %) ,Pmax} ,Vie [k] (8)

Suppose the prediction is given by P = pmax. To ensure 75-
consistency under 7, ., any y-robust algorithm must have

OPT(Lpyax)  kpmax kpmax
nz = — = - (9a)
ALG(Ip,.)  Zic[k)Pi Dielg] bi + (k = &)pmax
> kpmax — (9b)
Zie[f] Pmin[1+ (y =D (1 + F)lil] + (k = &) pmax
_ 0 (%)

[1+ -0+ PE y+0-D1-9)
where the inequality (9b) holds due to Equation (8) enforced by
y-robustness, and ¢ satisfies ppin + pmin (y — 1) (1+ %)5:_1 < Pmax <

Pmin + Pmin (Y — 1) (1+ %)»5, which gives £ := [ln (%)/ln (1 + %)]
This completes the lower bound proof.

3.1.2  Pareto-optimal algorithm. Based on the lower bound result,
for a given A € [0, 1], we set our target consistency and robustness
of k-max search with predictions as

y® ) =a® +(1-2)0-a), 1) =TGP 0). (10)

where A is the confidence factor that indicates the degree of untrust
in the prediction. Our goal is to design threshold value ¢ (k, P) :=
{¢i}ie[k) that depends on k and prediction P such that 0TAy can
achieve the target in Equation (10). In particular, the threshold value
¢ is designed in the form of

zi i=1,..., )%
di=93c i=j"+1,...,i% (11)
ri i=i"+1,...,k,
k
i=i*+
guarantee the robustness and the sequence {c;};_..,, is designed
to ensure the consistency. Recall the threshold values divide the
uncertainty price range [ pmin, Pmax] into k+1 regions and the worst-
case ratio when the actual maximum price falls in each region is

ai(k) (¢) derived in Equation (5). We design ¢ such that

(k) L ex L
_(k) < n\toi=g+ 1,000, 12
o (9) < {y(k), otherwise, (12)

where the two sequences {z;};c[ ;-] and {r;} are designed to
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when prediction P € [¢j41, ¢i+], and thus an accurate prediction
will lead to a consistency q(k).

Design of threshold values. Given a prediction P of the maximum
price and the target consistency 7 and robustness y, we design a
piecewise threshold ¢ including three cases as follows.
1+(0-1)/ (1+y/k)* ="

+(p=1)(14n/k)e =
%. We define two boundary values p1 = pmin + Pmin (7 — 1) (1 +
n/k)° ! and p; = max{p1, ypmin}-

Case . When P € [ppin, p1], set j* =0, i* = ¢* and

Ci :pmin+pmin(’7_1)(1+']/k)i_1si € [i*], (132)
4 Pmax = Pmin_ ey (13b)
(1+ y/k)k””
Case II. When P € (p1, p2], set j* =0 and

Leto™ € [k] be the largest index such that

Ti = Pmin

p i=1,...,m"
¢ = qm P+(k;m ) Prin P=mt el
Pmin + (Cm*+1 = Pmin) (1 + f]/k)i_m 1= mtt2. L0,
(14a)
Ti = Pmin M i=i*+l,...,k, (14b)

+ —,
(1+ Y/k)k—z+1

where m* = [k%] and i* is the largest index that ensures
(k) _ krix.q

%1 () = et < V-

Case III. When P € (P2, pmax], set

Zi = Pmin + Pmin(y — D (1 + Y/k)i_l, iel[j*], (15a)
P, i=j"+1,...,m"
¢i = Uzie[j*]z#(m —i )P+(k—-m )Pmin’ Pp——
Pmin + (Cm*+1 = Pmin) (1 + U/k)i_m*_l, i=m*+2,...,i"
(15b)
R e
ri = Pmin + (L4 y Rk i=i+1,...,k (15¢)
where we have
e P/pmin — 1 )4
j= {ln(—y_1 )/ln(l+E)
. kP/n = kpmin[1+ (y = D (1L +y/k) " 1/y

:j*+

pP- Pmin

[

and i* is the largest index such that al(*]:_)l (#) <.

In Figure 3, we illustrate the design of the threshold ¢ in above
three cases with varying predictions. 0TAy4 can ensure that the
worst-case ratio is upper bounded by 7 if the actual maximum price
falls in the shaded blue region and upper bounded by y if the actual
maximum price belongs to the shaded pink region. Also note that
the shaded blue region always contains the prediction P. Therefore,

OTAy is n-consistent and y-robust.

THEOREM 3.3. Given A € [0,1], OTAy is q(k) (A)-consistent and
v &) (A)-robust for the learning-augmented k-max search when ¢ is
given by Equations (13)-(15), wheren = r](k) (1) andy = y(k) (A) are
given by Equation (10). Further, 0TAy is Pareto-optimal.
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Figure 3: Threshold values for k-max search with pmax = 50,
Pmin =5 k =20,7=1.52,and y = 2.63.

We first compare the trade-off between consistency and robust-
ness for k-max search with similar results in [24] for 1-max and
one-way trading problems in Figure 1. In particular, we illustrate
the Pareto boundaries of the consistency and robustness in one-way
trading and the k-max search problem for four different values of
k. For all problems, there exists a strong consistency-robustness
trade-off. As the consistency improves from a( ) (i.e., the optimal
worst-case competitive ratio) to the best possible ratio 1, the robust-
ness degrades from a( ) to the worst possible ratio 6. In addition,
as the total number of budget k increases, the Pareto boundary of
k-max search improves towards that of the one-way trading. This is
because a large value of k gives more flexibility in online decision-
making to hedge the worst-case risk while using ML predictions.

We next sketch the key ideas in the design and analysis of 0TAy4
and defer the full proof of Theorem 3.3 to Appendix B.1. Recall that
in the worst-case optimized algorithm, the threshold divides the
uncertainty range [ pmin, Pmax] to k+1 intervals and the worst-case

ratio a( ) ,i € [k + 1] is captured by Equation (5). The algorithm

adopts a balancing rule by letting a = aik),Vi € [k+1] to
achieve the optimal competitive rat10 In the learning-augmented
algorithm, we aim to leverage the prediction P to achieve unbal-
anced ratios as shown in Equation (12).

Our high-level idea is to prioritize the trading decisions for the
intervals neighbouring the prediction P by designing the thresholds
(ie., {ci}; = .41) to attain good consistency, and just guarantee ro-
bustness in above-prediction (i.e., {r; }¥
(ie., {Zz}ze
{c,} =4 by letting «;
challenge is to 51multaneously ensure the robustness of below-
prediction and above-prediction intervals (that are illustrated by

i=i++1) and below-prediction
1) intervals. In particular, we design the thresholds

(k)

< n to ensure consistency. The key
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shaded pink areas in Figure 3). In the design, we have two key
observations that are summarized in Propositions 3.4 and 3.5.

1], if the thresholds after j are

Pmax — Pmin . _ .
W’I_J-'-L“"k’

PROPOSITION 3.4. Given j € [k —

¢i = Pmin + (16)

andocj(.lﬂ(gﬁ) <y, thenai(k)((f)) <yi=j+2,...,k+1
PROPOSITION 3.5. For a given j € [&], if the first j thresholds are
$i = Pmin + pmin(y = 1) (L+y/0 N i=1...j,  (17)
thena§k>(¢) <yi=1,...j.

First, conditioned on a( +; <

olds for i = j+1,...,k in Equation (16), the worst-case ratios of
the above-prediction intervals are upper bounded by the robust-
ness y, and this leads to the design of the sequence {rl}l ;4 and
the determination of i*. Second, based on Proposition 3.5, we can
design the threshold {z;};c[j+] in Equation (17) to ensure the ro-
bustness of below-prediction intervals. Since the robustness of the
below-prediction intervals can be trivially satisfied when prediction
P < ypmin, the sequence {z;};c[j+] is only needed in Case IIL

v, if we design the remaining thresh-

3.2 Learning-augmented algorithms for k-min

In the k-min search, we consider a prediction P € [ppin, pmax] of
the minimum price of an instance. Our algorithm is still an OTA and
we aim to leverage P to design the threshold ¢/(k, P) == {yi} ;e £
such that 0TA, can achieve the Pareto-optimal consistency-robustness
trade-off. We start by deriving the lower bound of the trade-off.

THEOREM 3.6. Fork-min search, any y-robust deterministic learning-
augmented algorithm must have a consistency lower bounded by

A(y) =6y =0(y = 1) (1+1/(yk)¢ = (6 -1) (1= {/k),  (18)
where{z[ (0 7 )/ln(l+ )]

Based on this lower bound, for a given A € [0, 1], we set the
target consistency and robustness as

Y =+ (1-10 -0, 1P Q) =AG0)), 19

where qo( ) is the optimal competitive ratio of k-min search.

We next derive the threshold ¢ based on the prediction P. Differ-
ent from the threshold ¢ in the k-max search, i is a non-increasing
sequence of values bounded within [pmin, Pmax]- ¥ segments the
price range into k + 1 intervals [0, Y1), .. ., [Yr—1. ¥&), (Vs Vw1,
where /o := pmax and Y41 := pmin. We design ¢ in the same form
as ¢ in Equation (11), where we reuse the notations k-max search.
Similar to k-max search, the threshold  is designed such that

(k) P L
k) < , = 4100, 20
W) {y(k) otherwise, @0

iefi-1] ¥j+(k—i+1)pmax ..
el ”%kl/(/_ BUPmax o hen the prediction of

where q)l.(k)(l//) =
the minimum price P € [¢/j=4+1, ;+]. Thus, an accurate prediction
will lead to consistency 7, and regardless of the prediction, the
robustness y can be guaranteed. i is also designed in three cases,
and the Pareto-optimality of OTAy, is given in the follow-up theorem.
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1-(1=1/m) (1+1/ (k)
1-(1-1/6)/ (1+1/ (yk))*=o" =
%. We define two boundary values p1 = pmax — Pmax(1 — 1/7)(1 +

1/(nk))° =1 and pp = min{p1, pmax/y}-
Case IV. When P € (p1, pmax], set j* =0, i* = ¢*, and

Leto* € [k] be the largest index that

Ci = pmax — Pmax (1= 1/n) (1+1/(nk))'™", i€ [i*], (21a)
Pmax — Pmin L
ri = - i=i+1,...,k. 21b
P T 1 (e 1)
Case V. When P € (pg, p1], set j* = 0 and

P, i=1,...,m"

¢ = m*P“’(kn_km*)Pmax’ i=mt+ 1,
Pmax — (Pmax — eme41) (1+1/(k) ™™ =1, i=m* +2,...
(22a)
Fi = pmay — —Lmax ~ Pmin i=i"+1,...,k (22b)

(1+1/(rkpk=r1”
where m* = [k%-‘ and i* is the largest index that ensures
<ﬂ,~(ff1(r//) <y.

Case VI. When P € [puin, p2], set

2 = pmax — Pmax (1= 1/y) 1+ 1/ (k)™ i€ [l (239)
P, i=j +1,...,m",

¢i = Zie[j*] Zi+(m*—’;;;)P+(k—m*)Pmax’ i=m*+ 1,
Pmax — (Pmax — Cme41) (L+1/ (k) ™Y, i=m*+2,...,0%
(23b)

Pmax — Pmin e

ri = -— =i +1,...,k 23c
P (ke (25

in which we have j* = [ln (ﬁli/fir)‘/m‘)/ln (1+ 1/(yk))-‘, and
m=j"+ fkpmax{l_(l_l/giijf};/(yk))J ]_kpn], and i* is the largest

index such that ‘Pi(*k+)1 W) <y.

THEOREM 3.7. Given A € [0,1], OTAy, is q(k)().)-consistent and

y(k) (A)-robust for the learning-augmented k-min search when y is
given by Equations (21)~(23), where nj := ry(k) (A) andy = y(k) A1)
are given in Equation (19). Further, 0TAy, is Pareto-optimal.

4 ONLINE SEARCH WITH INVENTORY

In this section, we consider an online search problem with inven-
tory dynamics, extend the learning-augmented algorithm for on-
line search to this more general problem, and prove the Pareto-
optimality of this algorithm.

4.1 Problem statement

Consider an inventory management problem in a time-slotted sys-
tem with horizon length T. In a volatile market with time-varying
prices, an inventory with capacity B is used to store items when the
price is low and use inventory to satisfy demand when the price
is high. In each slot ¢, we first observe a demand d; € {0,1,...}
that must be fulfilled immediately and a price p; for purchasing the
items in the market. The demand d; can be satisfied by dual sources,

-k
s,
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either by the inventory that was purchased in previous slots, or the
items purchased from the market. Then we decide x; € {0,1,...},
the number of items to purchase from the market, in each slot ¢.
If x; > dy, the additional items x; — d; are stored in the inventory
for future use. The goal is to minimize the total cost of purchasing
items while fulfilling all real-time demands.

Let I := {pt,dt};c[T] denote an instance of the online search
with inventory dynamics (0SID). Given 7, the problem can be for-
mulated as the following integer linear program.

(min-0SID) min Zte[ﬂ DPiXt, (24a)
subjectto sy =s;—1+x; —d;, Vie|[T], (24b)

Xt >dr —si—1, Vte|[T], (24c¢)

st <B, Vte|[T], (24d)

variables x:,s; €{0,1,...}, Vte|[T]. (24e)

where s; is the inventory level at the end of slot ¢ with initial state
so = 0. The objective (24a) of 0SID is to minimize the total cost of
purchasing the items over T slots. The constraint (24b) enforces the
inventory dynamics, i.e., the inventory level s; is equal to the pre-
vious inventory level s;_; plus the net amount of purchased items
x¢ — d;. The constraints (24c) and (24d) ensure that the inventory
level is within capacity, ie., s; > 0 and s; < Bfort € [T].

0SID is a general framework that can capture various resource
allocation problems with inventory dynamics. For instance, we
can apply OSID to model and solve the storage-assisted energy
trading problem in this paper. Particularly, consider a large energy
consumer (e.g., data centers) that aims to purchase energy from
the real-time energy market. It is equipped with an energy storage
that can be used to store energy when the energy price is low
and discharge to satisfy energy demand when the price is high. In
each slot ¢, the consumer observes its energy demand d; and the
real-time electricity price p;, and then decides how much energy to
purchase, x;, such that the demand can be satisfied by the combined
amount from purchasing and storage discharging. In energy trading,
demand d; and decision x; may be relaxed to continuous variables.
Our algorithms and results can be extended for the continuous
version of 0SID (See Appendix D).

From the theoretical perspective, the offline 0SID problem (24)
is an extension of the k-min search formulated in (1). Let k =
ming¢|[7].4,>0 d¢ denote the minimum non-zero demand, and with-
out loss of generality, consider B > k for an inventory management
problem. Whend; =0fort=1,...,T - 1,and dr = k, 0SID is to
minimize the cost of buying a total of k items and storing them in
the inventory over the first T — 1 slots, and to use the inventory to
satisfy the demand k in the last slot. This reduces to a k-min search
problem. When facing the general time-varying demand, 0SID is
much challenging than the classical online search problem.

Correspondingly, the k-max version of 0SID can be used to
model the problem of selling renewable energy (from solar panels
or wind turbines) in electricity markets. The seller is equipped with
an energy storage and can use it to temporally store the renewable
energy when the market price is not attractive, waiting for a better
selling opportunity. In each slot t, the seller obtains a; € {0,1,...}
amount of renewable energy with no production costs, and ob-
serves the real-time electricity price p;. It then determines to sell x;
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amount of energy in the market and earns a profit x;p;. If x; > ay,
the additional energy x; — a; is discharged from the energy storage.
Otherwise, the unsold energy a; — x; is stored in the inventory for
trading in the future. The overall problem can be cast as follows:

(max-0SID) max ZtE[T] PirXt, (25a)
subjectto s; =s;—1 —x; +a;, Vte|[T], (25b)

xr < ar+si—1, Vte|[T], (25¢)

s, <B, VtelT], (25d)

variables x;,s; € {0,1,...}, Vte€ [T]. (25¢€)

Note that if the renewable energy has a marginal production cost
¢t (¢t < Ppmin,Vt € [T]), we can use a refined electricity price
pr = pr — ¢t with refined price uncertainty range [Pmin, Pmax]s
where prin = pmin—max;e[7] ¢z and Pmax = Pmax—Minge[7] ¢¢ in
the max-0SID. For simplicity of presentation, we focus on min-0SID
in the rest of the paper; but the algorithms and results can be
straightforwardly extended for max-0SID.

4.2 Learning-augmented algorithm for 0SID

4.2.1 0SID with predictions. The key idea for designing online
algorithms for OSID is to note the following fact: in each slot ¢, if
the inventory level is sufficiently large to cover the demand d;, we
can use the inventory to satisfy the demand first, and then run a
virtual online search algorithm to buy d; items from the volatile
market in the following slots and restore them back to the inventory.
Thus, by running multiple virtual search problems in parallel, an
online algorithm for 0SID can achieve a similar performance to
that of the online search if the inventory is non-empty.

Based on the above idea, we categorize time slots into busy peri-
ods with s; > 0 and idle periods with s; = 0, and make purchasing
decisions differently in busy and idle periods. In particular, given an
online algorithm for 0SID, we divide the time horizon into a total of
N intervals, where each interval n starts at a slot with non-empty
inventory and ends before the starting of the next interval or T.
Each interval n can be further divided into a busy period followed
by an idle period. Let 7,;% and 7,0 denote sets of slots in the busy
period and idle period of the interval n, respectively.

In the beginning of each slot ¢, we are given a prediction P;.

When ¢t € 7,7, Py is the predicted minimum price in the busy period
of interval n. When t € 7,0, P; is a prediction of the minimum
price in the idle period of interval n and the busy period of n + 1.
Overall the prediction P; is the minimum price that a virtual search
problem created at slot ¢ can observe in its lifecycle.
4.2.2  Learning-augmented algorithm. We propose an online algo-
rithm for OSID in Algorithm 2. This algorithm maintains multiple
virtual search problems in parallel in the busy period of each in-
terval and uses the algorithm for k-min search with predictions in
Section 3.2 as a subroutine to solve each virtual search problem.
In the following, we call the k-min search with prediction P as a
(k, P)-search problem. Let ¢/(k, P) := {{i(k,P)};c[x] denote the
threshold values for (k, P)-search that can attain Pareto-optimal
consistency-robustness trade-off in Equation (19). In the algorithm,
we set a target robustness guarantee y, and choose the optimal
consistency n*) := y(*) (y) for given y and k.

Algorithm 2 divides the time horizon into N intervals. For each
t € 7," in the busy period, the algorithm observes the demand d;
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Algorithm 2 Learning-augmented algorithm for 0SID

1: input: threshold ¥/ (k, P), inventory B, target robustness y;

2 initiation: n = 1,i = 1; m(bV = 1, k(LD = B, p(LD) = py,
so = 0; lp(l,l) = I/,(k(l,l),p(l,l));

3: fort=1,...,T do

4 observe demand d; and price p;; obtain prediction Py;

5: if dt > 0 then

6 i = i+1, km) = g, pind) = p, oy =
lﬁ(k(n’i) P(n,i)) _ {lﬁ(n’i)} oom(ni) — .

s = j je[k("">]’ =1

7 end if

8: forj=1,...,ido

9: xt("’]) =0

10: while p; < ") and m(™) < k(1) do

11: m) = m(ni) 41 and xt("’j) = xt(n’j) +1;

12: end while

13: end for )

14: X; = max Zje[i] xf"’]),dt—st_l};

15: St = St—1+xt — d[;

16: if s; =0 and s;—1 > 0 then

17: n=n+1i=1mm =1 k) = g prl) = Py,
l,//(n’l) — ¢(k(n,1),P(n,1));

18: end if

19: end for

and price p;, and receives the prediction P;. It then creates a virtual
(dy, Py)-search problem if demand is strictly positive d; > 0. Then
the algorithm runs the learning-augmented online threshold-based
algorithm (OTA) for all the i created online search problems in paral-
(n.)
t

lel and obtains {xt(n’j ) }jeli]> where x is the online decision of

the j-th search problem. The online decision of 0SID is then set to
the maximum of 3} ;|4 xt<n’J ) (i.e., the sum of trading decisions of
all virtual search problem) and d; — s;—1 (i.e., the minimum trading
amount to satisfy the demand). If the first term is larger, we have
s¢ > 0 and the busy period continues. Otherwise, the inventory
becomes empty and the algorithm enters the idle period. Then the
algorithm clears all virtual search problems created in the busy
period, and initiates a (B, P;)-search problem based on the physical
capacity of the inventory, waiting for a low price that can start the
busy period of the next interval.

4.2.3 Consistency-robustness analysis. We next show that Algo-
rithm 2 provides the best consistency-robustness guarantees. We
still assume all prices are bounded p; € [pmin, Pmax], and in 0SID,
we additionally make the following assumption for the demand.

ASSUMPTION 4.1. The average demand in the idle period of one
interval is smaller than capacity B, i.e., ﬁ Yne[N] Zsego dt < B.

This assumption basically means 0SID is equipped with a suffi-
ciently large inventory such that on average we can buy and store
cheap items during busy periods and use the inventory to satisfy
the demand in idle periods with high prices.

THEOREM 4.2. Under Assumption 4.1, given A € [0, 1], Algorithm 2
is n5) (1)-consistent and y k) (1)-robust for the learning-augmented
0SID when y(k, P) is given by Equations (21)-(23), where r7<k>(/1)
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and y(le) (A) are defined in Equation (19), and k = minge[7].d,>0 dt
is the minimum non-zero demand. Algorithm 2 is Pareto-optimal for
0SID with minimum non-zero demand k.

Our main result in this section is to show that our proposed
learning-augmented algorithms for OSID can achieve the best possi-
ble consistency-robustness trade-off, and this trade-off is the same
as that of k-min search with predictions, where k is the minimum
non-zero demand of 0SID and unknown to algorithm a prior. The
key step of Algorithm 2 is to, in parallel, run multiple learning-
augmented OTA for online search problems, and thus can be consid-
ered as an extension of the OTA for online search with predictions.
The consistency-robustness guarantee is restricted by the perfor-
mance of the online search problem with capacity k since k-min
search is a special case of 0SID with minimum non-zero demand k.

4.2.4  Proof of Theorem 4.2. We sketch the proof for Theorem 4.2,
and defer all details to Appendix C. Let ALG(Z) and OPT(Z) de-
note the costs from the online algorithm and the offline optimal
algorithm under an instance 7. We first show that Algorithm 2
generates a feasible solution for 0SID.

LEMMA 4.3. The online solution of Algorithm 2 is feasible for 0SID.

Let iy, denote the number of virtual search problems created in
the busy period of interval n, and let m (™1 _1 denote the total num-
ber of items purchased by the i-th virtual search problem in interval
n. The next lemma shows that we can upper bound the total cost of

the algorithm by threshold values {1//}"’” Yne[NYiclin]je[m) -1]
from the virtual search problems.

LEMMA 4.4. The cost of Algorithm 2 for OSID is upper bounded by
ALG(T) < [sT + R] pmax

DIDN )

ne[N]ielin] je[m(ni) - 1]

%(n,i) + (kD —m D 4 1) progg |,
where R = 3ne[N] Zte?;,o dy —
Next we show that the total cost of the offline optimum is lower

bounded by threshold values {lﬁr(nrt;)” }ne[N1,ie[i,] from the virtual
search problems.

LEMMA 4.5. The cost of offline optimum for OSID is lower bounded
. . R-
OPT(Z) >y N ylmh ) g —‘;’/ma" . (26)
ne[N]ieliy]

Based on the property of threshold values given in (20), regard-
less of the accuracy of the predictions, we have }; je[mn) —1] 1//}"’1) +
(k(n’i) - mmi) 4 1)Pmax < Ylﬁ,;n(’ri,)i)k(n,i)’vn € [N].i € [in]. Com-
bining Lemma 4.4 and Lemma 4.5 gives

YZne[N Zze[zn] ¢( l), k() + Rpmax

’ i R pmax -
2ine[N] Zielin] lﬁm(n,)i)k(n,l) + = I;

Thus, the robustness of Algorithm 2 is given by ALG(Z) < yOPT(Z)+
ST Pmax, Where sTpmax is an additive loss due to the remaining in-
ventory at the end of time horizon. Note that this additive loss is
inevitable compared to the offline optimum since the offline algo-
rithm knows the length of time horizon, and thus can always use

ALG(T) = STPpmax <
OPT(T)
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up all inventory at the end of horizon to minimize the cost. Further,
as the time horizon T increases, both ALG(Z) and OPT(J) increase
and the performance loss is dominated by the multiplier term y
while the additive term sTpmax is negligible.

When all predictions are accurate, the threshold values given

by Equations (21)-(23) ensure that Zje[m<"ri) 1] w;n’i) + (k<"»i) -
m) 4 1) prax < q(k("’”)(//'(n"(i)i)k(”ri),Vn € [N],i € [in]. Based
on Lemma 4.4 and Lemma 4.5, we have

( )Zne [N] ZlE[ln 1 nz)l () + Rpmax

m(n.i)
ZHE[N] Zie[in] l,//( ("l)l k(n i) + Rpmax

< p®

ALG(Z) — STPmax
OPT(Z)

5

where the last inequality holds since R = 3¢ [N Zte'];,o di—NB <
0 under the Assumption 4.1. Thus, Algorithm 2 can guarantee
ALG(Z) < n®OPT(T) + s7pmax-

Therefore, Algorithm 2 is y(k) -robust and ry(k) -consistent.

Also, note that k-min search with predictions is a special case
of 0SID with minimum non-zero demand k. y(k) and r](k ) are also
the lower bound of the consistency-robustness trade-off. Thus, the
algorithm is Pareto-optimal.

4.3 Inventory-cost-aware algorithms

In numerous real-world applications of 0SID, the utilization of in-
ventory introduces additional expenses, such as the battery cost
and energy conversion loss in the context of the storage-assisted en-
ergy trading problem. To address these associated costs, we extend
Algorithm 2 to an inventory-cost-aware algorithm. Specifically,
our extension accounts for two types of inventory-related costs in
the energy trading problem: (i) usage cost, entailing a cost of § for
each unit of energy charged into or discharged from inventory; and
(ii) conversion loss, wherein only p. and p; percentages of energy
can be efficiently charged into and discharged from the inventory,
respectively. The inventory-cost-aware problem can be cast as:

min Ztem pexe +|dy — x¢18 (27a)

X >0,5: >0

1
subject to  s; = St—1 + pexy — —xfi, Vt € [T] (27b)
Pd

x§ = (x¢ —dp)*,Vt € [T), (27¢)
x& = (d; - x,)*,Vt € [T, (27d)
dy —x¢ < pgsi—1,Vt € [T], (27¢)
st < B,Vt € [T], (271)

where the objective (27a) additionally considers a cost |d; — x|
from inventory usage and the inventory dynamics (27b) takes into
account the energy conversion loss. We further relax the integral
constraints for this energy trading problem.

We make two modifications in Algorithm 2 to handle inventory
costs. To deal with the conversion loss, we increase the capacity of
the first virtual storage to k(L1 = B/( pcpq) in Line 2. The intuition
for adjusting only the first storage is that its extended capacity of B
can be considered largely responsible for moving units in and out
of the physical storage. Modifying just this storage will adjust the
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charging amount and leaving the virtual storages with capacity d;
untouched will maintain trading to meet demand.

To deal with the inventory usage cost, we modify the threshold
prices depending on the current demand. The primary objective
is to encourage the algorithm to refrain from utilizing the inven-
tory unless it has good potential to reduce the purchasing cost
substantially. To achieve this, we set thresholds to avoid purchasing
a quantity too close to d;. Specifically, we modify the thresholds
(™J) in Line 10 to use ¢’ ("/) defined as follows:

wl('”,j) _ 25’ lﬁ;n’j) 25 < wi(n:j) < lpz(_"’j)

l//l'("s]) = 1(_”’}.)’ lﬁ;n’j) < lpi("aj) < W;mj) +25
(h( mJ ), otherwise;
where 7 = m(™J) + 4, - { Zk (]:(jn)u) J First, we set a target utilization

7 such that the aggregate target utilization over j inventories is
d; more than the current level. Then, prices within a range 26 of

the corresponding target price 1,//?’] ) are modified such that the
algorithm only charges to the physical storage if the price is at
least 26 above/below the threshold price for meeting demand d;.
The range 29 is chosen because it inevitably costs 2§ to charge
and discharge one unit. Adding usage costs and conversion loss
fundamentally alters the problem formulation of 0SID, making it
much more challenging to analyze the theoretical performance of
the inventory-cost-aware algorithm. Therefore, we leave the theo-
retical analysis of the algorithm for our future work but verify the
performance of the modified algorithms numerically in Section 5.

5 EXPERIMENTAL RESULTS

5.1 Experimental setup

We apply the learning-augmented algorithms for the continuous
0SID (see Appendix D for more details). For supplementary experi-
ments on the basic k-search problem, see Appendix E. We set the
length of each slot to 5 minutes and set the time horizon of each
instance to 24 hours, i.e., T = 288. The energy storage capacity is
set to 18 X max,¢[7] dr such that a full charge of the storage can
power the data center for 90 minutes of maximum energy demand.
We report the empirical ratios over 31 days.

Energy price. We use the day-ahead electricity prices of local elec-
tricity markets over several different independent system operators
in the United States, i.e., CAISO, NYISO, ERCOT, and ISO-NE [9].
To have a consistent 5-minute settlement interval for our markets,
we up-sample some market price readings.

Data center demand. We use a repository of demand traces from
Akamai’s server clusters collected during a 31-day period from
multiple locations. We run our algorithms on data centers located
in relevant electricity markets: New York for NYISO, Dallas for
ERCOT, Los Angeles for CAISO, and Boston for ISO-NE. The energy
demand is partially supplied by renewable generation, which has
uncertainty that causes the net demand (the data center demand
minus renewable supply) to be more volatile.

Algorithm predictions. The learning-augmented algorithm for
0SID utilizes a prediction P; that predicts the minimum price in
the lifecyle of the virtual online search created at slot ¢. In our
experiments, we consider utilizing the minimum price of half-hour,
1-hour, and 2-hour windows. To adjust the prediction quality, we
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add prediction errors drawn from a normal distribution with mean
0 and variance o scaled by a factor of .

5.2 Comparison algorithms

We compare the following seven algorithms. (NoSTR): An algorithm
that satisfies the demand by purchasing energy from the market
without using storage. The cost ratio of NoSTR demonstrates the
maximum benefit of storage. (0S-on): The worst-case optimized
online algorithm [27] that solves 0SID without predictions. (0S-b):
The baseline algorithm introduced in Section 2.3 adapted for OSID.
(0S-1): Our proposed learning-augmented algorithm for 0SID. The
value of A is selected according to an online learning algorithm
(i.e., adversarial Lipschitz algorithm [20]) to adaptively select A.
(0S-A*): Our proposed algorithm for 0SID with the best choice of
A. (0S-A-IA): Our extended learning-augmented algorithm that is
aware of inventory usage costs and conversion loss. (0S-on-IA):
The inventory-cost-aware algorithm without predictions.

5.3 Experimental results

We report the average empirical ratios of five algorithms in Table 1
across data center locations, seasons, and prediction window sizes.
The magnitude of the price fluctuation ratio 0 clearly indicates
the problem difficulty, especially for 0S-on. For example, in the
seasonal breakdown of ISO-NE, the cost ratio of 0S-on increases
by 13% in winter as compared to spring. The same effect can be
observed for learning-augmented algorithms to a lesser degree: the
same comparison for 0S-A increases by 3% from spring to winter.

We observe that 0S-A outperforms other baseline algorithms
averaged over the course of a year. The degree of performance gain
depends on the prediction quality, with smaller prediction win-
dows yielding a greater gain. In the half-hour prediction window,
0S-A outperforms 0S-on averaged over a year by between 5% to
8%, depending on the dataset. In comparison, the 2-hour window
yields a year-average performance gain between 1.5% to 3%. The
performance of 0S-A relative to 0S-b highlights the importance
of the optimality of our algorithm over all other prediction-based
algorithms, with a performance improvement of up to 8.4% in the
year-average CAISO half-hour trial. Both 0S-1 and 0S-A* have
relatively smaller improvements on 0S-b in the 2-hour window.
Despite this, all prediction-based algorithms perform better than
0S-on, indicating that even with poor predictions, good usage of the
trust parameter still improves on worst-case optimized algorithms.

To demonstrate the inherent tradeoff between the robustness
and consistency of our learning-augmented algorithms, we show
the performance of the algorithms with varying prediction errors
in Figure 4(a). The prediction error is generated by Gaussian noise
€ ~ N(0,0), where o € [0,2.5] and is normalized by 6. Recall
that algorithms with different As achieve different consistency-
robustness tradeoffs, a smaller A rendering a better consistency and
worse robustness. The algorithm with A = 0 attains the best consis-
tency, i.e., it achieves the lowest cost ratio when the prediction error
is small; however, its robustness is the worst, i.e., it has the highest
cost ratio as the prediction error becomes large. As we increase
the value of A, the algorithm can experience lower cost ratios in
scenarios with large prediction errors, at the cost of higher cost
ratios when the prediction error is small. This corresponds with



Online Search with Predictions

E-Energy ’24, June 04-07, 2024, Singapore, Singapore

Table 1: The reported numbers are empirical cost ratios (the lower, the better, and one is the best) of algorithms in varying

(e0)

markets and seasons; 0 is the price fluctuation ratio; a,

is the theoretical competitive ratio.

Half-hour window

1-hour window

() _ [ 2-hour window ]
’ Season | 0 ‘a* NoSTR | OS-on I55pTT05-A] 054" |05-b][05-A] O5A" |05-b[[05A] 054 |
Spring [3325[ 440 [ 134 [ 129 [131[[ 119 111 [126[[ 122 117 [124[[124] 122
Q|Summer | 4459 | 505 | 147 | 137 | 136 || 121 | 112 | 131|| 123 | 115 | 140 || 141 | 138
2| Fall | 462 | 183 | 136 | 123 | 126 | 118 | 110 |122|| 115| 110 |[122 | 117 [ 116
O| Winter | 1878 | 339 | 143 | 126 [ 127 || 118 | 109 | 126 || 117 | 114 [126 || 1.22 | 120
[ ] Year [2531]367 [ 140 | 1.28 [130][[119] 111 [1.26[[1.19] 114 [128[[125] 1.24
Spring [ 374 [ 168 [ 136 [ 120 [122[[ 115 111 [1L19[[ti6 [ 113 [Lig[[120] 119
Q|Summer| 593 | 203 | 136 | 128 | 128 || 122 | 112|123 || 117 | L1l | 123|122 | 120
5| Fall | 466 | 184 | 138 | 128 | 128 | 121 | 113 | 123|| 118 | 113 | 121 120 | 119
Z| Winter | 283 | 150 | 121 | 117 [ 119 || 113 | 1.07 | 121]] 114 | 111|120 || 117 | 114
[ ] Year [4297176[ 131 [ 1.22 [1.23[[1.17[ 110 [121[[116] 112 [1.20[[1.20] 1.17
Spring [ 7.66 [ 227 [ 138 [ 128 [129[[ 120 [ 110 [128[[122] 112 [130[[131] 130
&|Summer| 498 | 189 | 152 | 126 | 126 || 119 | 111 | 125|120 | 111 | 122 || 121 | 120
Q| Fall |5037| 534 | 157 | 141 |140|| 121 | 111 | 139|128 | 116 | 142 || 140 | 139
= | Winter | 913 | 245 | 133 | 126 | 127 |[ 122 | 112 | 124|118 | 113 |121[[ 120 | 1.19
[ ] Year [18.03] 299 [ 145 | 1.30 [1.30][ 120 111 [1.29[[1.22] 113 [128[[128] 127
Spring [ 1057 [ 262 [ 132 [ 126 [127[[ 125 110 [125][[ 124 [ 113 [124[[123] 119
g |Summer| 937 | 248 | 147 | 134 | 133 || 122 | 111 | 130 || 124 | 117 | 134 | 132 | 128
S| Fall | 670 | 215 | 136 | 127 | 129 || 118 | 110 | 127 || 122| 116 | 128|127 | 1.22
2| Winter | 46.44 | 514 | 169 | 143 [ 139 || 1.29 | 113 | 136 || 134 | 125 [132|[ 1.32] 131
[ ] Year [1827]3.10 [ 146 [ 133 [1.32[[1.23[ 111 [129[[126] 118 [130[[129] 125
13 1.4 1.4
h R - - -NoSTR o - - - -NoSTR
£1.25 2 ---0S-on BL35F Tl ---0S-on
S 1.25 g g -.
= = —0S-on-IA z 13k RS ——0S-on-IA /1
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2 —A=06 s &
E 1 A=09/{ & 5
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(a) Effect of prediction quality on settings of A

(b) Impact of inventory usage cost

Normalized battery cost §

Battery efficiency PPy

(c) Impact of conversion loss

Figure 4: Cost ratio vs. different problem parameters. Dallas Jan 2023 with half-hour prediction window.

the theoretical robustness-consistency tradeoffs. Moreover, the per-
formances of all learning-augmented algorithms smoothly improve
with increasing prediction quality. This is desirable for algorithms
with untrusted predictions, and it underscores that, despite the algo-
rithms’ obliviousness to the prediction quality, their performances
consistently improve as prediction accuracy increases.

In Figure 4(b) and Figure 4(c), we showcase the impacts of in-
ventory usage cost and conversion loss on proposed algorithms.
We compare the average cost ratios of our inventory-cost-aware
algorithms against NoSTR and 0S-on, which are ignorant of the
additional inventory dynamics. The usage cost § in Figure 4(b) is
normalized by ppin and the charging and discharging losses are rep-
resented by the overall battery efficiency p.p, . Storage efficiency
in datacenters depends on the energy storage device used, ranging
from as high as 95% for ultra-capacitors or as low as 68% for com-
pressed air energy storage [25]. We observe that the increase in the
usage cost or the conversion loss tends to lower the cost ratios of
algorithms since the cost of the offline algorithm also rises. As usage
costs or energy loss grow, offline algorithm charges the battery less
frequently, and NoSTR becomes increasingly viable. 0S-A-IA offers
consistent performance improvements over baseline algorithms
with different battery costs until § = 0.5, where it matches the
cost ratio of NoSTR. As § increases, the performance gain from us-
ing 0S-A-IA over 0S-on grows from 5% to almost 10%. For battery
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efficiency below 65%, utilizing predictions is key to maintaining
improvement over baselines, as 0S-on-IA matches NoSTR.

6 CONCLUSION

We have designed online algorithms augmented by machine-learned
predictions for the online search problem and its extension to online
search with inventory dynamics. Theoretically, the performance
of our proposed algorithms is consistent with that of offline algo-
rithms in hindsight when the prediction is accurate and robust on
prediction errors. Further, the trade-off between consistency and
robustness has been proven Pareto-optimal. Practically, we have
applied the learning-augmented algorithms to the storage-assisted
energy trading problem in energy markets. Through extensive
experiments using real traces, our proposed learning-augmented
algorithm has been shown to achieve the best of both worlds in
the sense that it improves the average empirical performance com-
pared to existing benchmark algorithms, while also improving the
worst-case performance even when the predictions are inaccurate.
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A PROOFS ON BASELINE ALGORITHMS

We first prove Lemma 2.3 that provides the consistency and robustness of the baseline algorithm for k-max search. For completeness of the
presentation, we then give the corresponding result for k-min search that can be derived similarly.

A.1 Proof of Lemma 2.3

Given a hyper-parameter A € [0, 1], the baseline algorithm reserves k, = [Ak] capacity and k. = k — k, capacity for running the robust
algorithm and the prediction-based algorithm, respectively. In particular, the robust algorithm is the worst-case optimized algorithm (i.e.,
Algorithm 1 with threshold values given in Equation (3)) and the prediction-based algorithm waits to trade all k. items until the first price
that is no smaller than the predicted maximum price P.

Let x; and x; denote the trading decisions from the robust algorithm and the prediction-based algorithm, respectively. Then the baseline
algorithm trades x; = ;+%; in step . Given an instance I = {p;};¢[r], the total revenue of the baseline algorithm is ALG(Z) = X se[1] peXt =
Yte[T] Pt¥t + Xre[T] PtX+ and the offline optimum is OPT(J') = kV, where V = max; || pr is the actual maximum price.

We first show the robustness of the baseline algorithm. Since %; is given by the optimal k,-max search algorithm, we have };¢[1] peir 2

kv / aik’), in which aik’) is the optimal competitive ratio of k,-max search. In addition, the revenue of the prediction-based algorithm is
lower bounded by >\;c[7] ptXt = Lkc 2 kcV /0. Therefore, we have

ALG(T) = bV /K 4 keV 10 = [k / (k%)) + (k = ky) /(ke)] OPT(Z). (28)

Thus, the robustness of the baseline algorithm is k/ [kr/a*(k’) + (k- k,)/0].
Next, we prove the consistency. When the prediction P is accurate, i.e., P = V, the revenue of the prediction-based algorithm is
2te[T] Pt¥t = Vkc. We then have

ALG(T) = krV /K 4 keV = |k / (k¥ + (K = k) /| OPT (D). (29)
Thus, the consistency is k/ [kr/aik’) + k — ky]. This completes the proof.

A.2 Results of baseline algorithms for k-min search.

The baseline algorithm can also solve the k-min search problem. We just need to modify the robust algorithm to the optimal k,-min search
algorithm and the prediction-based algorithm to wait to trade all k. items until the first price that is no larger than the predicted minimum
price P. Then we can have the following result.

k k

LEMMA A.1. Given A € [0, 1], the baseline algorithm is ” -consistent and k

k-min search problem, where k, := [Ak].

-robust for the learning-augmented

Proof of Lemma A.1. Given an instance I = {p;};¢[T], the total cost of the baseline algorithm is ALG(T) = X;e[1] PtXt = Xre[T] Ptie +
Yte[T] P+t and the offline optimum is OPT(Z) = kV, where V = min;¢|7] pr is the actual minimum price.
We first prove the robustness. Since %; is from the optimal k,-min search algorithm, we have };c[1] pr&: < krV(p,Ek’>, in which

(p,gk') is the optimal competitive ratio of k,-min search. In addition, the cost of the prediction-based algorithm is upper bounded by
Zte[T] prXt < pmaxke < kcV 0. Therefore, we have

ALG(T) < krVol*) + kv = OPT(X) [kr oK) + (k - k+]0) /K. (30)

Thus, the robustness of the baseline algorithm is [k,(p,gk’) + (k — kr)0] /k.
Next, we prove the consistency. When the prediction P is accurate, i.e., P = V, the cost of the prediction-based algorithm is };e[1] pe&: =
Vk.. We then have

ALG(T) < krVol*) + keV = 0PT(X) [kr oK) /K + (k — ky) /K. (31)
Thus, the consistency is (kﬂpikr) +k—ky)/k.

B PROOFS ON PARETO-OPTIMAL LEARNING-AUGMENTED ALGORITHMS
B.1 Proof of Theorem 3.3

The threshold values ¢ = {;};e[k] for k-max is a non-decreasing sequence ¢ < ¢, < -+ < ¢j. For notations convenience, we define
$0 = Pmin and ¢g41 = Pmax - The threshold ¢ divides the uncertainty range [pmin, pmax] into k+ 1 regions. If ¢; = i41 = -+ = ¢j < Pj41, we
use j + 1 to index the interval [¢;, #;+1). If OTA totally trades i items (excluding the compulsory trading at the last step), then the worst-case
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price sequence is

AL P2, .. > Dis Giv1 — €., Pir1 — € Pmins - - - > Pmin>

k k

where € > 0 and € — 0. The worst-case ratio under this price sequence can be characterized by

(k) kis1
a;, ;| (¢) = - . (32)
i1 (9 Zjeli) $j + (k= )pmin
Before proceeding to the proof of Theorem 3.3, we first prove Proposition 3.4 and Proposition 3.5.
Proof of Proposition 3.4. Given j € [k — 1], if a](f; <y, we have
. kdj+1
Dgery) 95+ (K= Dpmin > == (33)
We then have
ko; koj
“(-2 _ Pj+2 . _ d_)”z (34a)
J Zselje1] Ps + (k= j = Dpmin =~ Xse[j] Ps + (kK = /)Pmin + $j+1 — Pmin
kb
< 9+ (34b)
k¢j+l [y + ¢j+l ~ Pmin
_ Véjs2 v (340)

Pmin + (1 +y/k) [¢j+1 — Pmin] -
where (34b) holds due to Inequality (33) and the last equality (34c) is based on the design of the threshold values in Equation (16). By
k) o 1o

<vi=j+3...k+1.

following the same step, the worst-case ratios in the following intervals can be shown that a;

Proof of Proposition 3.5. When the first j threshold values are designed based on Equation (17), the worst-case ratio of the i-th interval of
OTA can be shown as
k) _ koi ki

= =y viel[jl (35)

o =
P Dt b+ k=i Dpmin  E[pin + pin(y = D(1+y/k)i1]

In the following, we show OTA with the designed threshold ¢ can guarantee the target consistency and robustness in all three cases.
Case I The prediction is P € [pmin, 1], where p1 = pmin + pmin(n — 1) (1 + r]/k)g*_1 and o* € [k] is the largest index such that
1+(0-1)/(1+y/k)k=o
1+ (=D (1+n/k)”

We first prove that there exists an index o* € [k] when the target consistency and robustness are set based on Equation (10). It is sufficient
to show that Equation (36) holds when ¢* = 1, i.e.,

<L (36)
n

1+(0-1)/(1+y/k)k1
1+(n-1)Q+n/k)
When 1+ (y —1)(1+ y/k)k_1 > 6, Equation (37) holds since we can have
1+(0-D/A+y/0*" _1+0-D/Q+y/D*!
1+(m-1D@1+n/k) ~ ]

<r (37)
n

<L
n

by
+(y=1) (+y/k)*
Then we can construct a function f(y) = %[1 +(n-1)(1+n/k)]-[1+(6-1)/(1+ y/k)k_l]. By noting that f(y) is increasing in [aik), ©0)

When 1+(y—1)(1+y/k)k~1 < 0, we have ¢ = [ln (%)/ln (1 + %ﬂ = k and the corresponding target consistency is =

and f(a,Ek)) =0, we have f((xik)) > 0, which gives Equation (37).
In the following, we start to prove the consistency and robustness by showing that al.(k) (¢) satisfies Equation (12). We can derive the

worst-case ratios al.(k) (¢) given the design of ¢ as

Ci = Pmin +Pmin(’7 -1 (1+ U/k)i_l NAS [i*],
Pmax — Pmin

W’i:i +1,...,k.

ri = Pmin +
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For i € [i*], we have
(k) kc; kc;
a —

i

T ety ¢+ k=it Dpmn  keify

For i = i* + 1, we have

(k) kri*+1 k [Pmin + (pmax _pmin)/(l + y/k)k_i*]
a —

PR Yerir ¢+ (k= )pmin

K [Pmin + pmin(7 = 1) (1 +n/k)"]
1|1+ 0=/ y/0R |
- <7
1+(n-1) (1+n/k)?

where the last inequality is due to Equation (36).

Fori=i*+2,...,k+1, based on Proposition 3.4 and ai(*]:_)l <y, we have ai(k) <yforalli=i"+2...,k+1
Summarizing above results, if P € [ppyin, p1], we have al.(k) <n
(k)

i € [i*] and thus OTA is n-consistent. The worst-case competitive ratio
is maX;e(k41] @, =, and thus OTAy is y-robust.

Case II. When the prediction P € (p1, p2], where py = max{p1, ypmin }- This case exists only when p; < ypmin. In the following, we derive
the worst-case ratios al.(k) given the threshold design

P i=1,...,m"
¢i = ’7m P+(k;m')pmin i=mt e+,
Pmin + (Cm*+1 = Pmin) (1 + U/k)i_m loi=mt 2.0

Pmax — Pmin

(L4 y Rk

ri = Pmin i=i*+1,...,k,

where m* = [k%-‘ and i* is the largest index that ensures ai(*,i)l (¢) = % <y
. k .

For i = 1, ;") = kP/(kpmin) < P2/Pmin < 1.

For i = m* + 1 (noting that ¢; = P, Vi € [m*]),

o0 kems41 _
™A m*P + (k = m*)pmin

Fori=m*+2,...,i*, we have

k .
ai(k) _ ci

k'Cl'
g[pmin + (Cm*+1 = Pmin) (1 + U/k)iim*il]

m*P + Z};:n*ﬂ cj+ (k—i+1)pmin

= ’7'
Fori=i"+1,...,k+1, based on al.(*li)l < y and Proposition 3.4, we have al.(k) <vy.
Based on above results, when prediction P € (p1, p2], we have a(k)

;0 <mi=m"+1,...,i" and thus the consistency of 0TA is 7. Since
maX;e [k+1] ai(k) <y, the robustness is y.

Case III. When the prediction P € (p2, pmax], the worst-case ratios al.(k) can be shown as follows when the threshold values are given by

2i = Pmin + Pmin(y — D(1+y/K)71 i€ [,

P, i=j*+1,...,m"
i = 4 Zielyt) zit(m" —j") P(k—m") pmin
=7

2 , i=m*+1,
Pmin + (Cm+1 — Pmin) (1 + U/k)iim 71: i=m"+2,...,i
Pmax — Pmin
i =Pmint - ——— 7 .7

+ —,
(1+y/k)k‘l+1

where j* = [ln (%)/ln (1 + %)-‘, m* = j*+ {kP/”_kpmi"“;E’;,;jln)(lﬂ/k)j ¥ | and i* is the largest index such that ai(fi)l(qﬁ) =

s

i=i"+1,...,k

krpegy

= <
Dielj*] Zit D jeyy Cit(K=1*) Pmin
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For interval i € [j*], we have al.(k) < y since z; is designed based on Equation (17) in Proposition 3.5. j* is determined as the largest

index such that ¢+ < P < pmax and thus j* < & Note that as the prediction P increases, m* also increases to ensure the consistency. When
P = pmax, we have j* = £ and m* is given by

Pmax — Pmin

. {kpmax/n ~ kpminl1+ (y = D+ y/0fy |

which cannot exceed the total number of available units k. Since the target consistency 1 and robustness y are given in Equation (10), we
have

kpmax/1 — kpmin[1+ (y = D (1 +y/k)¢1/y

Pmax — Pmin

[1+ =D+ PE i+ @-Da-H -1+ (= DA +y0 )y

0-1 ’

and thus the target  and y can ensure m* < k.
For i = m* + 1 (that corresponds to the interval [¢ <11, $m++1)), we have

(k) keme+1

AT S ety 2+ (= P+ (k= ) pin
®
1

<mi=j*+1,...,i" and max;e[j41] @

o

i(k) <yfori=i*+1,...,k+1Dby following the same proof as Case IL
(k)

i

<pfori=m*+2,...,i*and a

(k)

i

Finally, we have a

In this case, the worst-case ratio =y. Thus, OTAy is n-consistent and y-robust.

B.2 Proof of Theorem 3.6

To show the lower bound, we consider a special family of instances, and show that under the special instances, any y-robust online algorithm
at least has a consistency n lower bounded by A(y).

DEFINITION B.1 (REVERSE p-INSTANCE). A reverse p-instance I, consists of a sequence of prices that decrease continuously from pmax to p
and spike to pmax at the end.

Let g(p) : [Pmin> Pmax] — {0,1,. .., k} denote the cumulative trading decision of an online algorithm when it executes the instance Z,
before the compulsory trading in the last step. Since online decision is irrevocable, g(p) is non-decreasing as p decreases from pmax t0 pmin.
In addition, items must be traded at the lowest price ppyin. Thus, we must have g(ppin) = k. Given an online algorithm, let Iﬁi denote the
first instance, in which the algorithm triides the i-th item, i.e., p; = SUP (e [ puvinspunax |:9 () i} P

For any y-robust online algorithm, {p;};c[r] must satisfy

Zje[i—l] ﬁj + (k =i+ 1)pmax
kpi

syi€lk+1l,  pi 2 pmini € [k], (41)

where po := pmax and Pry1 = Pmin- Based on Equation (41), we have for i € [k]

. 1 1 i—1
pi 2 max {Pmax — Pmax (1 - )‘/) (1 + k_y) ’pmin} . (42)

Suppose the prediction is P = ppj,. To ensure consistency under the instance Zp, ., any y-robust online algorithm must have

ALG(Zp,,,)  Die[k] Pi . Zie[g) i + (k = O)pmin

"= OPT(IPmm) - kpmin B kpmin (433.)
i-1
Yie[{] [Pmax—Pmax (1—%) (1+$) + (k = {)pmin
- kpmin (43b)
=0|ly-(y-1) 1+i§—(9—1)1—£ (43c)
=v)ly - vk AR

where { satisfies pmax — pPmax (l - )l/) (1 + @)g_l > Pmin = Pmax — Pmax (1 — )l,) (1 + k—ly)g, which gives { = [ln (eﬁ_g}y)/ln (1 + y_lk)-‘ .
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B.3 Proof of Theorem 3.7

The threshold values y = {/i };c[x] for k-min is a non-increasing sequence y1 > 2 > - -+ > .. We also define Yo = pmax and Vi1 = Pmin
. The threshold ¢ divides the uncertainty range [pmin, pmax] into k + 1 regions. If ; = 41 = --- = ¢/; < ¥/j41, we use j + 1 to index the
interval [/, /j+1). Excluding the compulsory trading at the end, if OTA trades i items, the worst-case price sequence is

U, Yo, Vi Yigl + €, Wik + € Pmaxs - - - > Pmaxs
k k

where € > 0 and € — 0. The worst-case ratio under this price sequence is

Yjeli-11¥j + (k =i+ 1)pmax

(k) (k)
N = 44
; @; () i (44)
We start by proving the two following two propositions.
PROPOSITION B.2. For a given j € [k — 1], if the threshold values after j are given by
Pmax — Pmin L.
;= -, = +1,...,k, 45
Vi = Pmax 1+ 1/(Yk))k_l+1 J (45)
and(pj(.fi <y, then(pi(k)(lﬁ) <yi=j+2,...,k+1
Proof of Proposition B.2. Given that %(13 <y, we have
Dsep Vs + (k= Dpmas < kyyjon. (46)
We then have
(k) Yselj1] Vs + (k= Jj— Dpmax  Dse[j] ¥s + (kK — j)Pmax + ¥j+1 — Pmax
Pir2 = - = - (47a)
kl//]+2 k¢]+2
< kyyjs + ¥je1 — pmax (47b)
kpjra
Pmax + (1 + Y_lk)(‘//j+1 - Pmax)
=y : =Y (47¢)
¢j+2

where the inequality (47b) holds due to inequality (46) and the last equality (47c) is based on the design of the threshold values in equation (45).
k) ) vz i
<y Vi=j+3,...k+1

By following the same step, the worst-case ratios in the following intervals can be shown that ¢;

ProposITION B.3. For a given j € [{], if the first j threshold values are given by

1 1 i-1
y//izpmax—pmax(l—}—/)(l+y—k) ,iel,...,j, (48)

then(pi(k)(lﬁ) <ypi=1...,j.

Proof of Proposition B.3. When the first j threshold values are designed based on Equation (48), Vi € [j], the worst-case ratio of the i-th
interval of OTA can be shown as
(k) _ Zse[i=1] ¥s + (K~ i+ Dpmax _ ky[pmax — pmax(1 = 1/y) (1 + 1/(ky))' ']
¢; = - = - =V (49)
ky; ki
In the following, we show OTA with the designed threshold ¢ can guarantee the target consistency and robustness in the k-min search in
Cases IV-VL

Case IV. When P € [p1, pmax), Where p1 = pmax — Pmax(1 — 1/7)(1+1/(5k))® ~! and o* € [k] is the largest index such that
1= (1=1/n) 1+ ;0"
1= (1-1/0)/(1+ o)k

<L (50)
n

In addition, i* = ¢* and p; = c;+. We derive the worst-case ratios q)l.(k) () given the design

Ci = pmax — Pmax (1= 1/n) (1 +1/(nk))' ™, i e [i*],
Pmax_pmin. ) 'Zi*+1,...,k.
(1+1/(yk))k-i+1

7i = Pmax —
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For i € [i*], we have

(k) Yjeli-11¢j + (k—i+Dpmax  kne;
ke; kce;

For i = i* + 1, we have

(k) _ Zjelir] ¢+ (k= i")pmax kn [Pmax—pmax (1 - %) (1+ ,%k)l ]

i*+1 Pmax ~ Pmin ]

ks = b
Cnfi-a-ymae g’
1= (1-1/0)/(1+ )k

kriy1

<7

where the last inequality is due to Equation (50).

(k)
i*+1 —
< n,i € [i*] and thus OTAy, is n-consistent. The worst-case competitive ratio is

Fori=i*+2,...,k+1, based on Proposition B.2 and ¢ l.(k)
(k)

i

¥, we have ¢ <y foralli=i"+2,... k+1

Summarizing above results, in this case, we have ¢

maX;e[f+1] (pl.(k) =y and thus 0TAy, is y-robust.

Case V. When the prediction P € [p2, p1), where p2 = min{p1, pmax/y}- This case exists only when p; > pmax/y. In the following, we

derive the worst-case ratios (pi(k) given the threshold design

P, i=1,...,m"
ci = m P+(k_km )pmax’ i= m* + 1’
Yl X -
Pmax — (Pmax_cm*+1) (1+1/(’7k))l_m , i= m*+2,-~~,i*,
Fi = Prmax — Pmax — Pmin '=i*+l,...,k,

(1+ 1/ (k)51

where m* = [k%} and i* is the largest index that ensures 401'(*11)1 W) <vy.

Fori =1, = (kpmax)/kP < pmax/P1 < v.

Fori=m*+1,

(k) _ m*P + (k — m") pmax _

m*+1 kem+1
Fori=m*+2,...,i*, we have
1 i-m*—1
o= ke; - ke; -
Fori=i*+1 k +1, based on ¢} < y and Proposition B.2 h k)
= , Pp SY position B.2, we have ¢;"" <.
Based on above results, when prediction P € [pg, p1), the consistency of OTAy is n. Since max;e [+1) qoi(k) <y, the robustness is y.

(k)

i

2i = pmax — pmax (1= 1/y) 1+ 1/(vk)' ™", i€ [j°],

Case VI. When P € [pmin, p2). The worst-case ratios ¢; ~ can be shown as follows when thresholds are

P, i= 1., mt
ci = Zie|j) zi+(’"*_;;)P+(k_m*)Pm“, i=m*+1,

Pmax — (Pmax — Cm+1) (1+ 1/('7k))i_1 s i=Emt 42,0
Fi = pmax — —DmAX T Pmin ey g

T (14 1/ (pk))k

kpmax[1-(1=1/y) (1+1/ (yk))" 1-kPp

Pmax -

,and i* is the largest index such that ¢ l(,ﬁ)l (¥) <

where j* = [ln (lz}i/—l‘l;‘)‘/“’“‘)/ln(l + 1/(yk))],andm* =j*+
Y-

For interval i € [j*], we have ¢
index such that ¢/« > P > ppin.

(k)

; <y since z; is designed based on Equation (48) in Proposition B.3. j* is determined as the largest
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For interval i = m* + 1 (i.e., [j+41, Ym*+1)), we have

*) Z]G[]*] zj+ (m* —j*)P+ (k- m*)pmax

m*+1 kcm*+1
Finally, we have (pi(k) < nforinterval i =m* +2,...,i" and <pi(k) <y forinterval i = i* +1,...,k + 1 by following the same proof as Case
V.
In this case, the worst-case ratio q)l.(k) Smi=j*+1,...,i" and max;e (4] (pl.(k) = y. Thus, OTAy, is n-consistent and y-robust.

C PROOFS ON ONLINE SEARCH WITH INVENTORY DYNAMICS
C.1 Proof of Lemma 4.3

First, we can observe the inventory dynamics is enforced in Line 15 of Algorithm 2. Since the online decision is x; = max {Z jeli] xf"’] ) sdy — Sp—1 }

(Line 14), we have x; > d; — s;—1 and thus s; > 0,Vt € [T]. Therefore, we only need to check the capacity constraint of the inventory. For
any t in a busy period of the n-th interval with i parallel online search problems, observe

s = 2 (nj) _}:i ()
j=2
(ni) _ NV () _ () _
s§j:1k EFZk =km) =

— 1 denotes the number of purchased items of the j-th online search problem up to time ¢, and m(n 7)1 < k) in the online

(n.j)

where m

¢
search problem. Thus, Z;:l (m(™) — 1) and Z;zz k(™J) represent the total number of purchased items and the total demand from the start
of the busy period to slot ¢, respectively. Thus, the inventory level never violates the capacity constraint.

C.2 Proof of Lemma 4.4

The total cost of the online algorithm can be upper bounded by the costs of purchasing items during the busy period and idle period. In
the busy period of interval n, there are a total of i,, virtual search problems and the i-th problem buys m{™1) _ 1 jtems. Since each virtual

search problem buys items based on the OTA, the price of j-th purchased item of problem i in interval n is at most ¢;n’i). Thus, the cost of

busy period is upper bounded by ¥ ,c[N] Zie[i,] ng [m(mi) —1] lﬁ](-n’i). In addition, the price of purchasing items in the busy period is upper
bounded by pmax. Thus,

AG(T) < ) Z >yt [Z di+st— » Y (m("’i)—l)]pmax (54a)

ne[N]i€lin] je[mni -1] te[T] ne[N]ie€li,]

SDIID 3 I YRRV PR A
]

ne[N]i€lin] “je[m(n) -1]

+ [R + 7] pmax, (54b)

where R := Yye7) dt = Zne[N] Zielin] K™ = Znen) 2teqo dr — NB.

C.3 Proof of Lemma 4.5

Let F($p, yn) denote the cost of the offline optimum in the busy period of the interval n, where $, is the initial inventory in the beginning of
the interval n and yp, is the number of purchased items in this busy period. Let F*(3p, yn) denote the minimum cost of purchasing y, items
with initial inventory §, in the busy period of interval n without considering the price and demand of other intervals. Then we can have

Fn(3n,yn) 2 F(3n. yn) = F(0,yp), ¥ € [N], (55)

where the first inequality is by definition and the second inequality is because a lower initial inventory gives more flexibility to minimize the
cost of purchasing the same amount of items.
Further, we can have, for all n € [N],

Fa (0’ Zie[in] k("’i)) = Fa(0.9n) < (ZiE[in] k) yn) 1%' (56)

Note that 3c[; ] k(™) s the sum of inventory capacity and the total demand in the busy period. Thus, y, < Y;c [in] k(™D In addition,
pmax
14

there must exist prices no larger than in the busy period. Therefore, above inequality holds since the price for purchasing any additional

items in the busy period by the cost minimum algorithm will be no larger than b ‘;‘,“X . In addition, we have

* (n,i) (n,i) 1. (n, 1)
Fn (O’ZiE[in] k ) = Zie[in] lpm(nl)k (57)

404



E-Energy ’24, June 04-07, 2024, Singapore, Singapore Russell Lee, Bo Sun, Mohammad Hajiesmaili, and John C.S. Lui

because 1//( () is the minimum price of the i-th virtual search problem of interval n in its lifecycle. Combining Equations (55)- (57) gives
e SR DI (59)
The offline optimal cost can be lower bounded by
OPT(I) > Znem] Fn(8n. yn) + [ZtG[T] dr - Znem yn] p”;ax (59a)
2 Detn) Do Vaso k0 + e, (590)
Pmax

where the first inequality holds since the minimum price during idle period is , and the second inequality is obtained by substituting

inequality (58).

D CONTINUOUS VERSION OF ONLINE SEARCH WITH INVENTORY DYNAMICS

We present algorithms and results for the continuous version of the online search with inventory dynamics (0SID). In this problem, integral
constraints on the purchasing decisions and inventory levels are relaxed, i.e., the constraint (24e) is relaxed to x; > 0,s; > 0,Vt € [T].
We show that the learning-augmented algorithm for 0SID (i.e., Algorithm 2) can be extended to solve the continuous OSID and achieve
the Pareto-optimal trade-off between consistency and robustness. In Section 5, we further apply the extended algorithm to solve the
storage-assisted energy procurement problem for data centers in the electricity markets.

Learning-augmented algorithm for continuous 0SID. We use a modified Algorithm 2 to solve the continuous OSID. Specifically, we choose
a large integer K as an additional input. In this algorithm, for each created virtual search problem (n, i) with prediction P e treat it as
a (K, P("))-search problem, and use the threshold values (K, p(ni)) designed in Equations (21)-(23) to solve each virtual problem in line 8
to line 13 of Algorithm 2. Then we change the online decisions in line 14 by scaling them back from the virtual problems, i.e.,

xt("’j> k()
X; = max ———dr =S¢, (60)
o K
Jjeli]
where k(1) is the capacity of the virtual search problem.

Consistency-robustness results. We first note that K-min search (K — o0) is a special case of the continuous 0SID. Based on Theorem 3.6,
we can have the following lower bound result.

CoroLLARY D.1. For continuous OSID with predictions, any y-robust deterministic learning-augmented algorithm must have a consistency
lower bounded by A(y) =y — (0 — 1) [1 yln (9 6'/)/)]
Based on this lower bound, for a given A € [0, 1], we set the target consistency and robustness as
YO =0l + (1= -0, 1) = A ), (61)
(e0)

where ¢, ’ is the optimal competitive ratio of K-min search (as K — o), and is the solution of VO _ ex P ( )

1/ ®
Based on upper bound results in Theorem 3.7, we further have the consistency-robustness result for the modified Algorithm 2.

CoroLLARY D.2. Given A € [0, 1], the modified Algorithm 2 (with K — ) is ry("o) (A)-consistent and y(o") (A)-robust for the learning-
augmented continuous OSID when Yk p(-) are given by Equations (21)«(23). The modified Algorithm 2 is Pareto-optimal.

As a remark, the existing work [27] studies this continuous 0SID and designs an online algorithm that achieves the optimal competitive
ratio. Algorithm 2 can be considered as the learning-augmented extension for the worst-case optimized algorithm. In addition, Algorithm 2
can also achieve the optimal competitive ratio for 0SID when we set A = 1 to ignore the predictions.

E k-SEARCH EXPERIMENTAL RESULTS IN GENERAL FINANCIAL MARKETS

We present our main results for the application of trading in electricity markets, but our algorithms are applicable to general online search
problems. In the additional experiments in this section, we evaluate our algorithms for learning-augmented k-search in a general financial
market. We use a 5-year history of Bitcoin (BTC) prices collected from the Gemini Exchange [11] in this application.

E.1 Experimental setup

We consider the problem of buying or selling BTC over 3-week trading periods. Prices are observed every 10 minutes such that T = 3024.
We set the units available to be traded to k = 100. The price limits pmax and pyin are conservatively set according to the maximum and
minimum over the entire 5-year period. To generate a prediction P, we use the observed maximum (or minimum) exchange rate of the
previous instance. To evaluate the impact of prediction quality, we adjust the prediction error level with a scalar value between 0 and 1,
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Figure 5: Comparing algorithms for k-max search.
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Figure 6: Comparing algorithms for k-min search.

where 0 indicates perfect predictions and 1 indicates non-adjusted predictions. Although BTC has experienced drastic price fluctuations,
these occurrences are still rare. Therefore, to evaluate the performance in worst-case settings, we define an instance p—hard by giving it a
fixed probability p of observing the worst-case price in the last time slot.

E.2 Comparison algorithms
We compare the following four algorithms.

> (OTA-on) The worst-case optimized online algorithm that does not take into account predictions, but guarantees optimal competitive
ratios.

> (OTA(A*)) Our proposed algorithm with the best possible hyper-parameter A* chosen offline. This algorithm is not practical since it is
fed with the optimal parameter, but it represents the best improvement from available predictions.

> (OTA(A21F)) Our proposed algorithm that uses an online learning algorithm (i.e., adversarial Lipschitz algorithm [20]) to adaptively
select A.

> (base(A217)) The baseline algorithm that is introduced in Section 2.3 and uses the same online learning approach to select A.

406



E-Energy ’24, June 04-07, 2024, Singapore, Singapore Russell Lee, Bo Sun, Mohammad Hajiesmaili, and John C.S. Lui

—*k-max ]
—k-min

o0

@)

.
‘

Empirical Ratio
N

S
F -

jﬁﬁﬂ
1.0 2.0 3.0
6 Multiplier

Figure 7: Impact of price uncertainty

!

m]
4.0

D
W

——0TA;(A = 0)
—0TA¢(/\ =0.6)
—0TA¢()\ =0.9)
——0TA;, — on

99th Percentile Cost Ratio

0 25 ) 715 1
Prediction Error €

Figure 8: Impact of prediction quality

E.3 Experimental results

We compare the empirical competitive ratios of four algorithms for k-max and k-min search problems in Figures 5 and 6, respectively.
Figures 5(a) and 6(a) show OTA(A21F) can make the best use of prediction among all algorithms and benefit most as the prediction quality
improves (from 0.8 to 0.5). In addition to incorporating good predictions, 0TA(A21f) also maintains the best robustness, which degrades
slowly when the instances become harder, as shown in Figures 5(b) and 6(b). Thus, the experiments show the good potential of 0TA(A21f) to
achieve the best of both worlds. Since k-max and k-min are known to have different worst-case performances [18], we further compare
OTA(A21) for k-max and k-min. The empirical performance of k-min is generally worse than k-max, which is most apparent for larger
values of uncertainty parameter 6 in Figure 7. This is consistent with the worse consistency-robustness trade-off of k-min as shown in
Figure 1. In Figure 8, we further investigate the impact of prediction quality on the worst-case performance of our algorithms. Specifically, we
consider 100 instances of k-max search while adding prediction errors € (normalized by pmax — Pmin), and report the 99-th percentile of the
empirical ratios. We can observe that even when the prediction is almost incorrect by (pmax — Pmin)/2, our algorithms can still outperform
the worst-case optimized algorithm OTA-on.
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