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Nonparametric Mixture MLEs Under Gaussian-
Smoothed Optimal Transport Distance

Fang Han™, Zhen Miao™, and Yandi Shen

Abstract— The Gaussian-smoothed optimal transport (GOT)
framework, pioneered by Goldfeld et al. and followed up by
a series of subsequent papers, has quickly caught attention
among researchers in statistics, machine learning, information
theory, and related fields. One key observation made therein
is that, by adapting to the GOT framework instead of its
unsmoothed counterpart, the curse of dimensionality for using
the empirical measure to approximate the true data generating
distribution can be lifted. The current paper shows that a
related observation applies to the estimation of nonparametric
mixing distributions in discrete exponential family models, where
under the GOT cost the estimation accuracy of the nonpara-
metric MLE can be accelerated to a polynomial rate. This is
in sharp contrast to the classical sub-polynomial rates based
on unsmoothed metrics, which cannot be improved from an
information-theoretical perspective. A key step in our analysis
is the establishment of a new Jackson-type approximation bound
of Gaussian-smoothed Lipschitz functions. This insight bridges
existing techniques of analyzing the nonparametric MLEs and
the new GOT framework.

Index Terms— GOT distance, nonparametric mixture models,
nonparametric maximum likelihood estimation, rate of conver-
gence, function approximation.

I. INTRODUCTION

ET f(x|60) be a known parametric density function with

respect to a certain (counting or continuous) measure and
Xi,...,X, be niid. observations drawn from the following
mixture density function,

holz) == / F(x]0)dQ(0), 0

where @ is unspecified and termed the mixing distribution
of §. Our goal is to estimate the unknown () based on
Xi,...,X,,. This is the celebrated nonparametric mixing
distribution estimation problem, which has been extensively
studied in literature [2]. The focus of this paper is on studying
the estimation of () in the case of (identifiable) discrete expo-
nential family models [3], i.e., f(x|0) taking the following
form that is known to us:

f(x]0) = g(O)w(z)6”, 2
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with z = 0,1,2,..., w(z) >0 forall z > 0, and 0 < 4 <
(a known fixed constant) 6. < 6,, where 6, € (0, 00] is the
radius of convergence of the power series 6 — >~ w(z)6”
and ¢(-) is analytic in a neighborhood of 0. This model
includes, among many others, Poisson and negative binomial
distributions. We assume throughout the paper that the support
of the true mixing distribution @ is contained in [0, 6.].

Estimation of () under the discrete exponential family
models has been extensively investigated in literature through,
e.g., the use of nonparametric maximum likelihood estimators
(MLEs) [4], method of moments [5], Fourier and kernel
methods [3], [6], [7], and projection methods [8], [9], [10].
Of particular interest to us is the MLE-based approach, partly
due to its asymptotic efficiency under regular parametric
models. In the case of nonparametric mixture models, the MLE
can be written as

~

Q = argmax Zlog h@(XZ-), 3)
Q on [0,6] j=1

which is a efficient
algorithms [4]. R

Although a proof of the consistency of ) has been standard
now (cf. [I1]), of central importance to statisticians and
machine learning scientists in making inference based on @)
is its rate of convergence. It is by now well-understood that
the estimation of () and many other deconvolution-related
problems suffer from a sub-polynomial rate. In this regard,
[3] established the first minimax lower bound, indicating
that, at the worst case, it is impossible for the MLEs to
achieve a polynomial rate if measured using regular metrics
such as the total variation distance and the optimal transport
distance (OT; in this paper restricted to the Wasserstein-1
distance W1); see also [12], [13], [14] for slow rates in
other deconvolution problems. More recently, it was shown
that for Poisson mixtures, the minimax rate of convergence
under the W, distance is loglogn/logn and could indeed
be achieved by MLEs [15]. The aforementioned slow rates
demonstrate that the estimation of @) suffers severely from its
nonparametric structure.

Interestingly, a similar fundamental “curse” also exists in
using the empirical measure P, of an independently and
identically distributed (i.i.d.) sample of size n to approximate
the true data generating distribution P in R¢. First studied by
Dudley [16] and then refined in a series of recent work [17],
[18], [19], [20], it is now well known that under some
moment/regularity assumptions on P, the minimax rate under
the W, distance is n~'/? as d > 2. Partly motivated by
a problem of estimating information flows in deep neural

convex problem with solving
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networks [1], [21] introduced a new distance W named the
Gaussian-smoothed OT (GOT) distance, which is defined by

WP (Q1,Q2) := Wi(Q1 % Ny, Q2 % Ny). 4

Here N, is short for the Gaussian distribution A(0,0?).
In words, WY proceeds by first smoothing the target distri-
butions (P, Q) via Gaussian convolution, and then computing
their W, distance. The GOT distance, like its unsmoothed
counterpart, is a metric on the probability measure space with
finite first moment that metrizes the weak topology. In addi-
tion, both WY and the corresponding optimal transport plan
converge weakly to the corresponding unsmoothed versions
as the smoothing parameter 0 — 0 (cf. Theorems 2, 3,
and 4 in [22]).

Under this new distance and with some further moment
conditions on P, [1] was able to prove an upper bound of
WY (P, P) that is of the best possible root-n order and thus
overcomes the curse of dimensionality faced with the classical
unsmoothed scenario. Subsequent developments establish the
weak convergence of W{ (P, P) to a functional of a Gaussian
process [23], weaken the moment assumption [24], and study
high noise limit as 0 — oo [25].

One of the main contributions of this paper is to prove that
an observation similar to what was made in [1] occurs to the
nonparametric mixture MLEs, i.e., under some conditions on
w(-), we have

sup  EWY(Q,Q) < C(o,0.,w)n "), (5)
Q on [0,0%]

where C' and 7 are two positive constants only depending on
{0,0.,w} and {0, w}, respectively. Our result thus bridges
two distinct areas, namely nonparametric mixing distribution
estimation and empirical approximation to population dis-
tribution; in the earlier case, GOT is shown to boost the
convergence rate to polynomial, while in the latter case GOT
overcomes the curse of dimensionality.

The main technical step in our proof of (5) is a
new Jackson-type bound on the error of degree-k polyno-
mial (for an arbitrary positive integer k) approximation to
Gaussian-smoothed Lipschitz functions with a bounded sup-
port. Our result thus extends the classic Jackson’s Theorem
(see [26]; Lemma 15) and paves a way to leverage existing
technical tools of analyzing the nonparametric MLEs, devised
in an early draft written by some of the authors in this
paper [15, Sec. 6].

Notation: For any positive integer n, let [n] := {1,...,n}.
Let Z denote the set of all nonnegative integers. For any two
distributions @); and @ over R, let Q; * Q> represent the
convolution of Q1 and Qa, ie., Q1 *x Q2(A) = [ [La(z +
y)dQ1(x)dQ2(y), with 1.(-) standing for the indicator func-
tion. For any two measurable functions f,g on R? f % g
represents their convolution, i.e., fxg(z) = [ f(z—y)g(y)dy.
For any function f : R — R and o > 0, let f(®) represent
the a-time derivative of f. With the help of Kantorovich-
Rubinstein formula, the OT (i.e., Wasserstein W) distance
between Q1 and () is as

Wi(Q1,Q2) :== sup

£€Lip,

[ 1o - daw)
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where the supremum is over all 1-Lipschitz functions (under
the Euclidean metric || - ||) on R¢. The GOT distance W{ is
defined as

Wla(Qh Q2) = Wl (Ql *N(O’ O-QId)a QQ *N(Ov 0.21(1))7
(6)

where N(0,021,) is the d-dim Gaussian distribution with
mean 0 and covariance o2I;. Let ¢, denote the density
function of A'(0,0%1,), whose dimension will be clear from
the context. Let P(R?) represent the set of all Borel proba-
bility measures on R¢ and P;(R?) be the subset of P(R?)
with elements of finite first moment. Throughout the paper,
C,C",C", ¢, c are used to represent generic positive constants
whose values may change in different locations.

Paper Organization: The rest of this paper is organized
as follows. Section II gives the preliminaries on the studied
nonparametric mixture models and the MLEs. Section III
delivers the main results, including the key technical insights
to the proof. Section IV collects the main proofs, with auxiliary
proofs relegated to Section V.

II. PRELIMINARIES
A. Nonparametric Mixture MLEs

Estimating the mixing distribution is known to be sta-
tistically challenging in a variety of nonparametric mixture
models including the Gaussian [27], binomial [28], [29],
and Poisson [15] ones. Specific to the discrete exponential
family models in the form of (2), the following log n-scale
information-theoretical lower bound formalized this difficulty
under the standard unsmoothed W; distance. We present its
proof in Section IV-B.

Theorem 1 (Minimax Lower Bounds Under W1 Distance):
Let n > 2 and (Xy,...,X,,) be an ii.d. sample generated
from the mixture density function hqg defined in (1).

(a) For any f(x|0) taking the form (2), we have
EW1(Q,Q) >

~ logn’

c

inf sup

Q Q on [0,6.]
where the infimum is taken over all measurable estimators
of the mixing distribution @) with support on [0, #,] and
¢ = ¢(f,) > 0 only depends on 0,.

(b) (Theorem 6.2 in [15]) Suppose further f(xz|0) =

e~%07 /! is the probability mass function of the Poisson
distribution with mean parameter 6. Then

)

. c loglogn
inf sup —_—
Q Q on [0,0.]

EW1(Q,Q) >

)

logn

for a constant ¢/ = ¢/(#,) > 0 depending only on 6,.

Remark 2: In (2), the condition “w(z) > 0 for all x € Z”
is a sufficient condition to ensure the identifiability of @ in (1).
Similar conditions were also posed in, e.g., Corollary 1 in [3]
and Corollary 1 in [6]. As a matter of fact, Theorem 1(a)
in [30] showed that, if there exists some xy € Z4 such that
f(z|6) = 0 for all z > xy and 6 € [0,6,], then Q is
not identifiable, i.e., there exist at least two distinct mixing
distributions Q1, Q2 over [0, 6. such that hg, = hg,. On the
other hand, it is straightforward to generalize Theorem 1 to
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the case of “w(x) > 0 for all x > x( for some xg € Z, that
is known to us”.

In the past several decades, methods that provably (nearly)
achieve the above minimax lower bounds have been proposed;
cf. [3], [9], and [10] among many others. However, none
of the above methods is likelihood-based, partly due to the
theoretical challenges faced with analyzing the nonparametric
MLESs. A major breakthrough towards understanding the rate
of convergence of nonparametric mixture MLEs was made
in [29] for the binomial case and [15] for the Poisson case.

The following theorem provides an extension of
Theorem 6.1 in [15] to cover general discrete mixture
models of the form (2). We present its proof in Section IV-C.

Theorem 3 (Minimax Upper Bounds of MLEs Under W1
Distance): Let (X1,...,X,) be an iid. sample generated
from the mixture density function hqg defined in (1), and @
be the MLE defined in (3). The following are true.

(a) If there exists some C' > 1 such that 1/w(z) < C* for all
x € Z., then there exists some C' = C’(f,,C) > 0 such
that

EW,(Q.0) < =

sub ~ logn’

Q on [0,64]
(b) If there exists some C > 1 such that 1/w(x) < (Cx)“*

for all integers z > 1, then there exists some C' =
C'(6.,C) > 0 such that

!
EW,(Q,0) < Z1oslosn

sup

Q on [0,60,] logn

Remark 4: Theorem 3 is concerned with two types of tails
conditions (exponential and super-exponential) for 1/w(x);
they are classical and ensure the identifiability of @ as
discussed in Remark 2. Similar conditions were posed in
Theorem 4 in [3], Corollary 1 in [6], Theorem 1 in [7], and
Corollary 1 in [10].

Remark 5: It is straightforward to verify that, after some
standard operations including location shift, point mass infla-
tion, and reparametrization, Theorem 3(a) applies to, e.g., the
(zero-inflated or C-truncated) negative binomial, the logarith-
mic [31], the lost games [32], as well as the generalized
Poisson, negative binomial, and logarithmic [33] distribu-
tions; Theorem 3(b) applies to, e.g., the (zero-inflated or
C-truncated) Poisson as well as the Poisson polynomial [34]
distributions.

B. The GOT Distance

Theorem 1 suggests that, under the W; cost, the sub-
polynomial rate in estimating the mixing distribution of a
nonparametric mixture model is information-theoretically opti-
mal. As a matter of fact, the conclusion of Theorem 1 goes
beyond the discrete exponential family models studied in this
paper; cf. Proposition 8 in [27] for a similar phenomenon in
the nonparametric Gaussian mixture models.

Revising the Wasserstein distance through convolu-
tion/smoothing has a long and rich history. In probability
theory, this is interestingly related to heat semigroup operators
on Riemannian manifold [35], which reveals its connection to
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the Ricci curvature. More recently, stemming from the interest
in estimating the mutual information of deep networks, [21]
initiated the study of GOT distances, introduced as a smoothed
alternative to the classic OT metric.

Indeed, the GOT distance is now known to be able to
effectively alleviate some undesired issues associated with the
OT distances. Let us start with the following simple fact, that
the Wj-distance is non-increasing under convolution.

Lemma 6: Consider p1, 1o, v € P1(R?) be arbitrary three
Borel probability measures on R? with finite first moment.
We then have

Wi(p * v, po * v) < Wi(pa, p2).
Proof: Recall the duality definition of W1 (1, p2) as
Wi, p2) = inf E[| X =Y,

with the infimum is taken over all couplings of (X,Y’) such
that X ~ p; and Y ~ po. We then consider any such (X,Y)
and assume Z to be independent of (X,Y") and follows the
distribution of v. Then it is immediate that

Wi (pr x v, po x V) SE[(X + 2) = (Y + 2)[| = E[| X =Y,
and accordingly (by taking infimum over all such (X,Y))

Wi(p * v, pg x v) < Wi, p2).

This completes the proof. |

Lemma 6 confirms that the GOT distance is no greater
than the original OT distance, but it does not quantify the
difference. For that purpose, the existing literature has pro-
vided us with an interesting example, i.e., in approximating the
population measure using the empirical one. In detail, suppose
P, is the empirical measure of P, and both are supported on
R with some integer d > 3. Theorem 1 in [19] showed that

sup EWi(P, P,) =< n~e,

P:Ep||X|?<oco
which is faced with severe curse of dimensionality as the
dimension d becomes larger. In a recent paper of [1], the
authors showed that, via appealing to the GOT one, this curse
can be effectively handled. More specifically, they proved that,
as long as P is sub-gaussian with a fixed subgaussian constant,
we have

EW? (P, P,) <n~/2,

which is the parametric rate of convergence. See also [23] for
the limiting distribution of \/nW7{ (P, P,) as well as [24] for
the relaxation of the moment conditions on P.

The purpose of this paper is to present the second and also a
statistically interesting example, for which adopting the GOT
distance can significantly accelerate the convergence rate of a
statistical procedure.

IIT. MAIN RESULTS

The following theorem is the main result of this paper.

Theorem 7: Let (X1,...,X,,) be an i.i.d. sample generated
from the mixture density function hg defined in (1), and
@ be the MLE introduced in (3). Suppose that there exist
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some positive constants ¢y, ¢, c3, C1, Cy, C3 depending only

on w(-) such that one of the following two conditions holds,
1) g <1/w(x) <C,C% forall x =1,2,..

(i) c1c5z® < 1/w(z) < C1C52°® for all x = 1,2,.. ..

Then we have

sup EW?(Q,Q)<C-n°.
Q on [0,0,]
Here C' = C(O’, (9*, C1,C2,C3, C1, 02, Cg) and ¢ = 0(9*, C3,
C5,C3) are two positive constants.

Remark 8: Let us point out some results in the nonpara-
metric mixture model literature that are relevant to ours.
Reference [36] studied the convergence of h@ to hg in a
specific nonparametric Poisson mixture model based on the
regular unsmoothed distance. They observed that the con-
vergence rate can be nearly parametric; cf. Proposition 3.1
therein. This observation is particularly relevant to ours as the
map () — hg is intrinsically also “smoothing” the probability
measure. The Gaussian analogue of this result was derived
in [37] and [38], which showed that the nonparametric MLE
achieved near-parametric convergence for mixture density
estimation when the mixing distribution has bounded/sub-
Gaussian tails. A similar observation was made in [27], which
studied the estimation of mixing distributions in (finite) Gaus-
sian mixture models via a method of moments. In particular,
their Lemma 8 considers bounding the chi-squared distance
between two Gaussian mixtures with sub-gaussian mixing
distributions whose first kK moments are identical. Their bound
suggests a similar exponential-order improvement as ours.
However, it is clear from the context that the proof techniques
in [36], [37], [38], and [27] are distinct from the current paper,
where, as we detail next, the conclusion is arrived via a new
Jackson-type bound.

Remark 9: From a methodological perspective, one may
interpret Theorem 3.1 as a motivation to use Gaussian
smoothing for studying mixing distribution-related statistical
properties. In practice, this insight has partly helped the
authors in a separate study of autism spectrum disorder [15],
[39]. There the problem of interest is to identify differen-
tially expressed genes based on brain single-cell data, which
were modeled using nonparametric Poisson mixtures. Refer-
ence [15] found that, compared to the unsmoothed version,
there are extra biologically plausible genes discovered based
on Poisson-smoothed nonparametric MLEs, which are natural
counterparts of the Gaussian-smoothed ones investigated in
this paper. See the discussions before Theorem 2.1 in [15] for
more details.

Remark 10: In Theorem 7 the explicit value of ¢ was not
exposed. For readers of interest, considering ¢ € (0,1) to be
an arbitrarily small positive constant, the largest possible ¢ we
can obtain for the Poisson mixture is

1/10 — ¢

and for negative binomial mixture is

{2{1+2~£§Z§’3H_1 —e,

recalling that 6, € (0,1) in this case.
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We present the proof of the above two claims in
Section IV-E. While we have not been able to pin down
the sharpest possible value of c, it is our conjecture that for
any fixed o, the best possible rate under W7, at least in the
Poisson case, should be the parametric rate n~/2 up to some
logarithmic factors. In other words, the parametric rate as
was observed in [1] is also (up to some logarithmic terms)
recoverable in the setting of nonparametric mixture MLEs
considered in this paper. An improvement of the current upper
bound analysis calls for the parametric convergence rate of the
nonparametric MLE under linear functionals (e.g., polynomial
functionals). There has been some recent work (e.g., [27], [40])
that studies the estimation of linear functionals in deconvolu-
tion problems, but to our best understanding this is still open
for the nonparametric MLEs.

Next we give a proof sketch of Theorem 7, which shares
some common steps with that of Theorem 3. Invoking the
same argument that was used in the proof of Theorem 6.1(a)
in [15], for any given 1-Lipschitz function ¢(-) such that
£(0) = 0, we introduce the following function to approximate
it,

k
0:(0) = byof(x]6), for by € R and 6 € [0,6.],
=0
where k is an integer to be chosen later. In the unsmoothed

case, some straightforward manipulations (see Section IV-C
for details) then yield

MQQ) < swp {2 swp |0)~Eu(0)]

£€Lip, £(0)=0 - 0€[0,0,]

|3 e (o) - 1)
=0

k
| Y bea (@) = ng@) [} ®
=0
where h°(z) = n71Y"  1(x = X;). The last two

terms of (8) can be handled by concentration arguments (see
Lemma 17): with high probability,

| S b (ho(@) = n*@))| v | b (n (@)~ hg(@)),|

=0 =0
< MaXo<a<k |bse
~ nl/2—e ’

where € > 0 is some small constant. It remains to bound the
coefficients maxo<z< |bs¢| and the approximation error in
the first term of (8). To this end, we apply a Jackson-type

bound (see Lemma 12) and obtain:
s sup [60) - T(0)| <C/k, O
¢€Lip,,£(0)=060€[0,0,]

and,

< C* max

0<z<k {ﬁ}’

sup max

b:r,é
£€Lip, ,£(0)=0 0<z<k

where C' > 0 is independent of k and /. After plugging
in the two types of tails of 1/w(-), balancing the above
two terms yields the optimal choices of £ ~ logn or
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k ~ logn/loglog n, leading to the two sub-polynomial
bounds of EW;(Q, @) in Theorem 3.

With these concepts in mind, let us move on to the smoothed
case where the GOT distance is used. Similar to the derivation
of (8) and further noting that [ ¢d(Q * N,) = [ £,dQ with
Ly =L % ¢, one can show that

W7 (Q,Q) <

sup {2 sup |£,(0) — £,(0) — Zk(ﬁ)’

¢€Lip,,£(0)=0 0€[0,0.]

4-’jf:bme(hQ(x)-hd”(x))‘
=0

+ ] zk: bs (h"bs(x) - h@(m))‘}.
=0

The last two terms in (10) can be similarly handled as in (8),
and it remains to control the first term. Up to some negligible
terms, we prove the following approximation bound (see
Lemma 11 for precise statement):

(10)

sup |£o(0) = €o(0) — pr(6)| < K72,
0€la,b]

In contrast to the linear convergence in the classical
Jackson-type bound (9), the above bound states that approxi-
mation to Gaussian-smoothed Lipschitz functions by degree-k
polynomials is super-exponentially fast, hinting a substantial
gain of convergence speed whence GOT distances are used
to quantify the distance. We present the proof of the above
bound in Section V-A, which is based on a general recipe of
Devore (cf. Lemma 13) that bounds the approximation error
by the modulus of continuity of (the derivatives of) the target
function. We refer to Section IV-D for the complete proof of
Theorem 7.

IV. PROOFS OF MAIN RESULTS

In the subsequent proofs, we sometimes drop the track of
dependence on C, C’ for simplicity.

A. Approximation Results

This subsection collects all the approximation results used
in our proof. Lemmas 13-15 are standard in the literature, and
we provide the proofs of Lemmas 11 and 12 in Section V
ahead.

Lemma 11 (Polynomial Approximation of Gaussian-
Smoothed Lipschitz Functions): Let 0 € [a,b] C R be a
bounded interval and let ¢(-) be a 1-Lipschitz function over
[a,b]. For any o > 0 and integer k > 1, there exist a constant
C = C(a,b) > 0 only depending on a,b and a polynomial
pr(+) of degree at most k such that

sup |l (0) = £5(0) = pi(0)| < Ceor - [M} e
0€la,b] b—a
where we recall that ¢, := ¢ x ¢, with ¢, standing for the
density function of N (0, 02).

Lemma 12: For any integer k > 1 and 1-Lipschitz function
6 — £(6) on [0,6,] with £(0) = O, there exists some

7827

00) = YF_, b f(2]6) such that maxge(o,) [€(8) — £(0)] <
C/k, and

max

be] < C*- max 1/w(z),
z€[0,k] 0<z<k

where C' > 0 is independent of k and ¢(-).
Lemma 13 (Theorem 6.2 in Chapter 7, [41]): For any int-
eger r > 1, let

WL ([-1,1]) := {111 [-1L,1] —R: 111(“1) is absolutely
continuous and the supremum of 4" on [—1,1] is ﬁnite}

be the Sobolev space on [—1,1]. For functions f €
WZ (-1, 1]) and any integer k > r, there exists a polynomial
pi of degree at most &k such that

70) = pr(0)] < CETw(1 0,17,

sup
fe[—1,1]

where C > 0 is a universal constant and

W(f0 k) = 7O:) ~ 10 02)]

sup
01,02:101 —02|<k—1

Lemma 14 (Chapter 2.6 Equation 9 in [42]): Suppose
k€ Zy and 0 — pp(0) = F_, 0% with coefficients
{c.}F_, C R. Then

ka?
el < 3 max pu(0)| < o ma [pe(6)]

Lemma 15 (Jackson’s Theorem, Lemma 10 of [43] or
see [41]): Let k > 0 be any integer, and [a,b] C R be any
bounded interval. For any 1-Lipschitz function ¢(-) on [a, b],
there exists a constant C' independent of k, ¢ such that there
exists a polynomial py(-) of degree at most k such that

16(0) — pe(0)] < CV/(b—a)(0 —a)/k, VO € [a,b].  (11)
In particular, the following norm bound holds:
sup 0(8) — pu(8)] < C(b—a) /. (12)

0€a,b]

Combining with Lemma 14, it follows that the coefficients of
pr(0) are bounded by e*O(|b — a| + £(a)).

B. Proof of Theorem 1

The proof of part (a) is based on Le Cam’s two-point method
(cf. Chapter 2.3 in [44]) and uses the following proposition.

Proposition 16 (Lemma 3 in [28], Proposition 4.3 in [29]):
For any positive integer k£ and any M > 0, there
exist two distributions Py, P, with support in [0, M]
such that P;,P, have first £ moments identical and
Wi(Pr, P2) > M/(2k).

We first upper bound ¢(®)(0)0%/x!. Note that g(6) is an
analytic function of 6 and ¢g(0) # 0, so that it must have
an analytic inverse in the neighborhood of 0. Therefore, there
exist positive constants C’ and C' depending only on w(-) and

6. such that
l9®(0)6% /2!| < C"(C +1)*, forall z=0,1,2,....

(13)
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We then combine (13) with Proposition 16 to finish the
proof. On one hand, for any k¥ = 1,2,..., Proposition 16

guarantees the existence of two distributions @)1,Q2 over

[0,6./(C + 3)] such that

/GIdQl(G) = /HIdQQ(G), for all = € [k],

and W1(Q1,Q2) > 0./(2(C + 3)k). On the other hand, the
total variation distance between hg, and hq, satisfies

TV(th, hQ2

1 0. /<c+s)
SN

9 /(C+3)
_/0 g(e)w(x)efsz(@‘
< iw(x) > Wnifo)(cig)m
— mimA4z>k+1
v . C m
< Z <C+3) m:mékﬂc (071;)

Cl(gié) IZ:() (.T)Hf:C’g((g*)—1(gi—&+—§>k.

Picking k£ =< logn so that

Yw(z)0*dQ1(0)

CH2\*
C'g(6, —1(7) =1/(2n),
96) 7 (G5) = Ve
it follows from Le Cam’s lower bound for two hypotheses that,
denoting Q®™ to be the n-time product measure of (),

%f sngWl(Q, Q) > §WI(Q11 Qz){l - TV(h?ﬁl ’ hgz )}

> S (@1, @)1~ n/(2n)

= 3W1(Q1,Q2)7

with W1 (Q1,Q2) > 0./(2(C+3)k) by the construction. Note
that here we use the fact that for any discrete distributions
P,Q, TV(P?", Q%") <n-TV(P,Q); see, e.g., Lemma B.8(i)
in [45]. This completes the proof of part (a). Part (b) has been
proved in Theorem 6.2 in [15]. O

C. Proof of Theorem 3

First we need a technical lemma, whose proof will be given
in Section V ahead.

Lemma 17 (A generalized version of Lemma B.2 in the
supplemental of [15]): Let {X;,i € [n]} be an i.i.d. sample
generated from the mixture distribution hg in (1). Let Q be
defined in (3), and h°P%(z) = 13" 1y,—, for z € N.
Then for any § € (0,1) and € € (0,1), there exists some
C = C(e,0,) > 0 such that for any n > 1,

o0 1
obs
%0 by (R (x) — hg(z))| < C'max lbaly/ —i—esire
and
o 1
obs ko e —
12:0 ba (h (2) hQ(x)) < CI;I?())( |02 | nl-eglte
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hold with probability at least 1 — ¢ uniformly over {b,} C R.

Proof of Theorem 3: By definition of W7, we have

Wi(@1.Qz) = sup [ €(dQ: -~ d02)
£€Lip;
= bup 2(dQy — dQ2).
LeLip, £

To control each [ £(dQ; —ng), define the following approx-
imation function of £(6):

0 — 0(6 be x|#), where b, € R and 0 € [0,6,];
=0

here the integer k and the values {b,}*_, will be specified
later. Recall that hg(z) = [ f(2]6)dQ(6). Then since @ and
Q are both supported on [0, 6], direct calculation yields that

/ (6)d(Q(0) -
0

k
+ Z by (hQ ('T) -
x=0
k

2016 = Tlo + | 3 b () — ()|

i =0
+ ‘ sz(h"bs(x)

where [[6 — 0]|oe = SUpge(o,0.) [€(0) —
n~t Y 1x,—,. This 1mphes

IN

hg())

b

0(0)| and hoMS(z) =

Wl (Qv Q\) S

sup
£€Lip(1)

|32 00 - g}
=0

By Lemma 17, for any § € (0,1/2) and € € (0, 1), there exists
some Cy = C1(¢,0,) > 0 such that the sum of the last two
terms in (14) is upper bounded by

o max |by|/Vnl=edlte

{olle=lt] 3t (o)1)
=0

(14)

uniformly over {b,} with probability at least 1 — 24. The
bound on max,>q|b;|, as we discuss next, depends on the
tail of 1/w(x).

(i) If 1/w(x) < CF for some constant Cy > 1 and all z > 0,
it follows from Lemma 12 that for any k& € Z_ and 1-Lipschitz
function 4(6) on [0,6,], there exists an approximation
6(9) = Zw o ba f(2]0) with {b,}%_,, such that maxgep.)
£(6) ~ E(0)] < Cs/k and

max. |bs| < Cs Jw(k) <

z€(0,

(C2C3)",
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where C'35 > 0 is independent of k and ¢. Hence it follows
from (14) that

Wi(Q, Q) < 2C3/k + C1(CyC3)* /v/nl=e5i+e,

for any n > 1 with probability at least 1 —20. Taking k = k(n)
such that (CoC3)* = n° for some small positive constant c
specified later, it follows that

Wi(Q,Q) < 2Cs/k(n) + Can®/Vnl =51+
= 2C5/k(n) + CyncTe/271/2 |\/§l+e,
Note that (CoC3)*™ = n° implies k(n) = clogn/
log(C2C35). Letting € = 1/4 and ¢ = 1/8, it follows that
Wi(Q, Q) <2C310g(C2Cs5)/(clogn)+Cynete/271/2 1\/§i+e
<16C5log(CoC3)/logn + Cyn~ /4 /6%/8,
Therefore, for sufficiently large n (depending on 6.),

there exists a positive constant Cy = C4(0,) such that
EW1(Q, Q) < Cy/logn by integrating the tail estimate.

(i) If 1/w(x) < (Csz)5* for some Cs > 0 and all z > 1,
it follows from Lemma 12 that any 1-Lipschitz function £(9)

on [0,6,] can be approximated by 57(0) = ZI;:O by f(x]0)

such that maxgeo,9,1 [€(0) — 0(0)] < Cs/k, and
max [b, | < C5 fuw(k) < (C5(Cs)V/ k)% < (Cok)Cet

for k > 1, where Cs = Cg(0,) is a constant. Hence it follows
that

W1(Q,0) < 2C5 /k + (Cek)CFCy Jv/mi—c51re,

for any n > 1 with probability at least 1 — 2§. Taking k =
k(n) satisfying (Csk)“s* = n¢ for a small positive constant
c specified later, it follows that

W1(Q, Q) < 2Cs/k(n) + Cyne+e/>=1/2 j/ie,

Since (Cgk)““* = nc is equivalent to log(Cgk)exp(log
(Csk)) = clogmn, it follows that log(Cgsk(n)) = W(clogn)
and hence k(n) = exp(W(clogn))/Cs, where W(-) is the
Lambert W function. Using the expansion
W(z) =logz —loglogz + o(1), as x — oo,
there exists a constant C7 > 0 such that
exp(W(z)) > z/(2logx) for x > Cr.

Therefore, for sufficiently large n, we have
clogn

k(n) >

—_— . 1
~ 2Cg log(clogn) (15)

As a result,

Wi(Q,Q) < {4C3Cslog(clogn)}/(clogn)
L Onete/2 12 ) T

with probability at least 1 — 2§. Letting ¢ = 1/8,¢ = 1/4,
we have

Wl(Qa @) ,S log 10g n/ ]ogn + n—1/45—5/8.

Therefore, for sufficiently large n (depending on 6..), it follows
that EW1(Q,Q) < loglogn/logn by integrating the tail
estimate. (]
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D. Proof of Theorem 7

Proof of Theorem 7: This proof is divided into three steps.

Step 1: In the first step, we prove that for any o > 0,
integer k > 1, and any ¢ € Lip(1) on [—6., 6.] with £(0) = 0,
there exist a positive constant Cy = Cy(0,,0) and a set of
coefficients

{bweR,xzo,...,Zk:}

such that
£,(0) —£5(0) — by 0
GES[ISE*]‘ ) v ogzzgzk e )‘
<cf[pover] "+ Y wier),
r>k+1

where we recall that £,(0) = [{ x ¢,](f) and ¢, is the
probability density function of N,.

For any k = 1,2,..., let qi(6) := E’;:Ow(x)e"c be a
truncation of the function 6 — 1/g(6) = >_>°  w(z)6* on
[0,0.]. Noting that 1/g(#) is monotonically non-decreasing
with respect to 6, one can then readily verify that

Ru(0) = 9(0) - { = = (0)}
=9(0) 3wl
z>k+1
<90) Y wia)p
r>k+1

whenever 6 € [0,0.].

Let py(6) be the degree-k polynomial achieving the approx-
imation bound in Lemma 11. We then have
—k

sup  |[£5(0) — £5(0) — pk(ﬁ)‘ < Cseo - [29;10\/676]

0€[—0.,0.]
(16)

where C5 = C5(6,) > 0. Then there exists a set of coefficients
{b € R,z =0,1,...,2k} such that

2k
Pr(0)ar(0) = baw(x)6".
z=0

Then we have ¢(0)px(0)gx(0) = Zik:o b, f(x|f), and the
proof in this step is complete by noting that

sup |0 (0) = £5(0) — pi(B)aw(0)g(0)|

0€[0,0.]
= sup 6,0 = £,(0) — pr(O)[1 — Ru(0))|

0€[0,0.]
<2 sup |ls(0) —£,(0) —pk(e)’

0€(0,0.]

+ sup |6,(6) = £,(0)] - sup | R(0)

0€[0,0.] 0€[0,0.]

() —k
< Cs2e0- [29;10\/&} +2(0.40)9(0) - Y w(@)er.

r>k+1
(17)
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Here in (%) we use the fact that, as £(0) = 0 and ¢ € Lip(1),

sup |4;(0)] < sup |€,(6)]
0€[0,0.] [6]<0.

= sup
16]<0.

< /(9* + |6‘1|)¢g(91)d91 <40, +o.

[ 106,010,

Step 2: In this step, we upper bound max,co,1,....25} |bel-
Let

7(0) = pi(0.0)qs(6.6)

wa

be a rescaled version of pg(6)qx(6), so that b, = 67b,. Then
by Lemma 14, it holds that for each 0 < = < 2k,

Bolu(a) < R

sup |7 (0
3 \9|§1| (0)]
2k)*
< ( ,) sup pi(6) - sup qx(0).
T |9|<6, [0]<0.
Since
sup qr(0) < 1/g(0.)
16]<6.
and by (16),

sup pi(0) < C
10]<6.

for some positive constant C' only depending on 6, and o,
it follows that

2k
max |by| < Cs max _@R"
0<z<2k 0<z<2k w(x)frx!
1 1

L (2k)
1<z<2k 0%

- Imax
0<z<2k !

< C
=6 og%% w(x)

where Cs = Cg(04,0) > 0. Combining the above inequality
with
o ; 2k
1/6° < ( 1,1/, )
o2y, 1/0x < (max{l, 1/0.}
and

2k I < e?F,
oax (2k)" [t < e

it follows that

(e - max{1, 1/9*})2

max |b;| < Cg -
0<w<2k

C0Lr Tk w(z)

Step 3: In this step we prove the claim of the theorem.
Recall that

WP(@.@) =sup [ Qo] — @A)
where ¢ € Lip(1) with £(0) = 0. It further holds that
W7 (Q.Q)

= sup
£€Lip(1):£(0)=0

/fd * Ny | — 4d[Q * N ]
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— /(ef,(e)—ea(o»[d@fdcz]
(0)=0

£€Lip(1):£
= Ly (0) — £,(0) — b, 0
EEUP(SSB(O)_O/{ " o) ogggz% fel )}
[dQ — dQ)]
ZELip(Sll)lg(())_O/OS;Qk f(x| )[ ]
= (I) + (I1).

By Step 1, we have

(I) < 204{ {29;10\/&} et (18)

r>k+1

Next we bound (I7). Recall that

hovs(z) = Z 1(X; = z)/n.
We have
/ S b f(210)[dQ(6) — dQ(9)]

0<x<2k
<| X balhgle) - h @)
0<z<2k
+| Y bl @) — ho@)]
0<x<2k

It follows from Lemma 17 that for an arbitrary 6 € (0,1)
and an arbitrary ¢ € (0,1), there exists a constant C7; =
C7(e,0) > 0 such that with probability at least 1 — §

3 b 1) — ho(@)]|+| 3 ba [hobS(:c)

0<z<2k <z<2k

1
< C7 max |by|\/ —=—
= 7O§x§2k| 2| nl-e§lte

uniformly over all {b,}2* ;. Consequently, we have

(II) < Cs max \bx|/\/nl*€§1+6
0<w<2k

~hg(@)]

with probability at least 1 — § for some constant Cg =
Cs(€,0,) > 0. Note that maxo<z<ak |b;| has been upper
bounded in Step 2.

Putting together the estimates for (1) a and (II), we have that
with probability at least 1 — 6, W7 (Q, @) is upper bounded
by

20710 Vek| "+ 3wy

rz>k+1

2k

up to a constant depending on o, 6, and e.
(i) If 1/w(z) < C1C%, (19) becomes
(20, o Vek]F Z )07 + C2F //nl-eslte,

rz>k+1

19)
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where Cy := e - max{l,1/6,} - max{1,C5} is a positive
constant. For the second term, it follows from Corollary
1.1.10 in [46] that for any R € (0.,0,) there exists some
constant C9 = Cio(R) > 0 such that w(xz) < Cyo/R* for
all x =0,1,2..., and hence

Y w(@)b <Ciw Y (0:/R)"

rz>k+1 z>k+1
< Cho - (6./[R—6.)) - [0./R)*
for any £ = 1,2,.... Therefore, the second term dominates
the first term in (19), and (19) becomes

[0./R]* + C3* /v/nt=<51+e.

The proof is then complete by letting CZ¥ = n® for some
(1—¢) log(R/0+)

a € (0,1/2—¢€/2). The final bound is then n~ 2Te(R/8-)F1los Cy
for any € € (0,1).

(i) If c;cgz® < 1/w(x) < C1CFx%%, (19) becomes

20, 1oV ek] " + (Chik)~%F + (C12k)?CeF Jv/ni=egite

for some positive constants C7; and C75 and the proof is then

complete by letting (C12k)2“3F = n® for some a € (0,1/2—
(1—e€)/2

€/2). The final bound is then n~ TFmax{1C32C57e7 O

E. Proof of Remark 10

Proof of Remark 10: (i) For the Poisson mixture,
we have 1/w(z) = z! with 27z (z/e)” e < 2! <
V27 (x/e)®e from Stirling’s approximation. Therefore,
it satisfies the assumption (ii) in Theorem 7 with c3 = C3 = 1.
It then follows from the arguments in the end of the proof of
Theorem 7 that the rate is

(1—¢)/2 1—e
1+ max{4Cs3,2C5/c3} 10 °

(i1) For the negative binomial mixture with

Flzl6) = (1 — e)r<m+; - 1)9% >0,
we have
1/w(x)1/<x+r1)§1 and 6, = 1.
X

Therefore, it satisfies the assumption (i) in Theorem 7 with
Cs = 1. By taking

R=(0.+0,)/2=(0.+1)/2,

it then follows from the arguments in the end of the proof of
Theorem 7 that the rate is

(1 — €)log[(6x +1)/(20.)] (1—¢)
2log[(0« +1)/(20,)] + 41log Cy — 2 + 4log[Co]/ log[1/64]

The proof is then completed by noting that Cy = e -
max{1,1/6,} - max{l,Cs} = e/6.. O
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V. PROOFS OF AUXILIARY RESULTS
A. Proof of Lemma 11

By rescaling, we assume that ¢ = —1 and b = 1. For any
integer r > 1, let

Wi ([a,0]) :=
{1/) :[a,b] = R : =1 is absolutely continuous and
the essential supremum of (") on [a, b] is ﬁnite}

be the Sobolev space on [a, b]. Then it is readily verifiable that
for any ¢ € Lip(1) and o2 > 0,

éa(a) - éa(o) = (E * ¢U)(0) - (6 * ¢0)(0)7

when restricted on [a,b], belongs to W ([a,b]). Hence by
Lemma 13, we have that for any integer £ > r, there exists
some polynomial p; of degree k such that

sup |€5(6) — £,(0) — pk(ﬁ)‘ < vk w(e0, k1),
0€[a,b]

In the above inequality, C; = Cj(a,b) > 0 is a constant and

w(th,t) = |1p(61) — 9(02)]|

sup
01,0210, —0,| <t

is the modulus of continuity of function v at radius ¢. To bound
the righthand side of the above display, note that, with H,,(-)
denoting the m-th Hermite polynomial (page 775 in [47]),
we have

(60 = [ €060 - 0)a0,
oy /z(a —01) b (61)H, (61/0)d61,

where the second equality follows from the derivative identity
for the normal density (page 785 in [47]). Hence for any
01,05 such that |6, — 0] < k~1, we have

€57 (61) — €57 (6,)|

<o [ 162~ 0) — 162 - 0)/6, (0) 1. (6/0) 8
<okt [ 6o 0)|H.(0/0)ldt

—o k7t [0, 0)]as

<o k1 [ (0 H2(0)00)

=o "kl

It further follows from the Stirling’s formula /7! <

Verm+1/2¢=" that
|68)(01) — €07 (02)] < 07"k V err1/2e.

Using r < k, we hence obtain
sup |€5(0) — £5(0)—pr(0)] < cl\/g(\/gak/\/;)fw/zxkfl
0€a,b]
< Cive(VeaVk) kT34,
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By rescaling, we then have for any a < 0,b > 0 it follows
that

eil[lp” 105(0) — £5(0) — pr(0)]
< Ci([b—a]/2)" T Ve(VeoVh) TR

< C’l(b;a)\/é‘ {2\;@_0;/%}_%73/4'

Now taking 7 = k — 1, we have

2/eaVk1—k
sup €y (6) — £y (0) — pi(6)] < Creo - [\bfi] |1/
6€a,b] —a
and accordingly complete the proof. (]

B. Proof of Lemma 17

Whenever there is no ambiguity, let hobs h@, and hq also
represent distributions with respect to corresponding probabil-
ity mass functions x + h°>(x), hg(2), and x = hq(x).
This proof consists of two steps. In the first step, we prove
that both

(o) oo
Sb, (1) > b (140) - )
=0 x=0
can be upper bounded by KL(h°P®, hg), where KL is the

Kullback-Leibler divergence. In the second step, we upper
bound KL(h°**, hg) by truncation arguments.

and

Step 1: 1t follows from the triangle inequality and Pinsker’s
inequality that

s (A™(2) = ho(@)) | < max [o,| - [ = ko,
<max|b | KL(h°", hg),

where ||h°" — hgl|; represents the total variation distance
between distributions ~2°* and hqg. Analogously, we have

i bo (0 (a
=0

]

) - h@(l‘)) ‘b (hobs h~

< max \b | KL(h°Ps, hq),

where the last inequality follows from the fact that, by defini-
tion,

Q= argrpaxz log hg(X;)

Q  i=1
= argmaxz RS (2 logh (z) = argmin KL(h%, h@)-
Q =0 @

Step 2: Suppose C; = Ci(f,) is the smallest positive
integer larger than 6,¢(0)(1/g)"(6.). Define

T, .= XZ]I(X,L <Ci-— 1) + Clll(X,L > Cl) for all 7 € [n]
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Let ¢ be the probability mass function of 77 and let t°Ps be
the sample version of {g, i.e.

P(T, = z) and z— t°"(z

Z]l

r—to(x):=

for z € {0,...,C1}. Note that

to(z)=hg(x) and t°*(x)=h"(z) for x =0,...,0;—1
and

tobs Ol

=Y holx),

ZZCI

Z hobs

z>Cq
Hence it follows that

KL(h°", hq)
C1—1

= 3 ) log
=0
—t°*3(Ch) log

+ Z h0b5($>1 hObS(x)

vt hq(x)

where t°P* and tq are viewed as distributions with respect to
corresponding probability mass functions of = +— tg(x) and
— tobs( (E)
If t°b5(Cy) = 0, then

tobs

obﬂ; hObg( )
X 2 ho(x)

x>Ch
tObS(Cl)

= KL(t°",t
(7, tq) i0(C)

tObS(Cl)
to(C1)

Otherwise it follows from the inequality

t°Ps(C1) log =0.

log(14+2) < forx >0

that

obs tObS(Cl) obs
() log Y < > {halx) — n(a)}.

IZCI

Analogously, we have

obs hObS( )
2 ho(x)

z>Ch
(h°(x) — ho(x))? obs
Sw;I ho(z) +w;1{hb ~hole )}
and hence
—tObS(Cl)log Obs + Z hobs hobs(-%‘)
01 v ® ho(x)
(h°P*(z) — ho(x))?
= $;1 hq(z) '

Step 2(a): We first upper bound Y .. (h°"S(z) —
hg(z))?/ho(x). Fix an arbitrary € € (0,1) and choose a
v > 0in (1 —¢1). Define A := o1=7/3, where o :=
(0. + 60,)/(20,) > 1. Note that af, < 6, and we have
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1/g(0) = > o2 jw(x)§* < oo for all § € [0,ab.]. It then
follows from Holder’s inequality that
e 3 () higla)”
v ho()
hObS —h 2
:nlfe Z ( (.’,E) Q(SC)) AT AT
v hq(z)

nl—e (hObS(x) — h,Q(.’L'))2 —x/y
: g;l hq(x) A

(h°P(z) — ho(x))? x/(1—7)
hq(x) 4

It further follows from A > 1 that

. E{ Z hObS

z>Ch

=> (- hcz(ff))A""”/7

(chl

~

1—~

J‘ch

lols V" ja)

A—C1/v

<Y a1
= _ A1
22, 1— A1/~

and hence for an arbitrary d € (0,1), we have

w3

z>Cq

hobs ()) g < ATO

S 1-A-11§

with probability at least 1 — §. Therefore, with probability at
least 1 — §, we have

.
o)
v hq(z)
< ( A—Ci/v 1>7 - 1 1
“\1—-A"Yyns) ~ (alg—j_l)'y (nd)"’

where the last inequality follows from C; > 1. On the other
hand,

(hObS(‘r) — hQ(x))2A:c/(17'y)

hQ(x)
hobb

2

z>Ch

<QZ

z>Cq

o3 492 Z hg(z)a®/3.

wZCl
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that g(-) is monotonically decreasing on [0,6.] and (1/g)'(*)
is monotonically increasing on [0, f,]. Therefore, it follows
from

log f(z|0) = —log(1/g(9)) + xlog + log w(x)
that
Wos w0 _ 10— ay(0)1/9)0)
> 2~ 0.9(0)(1/9)(0.)) > 7 (x— C1) > 0

for all x > C. Therefore we have

0.
r) = / F(210)dQ(0) <

Z hQ(a:

sup f(z]0) =
0€[0,0.]

f(l0.)

and

jor < 3 f(alf.)a

x>C1 z>C
9(0%)
< Zf (z|04)c 0.
z>0 g(abs)

We now switch to the first term. For any fixed k£ > 0, define
A,, to be the event

A, = {hObs( ) > khg(z)a®/? for some z > Cl}.
Then, it follows from Markov’s inequality that

< Y P(h(2) > kho(x)a™?)
z>Ch
1
S —

obs 1
b O B <

wZCl

1 1
kal/l3 —1

Thus, P(A,) can be made arbitrarily small by choosing k
large enough and on the complement of A,, we have

(h™(@))? s _ 1o
> o™ <k Y he
2>Ch ~holz) @>Ch
Therefore, for an arbitrary 6 € (0, 1), we have
D ) IO (L )
el hg(x) g(ab,) \dal/3 -1

with probability at least 1 — 4. Thus, for an arbitrary § € (0, 1),
with probability at least 1 — 4, it follows that

(3 (= o) yoay1o

sk glab,)’

h
We first show that the second term on the righthand side is x>C o) )
bounded, which is true if <9l-7. { g9(6s) (1 1 + 9(0-) }1_ﬂ/ < G
N - g(ab,) \§al/3-1 g(ab,) - 622
> holw)a” < g(6.) /g(ab) e
2>Cy where Cy = Cy(f.) = {2 - g(6)[1/(® — 1)? +
) - . - . 1]/g(af,)}* =7 is a constant. For an arbitrary § € (0,1/2),
Since 3.~ g()w(z)6” = 1 and 1/g(0) = > .o w(x)0%, it probability at least 1 — 24, it follows that
it follows from . )
e 3 () (@)
(1/g9)'( wa )=t et hq(z)
i 1 1 Gy
and - (alg—j . 1)7 (nd)v 62-27
> C 1
(1/9)"(0) = Yz = ()6 >0 =l

r=2

v 52
ga 37 m 1Q 6 ’Y
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Thus, by letting v go to 1 — €, we have

) )Py 11
z>C hQ(l‘) )176 ni—eglte

- (aﬁ 1

As a result, for arbitrary 6 € (0,1/2) and € € (0, 1), with

probability at least 1 — 24, we have

o (@) — ho(x))?
ho(z)

KL(A™ hg) < KL(E™ 1g) + 3 |
z>Cq

obs 1 1

< KL(t°",tg) + C3——

1 € 51+e

where Cs = Cs(e,0,) = Cy/(a®0-9 —1)1-¢,

Step 2(b): We then upper bound KL(t° tg). Tt follows
from [48] that with probability at least 1 — 4,
Ci+1 4n 1 3e

1 L 1og 3¢
om B0 k1 n %

and hence for any € € (0,1) and § € (0,1/3), with probability
at least 1 — 30,

KL(t°%, 1) <

KL(h°P, hg) < (301 log(2n) + C3nc) .

1
nolte
Therefore, it follows that there exists a constant Cy =
C4(e, 0,) such that for any n > 1

Cy

obs
KL(h*>, hq) < nl—egite

holds with probability at least 1 — 3§ for any € € (0,1) and
d € (0,1/3). Therefore,

i b, (hobs(m)
=0

holds for all » > mny with probability at least 1 — 36 for any
€€ (0,1) and § € (0,1/3). O

Cy
2n17661+6

~ hg(a))

< b
_glggfl 2|

C. Proof of Lemma 12

This proof consists of two steps. In the first step, we prove
(0) — £0)].
In the second step, we upper bound coefﬁc1ents of 7, ie.,

maxo<a<k |bzl-

Step 1: It follows from Y o2, f(z[) = 1 that
Yoo 0 9(@)w(x)§” = 1 and hence g(#) > 0 for 6 € [0,6,].
As a consequence, 1/g(0) = >_>7 w(z)6” on [0,6,].

Since 6 — > 7 w(x)6* is a continuous function on
[—0.,0.] taking the value w(0) > 0 at & = 0 (recall the
convention 0° = 1), there exists some 0y € (0,6,] such
that 0 — > 7 w(x)f” is strictly positive on [0y, 6.]. For
6 € [—6o,0), define 1/g(0) := > .2 ;w(z)0” and £(0) :=
—{(—0). Then 0 — £(0) is a 1-Lipschitz function on [—6y, 6.]
and for any 61,60, € [—60p, 0.], we have

1€(01)/9(01) — £(02)/g(02)]
< [€(61)/g(61)—£€(02)/g(61)| + |€(02)/9(61) — £(62)/ 9(02)]
<161 — 02/{1/g(6.) + 0.(1/9) (6.)},

using the fact that both 6 — 1/g(0) and 6 — (1/g)'(6) achieve
their maxima at 6,. This implies 6 — £(0)/g(0) is Lipschitz

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 69, NO. 12, DECEMBER 2023

with constant 1/¢g(6.) + 0.(1/g)'(0+«). Therefore, it follows
from Jackson’s theorem (see Lemma 15) that there exists a
polynomial Zi:o v,0% of degree k > 1 such that

sup [€(6)/9(6)
0€[—00,0+]

k
— S 67| < Cu/k,
z=0

where C7 > 0 is independent of k and ¢ and v, € R for all
r =0,...,k Let by := v, /w(z) for 0 < z < k (this is
well-defined since w(z ) > 0 for z € Z). Then with 6(9)

S beg(O)w(2)0” = S5 _ b, f(x]6), it holds that
swp [0~ 7)) < T s g(0) < 2,
0€[—00,6.] k 9c[—60.6.] k

where C's > 0 does not depend on k and /.
Step 2: To bound the coefficients {b; }o<y<x, we first define
a polynomial

k
01— 1(0) ==Y v:(666)" on [~1,1]
x=0

and note that

sup |r(0)] = sup v, 0" |
0e[—1,1] —00,60] |;;)
§C1/k’+ sup [£(0)/9(0)]
0€[—00,00]

< C1/k+60/9(00),

using the fact that § — 1/g(f) achieves its maximum at 6.
We then apply Lemma 14 on the polynomial r(6), and it
follows that

|vg05 < max |r(6)]

kT x! < C3k™ /),
16]1<1 /x* 3 /m

where C3 > 0 does not depend on k and ¢. Hence

[be| = [va| /w(@) < Cs - (k/00)"/ (x'w())

and
max |by| < Cs- max (k/60)
2€[0,k] zel0,k] xlw(x)
(k/60)"
T orgai(k 1/w(z)
< Cy-(e/0p)k - max 1/w(x),

0<z<k

where C4 > 0 does not depend on k and ¢. It follows from
Corollary 1.1.10 in [46] that w(z) < C5/60% for all z € N and
some constant Cs > 1 depending only on w(-) and 6. and
hence

(e/00)F Jw(k) > (0.e/00)"/Cs > ¥ /C5 > 1

for all sufficiently large k. (|
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