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On the Development of Spatial Visual Abilities among STEM
Students via Interactive Mixed Reality Modules (Poster Abstract)

Abstract

Spatial visualization, known as spatial-visual ability, is an ability that integrates both visual
perception and visual-mental imagery. It permits depicting the mental manipulation of two and
three-dimensional objects without employing visual stimulus and thus is crucial in the
conceptualization process among STEM students. Research studies show that students with poor
spatial-visual skills feel discouraged because they cannot complete tasks that seem easy to their
colleagues. This leads students to consider switching to other majors that do not require high
spatial-visual abilities and thus negatively affects the students' educational performance and
psychological health. Given this issue, this work aims to examine the students' spatial
visualization skills development using state-of-the-art Mixed Reality (MR) technology. The goal
is to utilize the features and functionalities of MR to design and implement an interactive MR
module that allows for developing engineering students’ spatial visualization skills, integrate the
module into Fluid Power laboratories, and conduct a research study to test and examine the
development of the students’ reasoning skills. For conducting the study, an interactive fluid
power module on hydraulic gripper designs and operations is developed and deployed in an
immersive MR setting using the Microsoft-driven platform Mixed Reality Tool Kit (MRTK) for
Unity on the HoloLens 2 hardware. The developed module comprises a 10-minute tutorial
session and a 25-minute interactive simulation lab on the gripper. The tutorial session introduces
students to the manipulation of virtual objects and spatial interactions within an immersive MR
environment, preparing them for conducting the sought-after simulation lab. Throughout the
simulation lab, students gain the ability to study the design of two hydraulic grippers by
visualizing their internal structure, interacting with their subsystems and components through
assembly/disassembly processes, and conducting virtual simulations, all of which facilitate the
development of students' reasoning skills. Besides evaluating the effectiveness of MR technology
in enhancing students’ spatial visualization abilities, the study also aims to investigate the impact
of MR modules on students’ motivation levels toward learning fluid power concepts.
Additionally, it explores how students' prior knowledge of the subject affects their learning
experiences. Consequently, the significance of this research lies in its investigation of MR as an
educational tool to develop students' cognitive spatial thinking and enhance their technical
engineering skills, including diagnostic abilities, simulation, problem-solving, and
comprehensive perception.
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1. Introduction

Spatial visualization, also known as spatial-visual ability, is a complex process that combines
visual perception and mental imagery, enabling individuals to mentally visualize and manipulate
three-dimensional (3D) objects [1]. Developing spatial-visual ability is crucial in STEM
education, particularly in conceptualization processes involving cognitive thinking and
understanding abstract concepts [2]-[4]. Among various scientific fields, engineering disciplines
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specifically demand a high level of spatial visualization proficiency [2], [5]. Proficiency in
designing, generating, and modeling 3D computer-aided design (CAD) layouts of complex
systems is vital for success in fundamental engineering courses, many of which rely on spatial
abilities [6]. Engineering skills require strong critical thinking and problem-solving abilities,
closely linked to generic intelligence and cognitive ability [7]-[9]. The lack of spatial-visual
abilities significantly impacts the educational performance of engineering students, where studies
indicate that 10% to 20% of students facing challenges in spatial skills struggle to pass their
technical courses [10], [11].

Beyond its academic impact, deficient spatial visualization skills also affect students'
psychological health [12]. Students possess varying natural abilities, leading to dissatisfaction
and frustration, especially among those lacking spatial skills. The variation in perceptual skills
may cause students with inadequate spatial abilities to divert from disciplines requiring solid
cognitive skills [13], [14]. Addressing the issue of spatial visualization requires further research
to explore and assess new teaching methods for improving spatial-visual skills across various
engineering disciplines. Therefore, this study aims to investigate the impact of cutting-edge
digital technologies, such as Mixed Reality (MR), on enhancing students' spatial skills in the
engineering technology discipline. The study introduces MR technology as an immersive spatial
visualization tool, exposing students to 3D visualization and object manipulation through
interactive MR modules. Additionally, the research aims to evaluate the impact of incorporating
MR as a teaching tool on students' learning experiences and their acquisition of engineering
concepts.

2. The MR Spatial Visualization Module

2.1. MR Technology: Features and Functionalities
MR technology is recognized as the forthcoming evolution in the human-machine interface [15].
It establishes an immersive, interactive environment that seamlessly integrates digital content
with the physical world, allowing users to engage with and manipulate digital objects in real-
time within their actual surroundings [16]. MR employs advanced spatial algorithms, including
spatial mapping [17], spatial awareness [18], and spatial anchor [19], enabling the spatial overlay
of interactive digital content onto the physical world while monitoring the user's physical
actions. Due to its distinctive features and capabilities, MR technology has played a significant
role in enhancing engineering education, improving engineering training, problem-solving, and
overall student learning experiences [20]-[24]. Beyond its educational utility, MR serves as an
effective spatial visualization tool. Its interdisciplinary nature enhances its potential to strengthen
students' spatial skills through engaging interactive modules that simulate realistic scenarios.
Consequently, a compelling MR module centered on hydraulic systems has been developed and
integrated into fluid power laboratories to assess the efficacy of this technology in addressing
spatial visualization challenges.

2.2.MR Module Implementation
The MR module comprises a 10-minute tutorial session and a 20-minute simulation lab on

hydraulic grippers’ visualization and assembly. It is developed using Unity software, a cross-
platform game engine provided by Unity Technologies [25], employing the Microsoft-driven
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Mixed Reality Tool Kit 2 (MRTK2) for Unity, a Microsoft-driven platform [26], and other
platforms to create a realistic MR experience.

The required MR scenes are prepared by installing and importing the MRTK 2 packages
(MRTK?2 Extensions, MRTK2 Foundations, MRTK2 Test Utilities, MRTK2 Tools, etc., into
Unity using the Mixed Reality Feature Tool for Unity [27]. After setting the MR scenes, 3D
spatial shapes and gripper CAD FBX models developed on SolidWorks are imported into Unity
as GameObject assets. Also, Avatar characters serving as virtual agents are developed and
imported to provide guidance throughout the module. MR Unity scripts are then written and
incorporated into the Unity assets using built-in UnityEngine and MRTK namespaces, like
(UnityEngine.Events),(Microsoft.MixedReality.Toolkit.UI), (Microsoft.Mix
edReality.Toolkit.Input), etc. The developed scripts allow for near and far interactions
with virtual assets, like grabbing, rotating, and manipulating MR objects. The scripts also allow
spatial mapping, spatial awareness, eye/hand tracking, and user Ul controls. The MR module,
including the 10-minute tutorial session and 20-minute simulation, is then built and deployed as
a Unity application on the holographic device HoloLen2 manufactured by Microsoft.

2.3.MR Module Capabilities
The MR module comprises a 10-minute tutorial session on MR technology followed by a 20-
minute simulation lab focused on hydraulic grippers (see Figure 1). The tutorial session serves to
familiarize students with MR features and visualization methods, while the simulation lab
exposes them to hydraulic grippers' internal structure, assembly, and operation.

The tutorial session encompasses two primary activities: Activity 1, involving Object
Manipulation, and Activity 2, centered on Spatial Visualization. Activity 1 aims to introduce
students to fundamental manipulation techniques in MR settings, exposing them to MR features
and different interaction methods. Students undergo guided instruction in various methods of
interacting with virtual objects, including hand gestures, voice commands, spatial anchors, and
other MR interaction functions. Upon completing Activity 1, students should be proficient in
interacting with virtual objects before moving to Activity 2. In activity two, students encounter
six spatial visualization ability questions designed based on the psychometric properties of the
Revised Purdue Spatial Visualization Tests: Visualization of Rotations (PSVT:R) test [28].
Students must answer these questions in an MR setting by visualizing and interpreting the
rotation of 3D objects. Each question prompts students to mentally picture the rotation of an
orange object based on the animated yellow object and select the correct option from four
choices by tapping the corresponding shape. Visual and auditory aids, such as animations, color
changes, and voice commands, are employed to enhance the user experience, providing real-time
feedback on the correctness of their answers. This activity aims to enhance students' cognitive
and spatial reasoning skills, preparing them for the subsequent simulation lab.
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Figure 1. Tutorial Session and Simulation Lab of the MR Module

Following the tutorial, a virtual avatar guides students to the simulation lab, where they engage
with two grippers (light-duty and heavy-duty). Three main tasks are assigned for the gripper:
Task 1 involves studying the internal structure, Task 2 focuses on assembly generation, and Task
3 entails testing the associated mechanism. Task 1 allows students to interact virtually with the
gripper components using the manipulation techniques introduced in the tutorial. Detailed
technical information and specifications are presented upon interaction. Task 2 involves
assembling the grippers in a predefined sequence, facilitating learning and comprehension of
gripper designs. Task 3 permits students to study gripper operation through virtual Ul controls,
with visual cues such as color changes enhancing the user experience and providing immediate
feedback throughout the simulation lab.

3. Research Study

3.1. Experimental Design
The MR module is then integrated into a fluid power course to be experienced by engineering
technology students enrolled in the course. Following the approval of an institutional review
board (IRB) application, a research study involving 102 students enrolled in the course is
conducted. The data collection tool used to assess the students' spatial skill variation employs the
Revised PSVT:R and self-reflection surveys. The self-reflection surveys are designed to measure
the enhancement in students' spatial skills and to evaluate the students’ learning before and after
exposure to the MR module. The surveys also measure the students’ perspectives regarding MR
technology.

The research study occurred for two consecutive weeks, and six MR Microsoft HoloLens2
headsets were used. All the 102 students enrolled in the fluid power course completed the
Revised PSVT:R test and then experienced the MR module during one of their lab sessions (see
Figure 2). The 102 students in the fluid power course were divided into seven sections, 14 to 15
students per section. As shown in Figure 2, the students in the seven sections were divided into
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28 groups (28 experiments), four students per group, to accommodate the number of students.
Therefore, 14 experiments have been generated each week in all seven sections. In each
experiment, four MR headsets were utilized for the four students who experienced the MR
module simultaneously but independently, i.e., each student in their scene. Two weeks after
experiencing the MR module, all 102 students who experienced the module re-took the Revised
PSVT: R. However, 90 of the 102 students completed the self-reflection survey.

Figure 2. Fluid power students experiencing the MR Module

3.2. Summary of Study Outcomes
The study findings revealed the positive effect of MR technology on enhancing students' spatial
abilities. Figure 3 shows that the class average on the Revised PSVT:R test increased from 74%
(before MR lab) to 80% (after MR lab). The students’ grades on the Revised PSVT:R test
showed that approximately 53% of students scored between 80 and 100 before the MR lab.
Following their exposure to the MR lab, this percentage increased to 61%, indicating the
potential of MR technology to improve the students’ spatial abilities. Conversely, before the MR
lab, around 20% of students received grades below 60, and this percentage significantly
decreased to 8% after students engaged with the MR module. This slight improvement could be
further enhanced by exposing students to additional MR labs, allowing them to visualize more
complex 3D shapes in MR settings.
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Figure 3. Distribution of students' PSVT:R grades before and after the MR lab

Besides the Revised PSVT:R results, the students’ responses on the self-reflection surveys
revealed the positive impact of MR on students' overall learning experience, with over 94% of
students expressing interest in learning through MR modules. These observations emphasize the
MR lab's positive impact on students' performance, contributing to future efforts to utilize
advanced technologies to address spatial visualization problems.

4. Conclusions and Future Work

The motivation behind this study is the exploration of MR technology as an instructional spatial
tool to foster students' cognitive spatial thinking, strengthening their technical engineering skills,
i.e., diagnosis and simulation, problem-solving, and comprehensive perception. Within the scope
of this research, an interactive MR module focusing on the design and operation of hydraulic
grippers has been developed, leveraging MR functionalities for integration into fluid power
courses. A research study has been executed within a fluid power course to assess the impact of
MR on students' spatial skills and engineering learning outcomes. The MR module,
encompassing a 10-minute tutorial session and a 20-minute simulation lab, was administered to
102 students enrolled in the course. The Revised PSVT:R assessment tool, provided by Purdue
University, was employed to evaluate improvements in students' spatial skills. Also, self-
reflection surveys were designed and completed by 90 students to analyze improvements in
understanding and assess attitudes toward MR technology. The study findings indicated a
positive influence of MR technology on enhancing students' spatial abilities, as the class average
on the PSVT:R test increased from 74% (pre-MR lab) to 80% (post-MR lab). This slight
improvement indicates the potential for further enhancement by exposing students to additional
MR labs, enabling them to visualize more complex 3D shapes in MR settings.

Our ongoing work involves designing and implementing shared MR environments to augment
collaborative student experiences. The team aims to elevate the MR experience from a single-
user to a multi-user interface to reinforce student interactions. The team has achieved the initial
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milestone in shared MR settings and anticipates testing these advancements in future endeavors
through a subsequent research study.
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