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ABSTRACT

Rocks produced by diverse processes, from condensation in space to impacts on planetary
surfaces to volcanism, contain both crystals and amorphous material. Crystallinity provides
information on the thermal history of the sample and is especially important in characterizing
volcanic rocks and pyroclasts because lava rheology is profoundly influenced by the crystal
content. Crystallinity is typically quantified via microscopy, using transmitted light or
backscattered electrons. However, many samples present visibly ambiguous textures such as
intimate intergrowth of crystal phases, and/or crystal sizes extending down to the nanometer
scale. Here we apply calorimetric methods involving heat capacity and enthalpy to assess the
crystallinity of a series of volcanic samples. We tested three different approaches, using
differential scanning calorimetry, on 30-40 mg aliquots of powdered basalts from the 2018
Kilauea lower East Rift Zone. The first approach involves determining the magnitude of the
increase in heat capacity at the glass transition , which can determine crystallinity to a 1o
precision of £3%. The second approach is based on the enthalpy of fusion, which requires a
longer more complex procedure with results that are typically more uncertain than for the heat
capacity method, with a 1o of £6%. A final method utilizing differences in enthalpies calculated

from the heat capacities required the most complex procedure, and has the greatest uncertainty of

+18%. Preliminary results for lavas with microscopically determined crystallinities ranging from
11-98% indicate that crystallinity based on calorimetric data can be tens of percent higher than
the average value identified using microscopy and petrographic analysis. Image-based
methodologies applied to sections of samples reveal spatial heterogeneity and details in texture
and crystallinity, whereas calorimetry-based methodologies capture the overall "bulk sample"
properties, unbiased by section effects or imaging resolution limits. These techniques are a
powerful combination that can present complementary views of crystallinity.

KEYWORDS

Calorimetry; Crystallinity; Enthalpy; Heat Capacity; Lava Flows
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INTRODUCTION

The crystal population of volcanic rocks and pyroclasts is an important characteristic for
reconstruction of magma history and eruption sequence (e.g. Mangan, 1990; Wall ef al., 2014).
The degree of crystallinity and crystal size distributions record information about thermal history
(e.g. Marsh, 1981; Cashman & Marsh, 1988; Cashman ef al.,1999; Simakin & Bindeman, 2008)
and exert strong controls over the rheology of the material (e.g. Dragoni & Tallarico, 1994;
Mader et al., 2013; Moitra & Gonnermann, 2015; Bain, 2021), which in turn feed back to ascent
rate and eruption style Cashman & Blundy, 2000; Popa ef al., 2021). The crystallinity of lava and
tephra thus play important roles in the investigation of eruption dynamics, for both effusive and

explosive eruption products.

Examination of terrestrial volcanic materials is not the only application for crystallinity
characterization. Of interest to the wider community may be the calculation of crystallinity of
impact melts formed during bolide impacts on Earth and other bodies, and regolith on airless
bodies where frequent micro-impacts produce semi-crystalline agglutinates (e.g. Libourel ef al.,
2022). Energy requirements for in situ resource utilization of regolith for extraterrestrial
construction via sintering or melting depend on its crystallinity (e.g. Meurisse et al., 2017,
Whittington & Parsapoor, 2022). Crystallinity is thus an important first-order property to

constrain for many geologic materials, terrestrial and planetary,

Crystal characteristics are typically explored using visual inspection methods, including
transmitted polarized light and backscattered electron (BSE) microscopy (e.g. Shand, 1927;
Reed, 1996; Higgins, 2006). However, many samples present visibly ambiguous textures such
as intimate intergrowth of crystal phases with interstitial glass, crystal sizes extending down to

the nanometer scale, and crystals that are indistinguishable from glass on the basis of average
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atomic number. Crystallinity often cannot be accurately determined in such samples via

microscopic inspection alone.

To constrain the crystal populations unable to be determined by the above-mentioned visual
means, we propose the use of calorimetric and enthalpic methods. These are used routinely in
the study of industrial glasses and polymers (e.g. Schick, 2009; Zheng et al., 2019) and hold the
potential to determine the crystallinity of volcanic samples as well. Calorimetric experiments can
be run at the rate of one sample per 10-12 hours, depending on heating/cooling rates, and are
capable of constraining all crystalline material regardless of size, intergrowth, or visual contrast,
making them an attractive complement to point counting or thresholding-based methods of

image analysis.

In this initial reconnaissance of calorimetric methods to determine crystallinity in volcanic
materials, we have chosen a suite of well characterized lava samples from the fissure 8 and
fissure 17 lava flows of the eruption of Kilauea in 2018. The samples span a wide range of
crystallinity, from ~0 to ~100% at the mm-scale. We applied several calorimetric techniques,
and traditional methods of microscopy at different scales, and compare the results, advantages,

and disadvantages of the two approaches.

GEOLOGIC BACKGROUND

Kilauea volcano on the island of Hawai’i began erupting along the lower East Rift Zone (LERZ)
in early May of 2018. Twenty-four fissures opened up along the rift zone through the Leilani
estates subdivision over the course of three weeks, starting on May 3rd (Neal et al., 2019).

These fissures were variably active and inactive through May, until activity narrowed to fissure 8
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on May 28th (Neal ef al., 2019). By mid-August, the lava flow field from fissure 8 had covered

35.5 km? and destroyed >700 homes (Williams et al., 2020).

This eruption became the most thoroughly documented lava flow in history at that time.
Hundreds of hours of drone footage (Desmither et al., 2021) and detailed on-the-ground
observations by the United States Geological Survey (USGS) and State personnel enabled the
collection of samples along the flow field emanating from the Ahu‘aila’au (formerly fissure 8)
cone, which range in both distance from the source vent, and eruptive date (Fig. 1). These
samples record a variety of textures, with vesicularities from <5% to >80% and crystallinities

from <3% to nearly 100% (Fig. 2).

For several of the samples collected from fissure 8 flows, we found calculating total crystallinity
to be difficult by point-counting or image processing, whether from backscattered electron (BSE)
images acquired by scanning electron microscopy (SEM) or from polarized light images
acquired with a petrographic microscope. Two main obstacles restrict the ability to delineate
crystal populations: 1) intergrowth or overlapping of crystals in thin sections causing the areas
surrounding large crystals to appear mostly opaque (Fig. 2a), and 2) fine, ‘feathery’ textures
suggesting incipient crystallization and the possibility of nanocrystals that are too small, and/or
too finely intercalated with glass, to segment and evaluate using BSE imaging (Fig. 2b). These
textures and the range of total estimated crystallinities make this sample set well-suited to testing
the efficacy of several differential scanning calorimetry (DSC) methods for crystallinity

calculation across a broad spectrum of crystal contents and sizes.

METHODOLOGICAL BACKGROUND
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Heat capacity and enthalpy can be used to calculate bulk crystallinity via several different
methods, all of which pertain to the thermodynamic transitions that occur upon heating and/or
cooling of glassy and crystalline material. These transitions result in peaks and troughs in the
measured heat capacity (Cp) of the samples at constant pressure, the integration of which results

in the enthalpy (H):

dH = [ Cp dT Eq. 1

The enthalpy can contain both sensible and latent heat components, where latent heat is energy
used for a phase transition, rather than for a temperature change. Differential scanning
calorimetry allows for the separation of sensible and latent heat components, and the amount of
latent heat released during crystallization or absorbed during melting is directly proportional to
the fraction of material undergoing that phase transition, thus allowing determination of crystal

or glass fraction.

Application of the thermodynamic properties of heat capacity and enthalpy to calculations of
crystallinity has been in use for around 60 years in polymer science (e.g. Dole, 1967; Mathot,
1984; Mathot & Pijpers, 1989; Kong & Hay, 2003; Jariyavidyanont et al., 2022). While the
thermodynamic principles which govern crystallization and melting of materials are universal,
polymers behave in ways that rocks and minerals do not. Polymers have a tendency to form two
amorphous phases (Alsleben et al., 1991; Righetti et al., 2007; Schawe, 2017) and can occur as
lamellae that shrink and grow with changing temperature (Hohne, 2002; Kong & Hay, 2003;
Fosse et al., 2019). The first of these has no comparable analogy in geological materials, and

while pyroxenes do form lamellae which may respond to temperature changes, this process is
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much slower than timescales of calorimetric measurements, due to slow solid-state diffusion

(Cherniak and Dimanov, 2010).

Conversely, polymers do not typically undergo ‘cold crystallization’ (e.g. Schawe, 2017; Fosse
et al., 2019) where crystallization occurs after heating through the glass transition temperature
(T) but while still below the liquidus, which is common for rock samples containing a mafic
glassy component. Consequently, direct application of polymeric crystallinity calculations to
rock samples would be difficult, as many methods used to quantify crystallization of polymers
are specialized to those systems. The most useful method applicable to geological samples is that
detailed in Mathot et al (1996), where a ratio of enthalpy differences between fully glassy, fully
crystalline, and original sample is calculated to result in the crystallinity. We utilize this method

as one of the three explored in this work.

Heat Capacity Curves

On initial heating, the heat capacity of crystalline materials increases with a concave-down curve
that can be reproduced well with a 3- or 4-term Maier-Kelley equation (Richet & Bottinga, 1986;
Robie & Hemingway, 1995). Rocks undergo melting over a range of temperatures, requiring an
additional enthalpy of fusion that manifests as a peak in the heat capacity curve between the
solidus and liquidus (Fig. 3a). Once molten, the heat capacity of the liquid is higher than that of
the crystalline materials at the same temperature, and generally thought to be nearly independent
of temperature (e.g. Stebbins ef al., 1984; Robert et al., 2014; Hofmeister et al., 2016; Mysen &

Richet, 2019).

Glass Transition Temperature and Configurational Heat Capacity



170  Lava samples commonly contain a mixture of glass and crystals. Before ~600-700°C, the heat
171  capacity curve is similar to that of fully crystalline or fully glassy material of the same

172 composition (Fig. 3a), as crystalline and glassy materials of the same composition generally have
173 similar heat capacities (Richet, 1984; Neuville & Richet, 1992; Robie & Hemingway, 1995;
174  Mysen & Richet, 2019). Any glassy phases present will then encounter the glass transition

175  temperature (Tg), above which they become a supercooled liquid, at a much lower temperature
176  than the melting interval for crystalline materials (Fig. 3a vs. Fig. 3b). The glass transition for
177  the glassy component of a partially crystalline lava may occur at a different temperature than
178  seen in the fully remelted glassy sample, due to compositional differences. The glass transition
179  usually occurs at higher temperatures for more evolved liquid compositions (Mysen & Richet,
180  2019). The increase in heat capacity, which results from heating through the glass transition, is
181  known as the configurational heat capacity. It occurs as the energy of the system allows the

182  molecules in the glass to explore new configurational states, becoming liquid (Richet &

183  Bottinga, 1986). The magnitude of the configurational heat capacity rise scales linearly with the
184  glass fraction in the starting material (Fig. 3b, Fig. 4a), with the height of the peak directly

185  proportional to the amount of glass in the sample.

186  Crystallization Trough and Melting Peak

187 A supercooled liquid formed from glass being heated through the glass transition temperature is
188  metastable and will commonly undergo partial to complete crystallization during continued

189  heating (sometimes referred to as ‘cold crystallization’). Crystallization is exothermic and will
190 result in a trough in the measured Cp curve (Fig. 3b, 3¢) as latent heat is released. Crystallization
191  can be facilitated by the presence of pre-existing crystals providing growth sites, but the amount

192 of crystallization is limited by the fraction of glass in the starting material. If this crystallization
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is rapid relative to heating timescales, there may be a plateau after the trough at the crystalline
heat capacity value. If crystallization is sluggish and incomplete, which is often the case for
lavas, there may only be a slight inflection in the rising heat capacity curve between the

crystallization trough and the melting peak, instead of a plateau (Fig. 3b vs. Fig. 3c).

On continued heating past the crystallization trough, should one exist, melting will be indicated
by a peak in the heat capacity curve, corresponding to the latent heat of fusion. Any crystals
grown during heating above the glass transition temperature melt quickly compared to
phenocrysts inherited from the starting material, and it is common to see two or more peaks
during melting, interpreted to represent crystal populations of different size and/or chemical
composition (Fig. 3c¢). Using the size classification of Zellmer (2021), these are potentially (a)
newly grown nano- and microlites (30 nm-1pum) formed in the calorimeter, (b) pre-existing
microlites (~1-30 um) in the lava, and (c) phenocrysts of micro- and meso-cryst size (>30 um) in

the lava (Fig. 3c).

Enthalpy from Heat Capacity Curves

Enthalpies of crystallization and fusion are calculated from the crystallization trough and melting
peak by integration of those curves (Fig. 4a to Fig. 4b). The baseline of integration used when
calculating the enthalpy of crystallization and fusion is sigmoidal, not linear, as there exists a
transition between crystalline and fully liquid, where both exist in the system. The sigmoidal
shape is drawn so that the inflection point occurs at the temperature of the minimum or

maximum in the observed Cp curve, following the rate of crystallization or melting.

The enthalpies of fusion and crystallization are defined as the difference between the enthalpies

of the solid, and liquid. (Fig. 4b) These are only equal if crystallization and fusion are measured
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at the same temperature. Because crystallization occurs at a lower temperature than melting, and
the heat capacity of the liquid is higher than that of the crystals, the enthalpy of crystallization
measured in the calorimeter is always lower than the enthalpy of fusion (Fig. 4b). During heating
of an initially partially crystalline sample, the observed enthalpy of crystallization will be smaller
still. The different temperature ranges over which crystallization and melting occur for similar
bulk compositions with different crystallinities or crystal-size distributions may also lead to some

variation.

The evolution of sample enthalpy during heating can be quite complex (Fig. 4c). The precise
shape of the curve depends on heating rate and the kinetics of melting and crystallization, which
reflect bulk composition, grain size, and initial crystallinity. Using apparent heat capacity
measurements, enthalpy can be tracked down-temperature from the liquidus for crystalline,
glassy, and mixed materials. The enthalpy of the lava sample must lie between that of the fully
crystalline and fully glassy starting materials, and its position will scale linearly with initial glass

content.

METHODOLOGY

Sample Selection and Preparation

Five samples from along the fissure 8 lava flows were selected to span the range of possible
crystallinities. Samples F8.17 and F8.20 are very glassy, while F8.8 and F8.11 are much more
crystalline, with F8.18 falling in between. Approximately 60 grams of each sample was
powdered, where possible from the same piece from which the thin sections used for validation
were taken (F8.8, F8.11, F8.18). Where this was not possible, the samples appeared to be

homogenous, and another similar piece was selected to be powdered (F8.17, F8.20). The
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resultant powders were assumed to be a homogenous representative mixture, and 30-40 mg

aliquots were utilized for each experiment.

Laboratory

Heat capacity measurements were collected using a Netzsch 404 Pegasus F1 Differential
Scanning Calorimeter (DSC) with Pt-Furnace at the University of Texas at San Antonio (UTSA).
Inert atmosphere was maintained through the experiments using a 30 ml/min Ar gas flow.
Samples of ~30-40 mg mass were placed in Ptoo-Rhio pans with lids of a combined mass of ~260
mg (pans ~180 mg, lids ~80 mg). The pan weights tracked over the course of these experiments
generally exhibit no detectable change using a balance precise to 0.01 mg, ensuring any iron loss
from sample to the pans is negligible. Two pans were used: a reference pan, which remains

empty, and a sample pan which contains reference materials or samples.

For each sample measured in the DSC, three to four individual runs (herein a ‘run’ is a sequence
composed of one heating leg and one cooling leg, with an intermediate plateau at high
temperature) of the machine are needed: a baseline (laboratory file name designation 001), in
which both the reference and sample pans are empty; a sapphire run (002), where an 84.5 mg
sapphire disk is placed into the sample pan as a reference material; the sample run (003), in
which 30-40 mg of the powdered sample replaces the sapphire disk; and a glass run (004), where
the now-glassy sample previously melted in run (003) is remelted to generate a fully glass signal

(Fig. 4a).

The temperature program was the same for each run, starting with a heating ramp from 50 °C to
1500 °C at 30 °C/min, followed by a 10-minute dwell at 1500 °C to ensure thermal equilibration,

and subsequent cooling back to 400 °C at 80 °C/min. The rapid cooling rate ensures quenching
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of the sample to glass for the (004) glass run. The heating rate of 30 °C was chosen to be fast
enough to produce strong signals and reduce experimental duration, and slow enough that

thermal gradients within the sample would not be too large.

The heat flow (Q) between the sample pan and empty reference pan for each run is recorded in
mW. Heat capacity is calculated from these readouts in the Netzsch™ Proteus software using the

DIN 51007 method, a modification of the general heat flux equation solving for heat capacity:

Q Eq.2
Cp = S
mXT

Where C, is the heat capacity, m is the sample mass, and T is the heating rate (K/min), which is

constant for each run. In terms generated by the DSC, Eq. 2 becomes:

C. = DSC — DSCbaseline Eq- 3
P m XT

Where DSC and DSCpse1ine are the electrical signals recorded by the DSC in mW, m is the

sample mass in mg, and T is the heating/cooling rate in K/s.

In order to remove the effect of the Pt-Rh sample pan, the baseline (001) curve is subtracted from
the three subsequent curves. The sample (003) and remelted sample (004) curves are then each

ratioed against the reference sapphire (002) curve:

DSCsample - DSCbaseline mreference Eq. 4

Cp,sam =
, ple _
DSCreference DSCbaseline msample

X CP,reference
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where Cp sqmpie 18 the resultant heat capacity of either the original sample or glass, DSCsgmpie »
DSChasetine » DSCreference are the values measured from the calorimeter for the original sample,
baseline, and reference (sapphire) respectively (see lines 003, 001, and 002 in Fig. 5(a)), Msampie
and My, ference are the masses of the original sample (and subsequent glass) and the reference

sapphire, and Cp ,oference 15 the known heat capacity of the reference sapphire.

Three distinct heat capacity curves are needed to determine crystallinity: a 100% glass
(holohyaline) curve, a 100% crystalline (holocrystalline) curve, and the original sample curve.

The first two provide known upper and lower bounds on crystallinity for the original.

While the holohyaline and original sample runs can be collected in one day, the preparation of
the holocrystalline material requires more time. Crystallization experiments start by performing
the baseline and sapphire runs with the usual temperature program. Next, the sample was held
for 48 hours at the temperature of the lowest point of the crystallization trough in the original
sample (003) run. At this temperature, glass has passed through T, and begun to crystallize, but

has not yet begun to melt.

Once the long isothermal hold was completed, the crystalline sample was cooled to room
temperature and then runs (003) and (004) were performed as normal. Due to subsequent
melting of the crystallized holocrystalline material during these runs, their textures cannot be
documented by petrographic analysis. However, examination of the heat capacity curves showed
no detectable glass transition for any experimentally crystallized sample. At the end of this
process, each sample was represented by Cp curves for the original material, holohyaline, and

holocrystalline equivalent.

Data Analysis
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Using the heat capacity curves for the fully glassy, fully crystalline, and original sample, we
explore three methods to estimate the original crystal content: 1) Configurational Heat Capacity
Ratio (CHC), 2) Enthalpy Ratio (ER), and 3) Temperature Averaged Pre-Tg Enthalpy (TAPE).
The essential steps for each method and their associated corrections are described here, with

additional details described in the supplementary material.

The first and simplest method implemented is the configurational heat capacity (CHC) method.
This method requires only the heat capacity curves for the original and holohyaline samples, and
involves no corrections. Two pre-T; heat capacity points are chosen by the user to act as
‘baseline’ values, one each for the original and holohyaline heat capacity curves (Fig. 6). Two
more points are chosen at the highest point of the Tg peak for each curve. The difference between

the two points for each curve is the configurational heat capacity for each curve.

The high point or peak seen at the start of the Ty rise in heat capacity is a kinetic feature, so we
also calculated crystallinity using the plateau after this T, peak instead. Comparison of the
resultant crystallinities is discussed in the results and discussion. Once located, these four values

are used to calculate the crystallinity, ¢ :

Tg Peak __ Pre—Tg baseline

Porigi igi

0 _ _ ginal Original

¢ (/0) = 100* | I C Tg Peak __ Pre—Tg baseline Eq' >
pGlass pGlass

Tg Peak Pre—Tg baseline
Original and C Original

where Cp are the points chosen for the T, peak and pre-T, baseline

Tg Peak Pre—Tg baseline
g and C g

Glass Glass are the

values, respectively, for the original sample curve, and Cp

same for the holohyaline curve.
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The second method is the enthalpy ratio (ER) method, which requires a correction factor to be
applied to the enthalpy of crystallization values, to account for its temperature dependence (Eq.6
and 7; Fig. 4). All three heat capacity curves ( original, holohyaline, and holocrystalline) are

required for this method.

The first step of the ER method is to calculate the AHevstllization and AHUsion of each curve by
integration of the crystallization trough and melting peaks. To prevent the temperature

dependence of the enthalpies of crystallization and fusion (Fig. 4) from affecting the final

crystallization
H Y

usion .
glass and AH f are used to calculate a correction factor.

glass

crystallinity values, the A
Any crystalline material melted during the fusion peak in the glass heat capacity curve was

generated during crystallization upon heating above T,, so that the AH;E’;; atlization hould

Hfusion

glass

equal the A (Fig. 7a). The ratio of these two values is used to calculate the correction

factor (CF) for the temperature dependence of enthalpy:

AH fusion

_ glass
CF = AHcrystallization Eq 6
glass

The correction factor is subsequently applied to the enthalpy of crystallization for the original
sample to correct for the temperature difference between crystallization and melting. This
corrected enthalpy of crystallization is subtracted from the enthalpy of fusion to remove enthalpy
associated with crystals which formed from the glass component post-Tg. The adjusted enthalpy
of fusion for the original sample is then divided by the enthalpy of fusion of the holocrystalline

sample to calculate the original crystallinity:



AHfusion (CF " AHcrystallization)

original — original

o (%) = 100 * Eq. 7

AH fusion

crystal

330 where AH Zﬁ;ﬂ;l and AHS:{;iféllization are the enthalpy of fusion and crystallization,

Hfusion

331  respectively, for the original sample; and AH_, ;o)

is the enthalpy of fusion of the

332 holocrystalline material.

333  The third and final crystallinity calculation method explored in this work is the Temperature

334  Averaged Pre-T; Enthalpy (TAPE) method. This method is applicable across geological and

335  polymer samples (Mathot et al., 1989), but is the most complicated and susceptible to large

336  uncertainties, due to multiple applied corrections. The first requirement of this method is that

337  heat capacities of the samples below Ty should be similar, so that any variations in calculated

338 enthalpies below T will be minor. We found that this required heat capacity curves to be

339  adjusted vertically to a common pre-T, baseline. We adjusted the holocrystalline and original

340  sample heat capacity curves to match the holohyaline curve, as this is normally the most stable of

341  the curves below Ty (Fig. 8).

342 Once the heat capacity curves are aligned below Ty, the enthalpy values over the entire

343  temperature range are calculated. This is most easily done by manually summing the apparent
344  heat capacity curves at 1 degree temperature intervals to generate enthalpy curves of Hr-H3zg for
345  each sample (original, holohyaline, holocrystalline), where Hr is the enthalpy of the sample at
346  each temperature along the curve, and Hsos is the enthalpy of the sample at room temperature

347 (Fig. 9).
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The resultant curves each start at zero and diverge with increasing temperature (Fig. 9a). In order
to calculate the actual enthalpy difference between samples, the curves must be anchored at a
known reference point where they are all in the same state. The best choice is the highest
liquidus temperature measured among the three runs, which is typically for the holocrystalline
sample. Having selected a liquidus temperature, the other relative enthalpy curves are adjusted
up until all three curves meet at this anchor point. At lower temperatures, the holocrystalline
sample should always have the lowest enthalpy of the three runs. The graph now shows enthalpy

relative to that of the holocrystalline sample at the starting temperature (Fig. 9b).

Finally, the crystallinity in the original sample is calculated from the ratio of the differences

between the enthalpies:

AH — AH, i
_ glass original
o =10 )

AHglass - AI_Icrystal
where AHg 455, AHpriginar » and AH 14, are the enthalpies relative to the holocrystalline
sample at room temperature, i.e. the values plotted in Figure 9b. We calculated the crystallinity
at each temperature step over a range pre-Tg, typically between 250 °C and 600 °C, and took the

average (Fig. 10).
VALIDATION: CRYSTALLINITY BY IMAGE ANALYSIS
Crystallinities via petrography

Traditional petrography provides a basis for independently assessing the crystallinity values
obtained by DSC methods. Crystallinity values were obtained by analyzing electron imagery,
including backscatter electron (BSE) images and wavelength dispersive spectroscopy (WDS) X-

ray element intensity maps, acquired on splits of the same five fissure 8 lava samples. Qualitative
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X-ray intensity maps were acquired using the University of Hawai’i at Manoa’s JEOL JXA-
8500F field emission electron microprobe. Backscattered electron images were collected on the
JXA-8500F microprobe and the FEI Helios NanoLab 660 Dual Beam FIB-SEM, both situated in

the School of Ocean and Earth Science and Technology at the University of Hawai‘i at Manoa.

Preliminary BSE imaging surveys of the samples revealed crystallinity variation from 0 to 100%
over the scale of mm (samples F8.11 and F8.18 being particularly heterogeneous), with crystal
length scales ranging from sub-micron to several mm (Fig. 11). Relative to typical volcanic
scoria or pumice, the fissure 8 lava samples preserve an exceptionally high degree of spatial
heterogeneity. The large range of relevant spatial scales required the development of a tailored
approach so as to representatively assess crystallinities of full thin sections on a practical time

frame.

Traditional petrographic methods including point counting and pixel thresholding were
integrated and modified to incorporate electron microscopy (EM) imaging techniques. The

workflow is summarized in Figure 12, with additional details provided in the Supplement.

Characterization at the thin-section scale: WDS maps

At the coarsest scale, full-section X-ray intensity maps acquired with the electron microprobe‘s
wavelength-dispersive spectrometers (WDS) were used to evaluate the abundances of
phenocrysts and mesocrysts of olivine, Ca-clinopyroxene, feldspar, and Fe-Ti oxides. Elemental
intensity maps of Al, Mg, and Ca are combined into a single RGB image, from which we obtain
the dense-rock normalized abundances of olivine, feldspar, and Ca-clinopyroxene crystals
greater than ~50 pm equivalent diameter (Fig. 12 a-e). The phase maps (Fig. 12 fand g) were

subsequently processed to obtain information in two crystal size bins: mesocrysts (50-150 um)
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and phenocrysts (>150 um). This was achieved using ImagelJ software to mathematically erode
binary images created for each phase by thresholding the phase maps. The difference between
the original phase abundance and the post-erosion phase abundance yields the area percentage of

mesocrysts.

Characterization at the sub-mm scale: BSE image nests

The abundances of microlites (<50 um) are obtained by representative sub-sampling of the
petrographic thin sections with BSE imaging. Images are collected at randomly selected
locations, distributed evenly across each thin section (typically >30 images per sample; Fig. 121).
Polyhedral microlites of feldspar and clinopyroxene are comparatively easy to identify at the
lower-magnifications (200x-500x) and are amenable to abundance determination by simple
point-counting. However, discerning finer intergrowths and evaluating the abundance of glass
required magnification >1000x, at which scale it is not possible to capture the coarser microlites
representatively. The point counting technique was modified to address this difficulty. High-
magnification images were used to (a) define microtextural domain types and (b) determine
phase abundances in each type. Lower-magnification images were used to carry out the point
counting, with grid intersections allocated to individual phases as well as domain types (Fig.
12m). The fine-grained domains were parsed to the appropriate phase tallies in an offline
calculation. The resultant crystallinities and the uncertainties inherent in the analytical
techniques, as well as due to sample heterogeneity, are recorded in Table 1. See the Supplement
for additional details.

RESULTS
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All three calorimetric calculations were successfully applied to the five basalt samples, with
varying degrees of precision. The CHC method provided the best overall agreement to the

WDS/BSE crystallinities (Fig. 13).

The values calculated for this method, using the peak of the glass transition curve, fall neatly
within the 1o uncertainties for the BSE/WDS calculations for those samples with little
heterogeneity (Fig. 13). For samples F8.11 and F8.18 with high heterogeneity, the CHC peak
values (82 £ 3 % and 64 £ 3 %, respectively) fall within the maximum and minimum (69-109 %
and 13-68 %, respectively, the variation due to sample heterogeneity) crystallinity values found
using BSE/WDS for those samples. Their location within this range is a reflection of the mixing
and homogenization of the crystal-poor and crystal-rich domains during powdering. CHC
calculations using the plateau of the T, peak result in more variable answers, plotting well
outside of the uncertainties for the glassiest samples, but falling closer to the average for F8.18.
Even when used on the very ambiguous ‘peaks’ of T, for the two most crystalline samples, F8.8
and F8.11, the resultant CHC peak crystallinities (97 + 3% and 82 + 3%, respectively) fit well
with the analytical uncertainty of the BSE/WDS values (98 = 4% and 89 + 4%, respectively).
Given the poorly defined T, peak, this was not expected, but it appears that the CHC method

may work well even at very low glass contents.

Of the two enthalpy methods, the ER method matches most closely the BSE/WDS calculations,
with most points falling within the BSE/WDS sample heterogeneity uncertainties (Fig. 14).
Only the F8.18 values are not well constrained (83 + 6%, well outside the BSE/WDS values of

40 + 28%) and this is due to the sample itself rather than the method (see discussion).

The TAPE method results in four of the five samples overlapping with the BSE/WDS values.

However, this is only due to the large uncertainties on the TAPE values. The uncertainty on these
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values is ~3 times that of the uncertainty of the ER method, and 6 times that of the CHC method,
with the maximum uncertainty on these values at + 18%. All crystallinity values and their

uncertainties are recorded in Table 2.

Application to texturally ambiguous samples

Validation of the three calorimetric methods has now been established on samples with a wide
range of crystallinities, using the highly detailed BSE/WDS crystallinity determination. To
demonstrate the power of these methods for samples with indeterminable groundmass, we
present image-thresholding comparisons of three samples from the fissure 17 flow of the Kilauea
lower East Rift Zone eruption of 2018 (Fig. 1). The material erupted from the fissure 17 vent was
notable for its initial icelandite composition (a high-iron, aluminum-poor andesite; Carmichael,
1964; Carmichael et al., 1974), and more explosive eruption style, in contrast to the basalt
characterizing the rest of the eruption. The two basalts and one icelandite sample characterized
here show a variety of intergrowth and microlitic textures, with little to no visible glass, and
large areas ( >40% of the total area) that remain visibly ambiguous in a petrographic microscope

(Fig. 2a).

Crystallinities and bubble contents were determined using color-image thresholding of full thin
section plane-polarized light images collected via petrographic microscopy (Fig. 2a). Individual
regions of interest (ROI) were delineated using distinct color differences between bubbles
(containing blue epoxy), crystals large enough to be intersected on both sides of the thin section
(white/grey) and ambiguous groundmass (brown/black). Crystallinity was calculated by dividing
the selected crystal pixel number by the combined value of selected crystals and groundmass.
Groundmass contents were first estimated by direct selection, and secondly by subtracting pixels

classified as crystals or bubbles from the total number of pixels in the image. The resulting
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crystallinity estimates were often quite different to each other (Table 2). Due to the opacity of the
groundmass, its crystallinity could not be determined, so that the crystallinities calculated by

petrography are minimum estimates, with a maximum possible crystallinity of 100%.

For the fissure 17 samples, the CHC crystallinity is in good agreement with the ER crystallinity
in two of the samples, while the ER crystallinity is markedly higher in F17-10. The TAPE
crystallinity is much more variable than the other two methods, as also noted for the fissure 8
samples, with a low estimate for F17-07, and an extremely high crystallinity for F17-08B.
However, the TAPE method matches well with the CHC crystallinity calculated for F17-10,

while the ER crystallinity is high.

While the two basalt samples show a marked increase in the precision of crystallinity using the
calorimetric methods, the icelandite, F17-10, shows fairly good agreement between the image
thresholding values and the calorimetric methods. This is most likely due to the appearance of
iron-rich nano- and microlites in the basalts, causing complete opacity of the groundmass. In
contrast, the icelandite appears to be more translucent, allowing the delineation of some crystals

within (see Supplement).

DISCUSSION

Uncertainty Propagation of Crystallinity Calculations

The prime source of uncertainty for all three methods comes in the form of human error, due to
the wide range of values that rely on the user to pick them from a graph, and so are subject to
observational differences. In order to quantify these, it is important to encapsulate the possible
areas of human error in the uncertainty propagation for these methods. We calculated the 1o

uncertainty on three different samples, with varying degrees of glassiness, and DSC curve
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clarity. These three samples were F8.17 (very glassy, near perfect curves), F8.8 (very crystalline,
fairly well defined curves), and F17-07 (a glassy/crystalline mix of icelandite composition with

Very poor curves).

The CHC method has only one main source of uncertainty, from the choice of baseline and
peak/plateau values for the glass transition. To calculate uncertainty, each of these points was
determined 5 times each by 3 separate individuals, and the resulting standard deviation was taken
as the uncertainty for those values. The CHC method using the plateau results in F8.17, F8.8, and
F17-07 10 uncertainties of 1%, 0.6%, and 2%, while utilizing the peak results in 0.8%, 0.4%,
and 2%, respectively. We took the highest of these three values to be the uncertainty for all

samples.

The two enthalpy methods required at least one correction or anchoring step, which impart
higher uncertainties. The main source of uncertainty for the ER method lies in the choices of
upper and lower temperature bounds for the enthalpy of crystallization and enthalpy of fusion
calculations. To constrain this uncertainty, the upper and lower bounds used to calculate enthalpy
from the crystallization trough and melting peak were chosen five times each by three separate
individuals, for each curve. The standard deviation of the resultant enthalpies was used as the
uncertainty for each enthalpy value. Propagation of the uncertainties through the equation
resulted in £3%, +1%, and £6% 10 uncertainty for F8.17, F8.8, and F17-07, respectively. As

with the other methods, we quote the largest of these as the overall uncertainty of the method.

The TAPE method requires multiple adjustments, each of which introduces additional
uncertainty. The first is the baseline Cp correction, which shifts all of the heat capacity curves to
the same average values below Tg. All of the samples except for F8.17 required this adjustment.

Next is the enthalpy adjustment, to anchor all curves at the same enthalpy value at or above the
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liquidus temperature. At times, it was necessary to choose between two possible anchoring
values, either because the heat capacity curves converged at more than one location post-melting,
or the completion of melting was ambiguous. Most possible ambiguity is due to inclusion or
exclusion of a final long, low melting peak which can be overlooked, but which we attribute to
slower melting of larger crystals (see Supplement F8.17 heat capacity data). Full explanation of
these choices is provided in the supplementary material. Propagating uncertainties from these
two adjustments results in 1o uncertainties of 0.3%, 18%, and 12% for F8.17, F8.8, and F17-07

respectively. The low uncertainty for F8.17 results from lack of the heat capacity correction.

Caveats and considerations for the WDS/EDS Methodologies

The determination of crystallinity at the full-section scale with WDS maps is essentially a
thresholding technique, and thus presents several advantages as well as important caveats and
limitations. As compared with manual feature segmentation, the technique is not labor intensive.
It is therefore relatively quick to apply and the outcome is relatively insensitive to operator bias.
On the other hand, no information is obtained about feature shape, individual feature size, or the
spatial distribution of the phases. The pixel size of our WDS maps is 24.5 pm. Given the
relatively unlikely chance that a similar-sized crystal will be perfectly centered on a pixel, there
is an effective minimum detection size influenced by several factors: (a) the actual position of
the phase with respect to the pixel-grid and thus the likelihood that many pixels represent ‘mixed
analyses’; (b) the elemental contrast of the phase with respect to its surroundings (with
comparison to basaltic glass, this contrast is generally greatest for olivine, and less for feldspar
and least for Ca-cpx); (c) the absolute signal strength (concentration) of Al, Mg, or Ca in each

phase (again, greatest for Mg in olivine). Close comparison of WDS maps with high-



524  magnification BSE images supports our estimate that 50 pm (equivalent diameter) is the

525  minimum detection size limit with this technique.

526  Finally, as with any sectioning approach, the characterization of a randomly-chosen 2D surface
527  within the bulk rock may not be representative of the whole specimen, particularly in samples
528 that have steep texture gradients caused by variable cooling rate at the margin of a lava sample.
529  For example, the proportion of a 3D sample that is glassy rind may differ from the proportion
530 contained within its corresponding 2D section, giving rise to substantial differences in

531 crystallinity. Such discrepancies are not limitations of the analytical techniques, insofar as the
532  technique accurately recovers the proportions present in the two sample types, but rather a

533  limitation of the implied assumption of a section’s representativeness.

534  While computed tomography and similar instrumentation has proved useful in classifying

535  crystallinity in three-dimensions (e.g. Baker et al, 2012), this works primarily for large, high-

536  density-contrast crystals. These methods would run into the same issues mentioned previously
537  for the two-dimensional methods in the samples studied here: complex crystal textures, nano-
538 and micro-scale crystallinity, and small volume characterization. As such, while three-

539  dimensional methods enable calculation of vol. % crystallinity of certain phases, these

540 techniques would still benefit from utilization of the techniques presented here to ensure

541  wholescale crystallinity capture, especially in samples with complex textures, and similar-density

542  crystal phases.

543  Caveats and considerations for the enthalpy-based techniques

544  The ER and TAPE methods both require heat capacity data for holocrystalline samples. For two

545  samples (F8.8 and F8.17) the holocrystalline curve used for calculations was obtained from a
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sample held at the isotherm for 1 hour rather than the 48 hours proposed as a standard method.
This is because we sometimes observed inconsistencies in the measurements on samples
crystallized for 48 hours, which resulted in enthalpies of fusion that were lower than those of the
original sample. For sample F8.18, we created six separate holocrystalline runs, only one of
which resulted in an enthalpy of fusion greater than any of the three separate original sample
runs. F8.18 appears to be the most heterogeneous of all our samples, which may account for
some of this variation. Should large portions of one crystal phase be available in any particular
aliquot, the melt chemistry and crystal chemistry may be markedly different, producing variation
in the enthalpies of fusion. It is unclear why F8.8 and F8.17 had larger enthalpies of fusion for

shorter isothermal holds, as they are both much more homogeneous in bulk texture.

The second point of consideration is that of the temperature at which the isothermal holds are
carried out. During the six separate 48 hour isothermal holds done on sample F8.18 aliquots, we
varied the temperature between the starting and ending temperatures of the crystallization trough
in order to discern if that may have an effect. While no definitive conclusion was reached,
choosing a temperature below the base of the crystallization trough, and above the first inflection
point of this trough, should ensure that the sample is kept below its solidus, and that there is
sufficiently rapid crystallization to ensure crystal nucleation and growth. This will become more
difficult in more silicic samples, where crystallization kinetics are slower (e.g. Hammer, 2008).
An additional consideration for more silicic samples is a degassing signal due to higher water
content, which may cause an anomalous increase in the Tg peak as the sample degasses

immediately following Tg.

A final consideration is that of dimensionality, as the calorimetry methods result in wt %

crystallinity, while the two-dimensional image thresholding methods result in area %
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crystallinity. However, the two should be approximately equivalent due to the low difference in
densities between the various crystal phases and glass in the samples.

Which methods should I use?

Of the three calorimetric methods explored here, the CHC method appears to be the most
precise when compared to the BSE/WDS values. Within this method, two approaches were
explored, using either the peak or plateau of the glass transition curve as the high point for the
calculation. The CHC calculations using the T, peak all resulted in values which overlapped well
within the 1o uncertainty of the BSE/WDS calculations, while this proved true for only some of
those calculated using the plateau (Fig. 13). The uncertainties calculated for both CHC
approaches were the lowest of any of the three calorimetric methods, with a maximum 1o
uncertainty of 3%. This method is also the fastest and easiest to apply of the three methods
explored in this work. It requires only the original and holohyaline in the DSC, removing the
need for the creation of a holocrystalline sample, and in so doing shortening the data collection

time to a day. The calculation itself has only three steps and requires no corrections.

Second to the CHC method is the ER method, which also resulted in calculated crystallinities
which fall within the uncertainty bounds of the BSE/WDS crystallinities, except for F8.18 (Fig.
14). This sample has the largest internal heterogeneity, which is the likely driver for the disparate
values calculated by all methods. The ER method does require a holocrystalline sample to be
measured in the DSC, adding at least 48 hours onto the collection time. The calculation of
crystallinity is a simple ratio once the temperature-dependence correction factor is applied. This
method thus requires more time and effort than the CHC method, but produces acceptable results

on homogeneous samples.
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The TAPE method is the most complex and least precise method of the three explored in this
work. While four of the five sample crystallinities calculated fell within the 10 uncertainty of the
BSE/WDS crystallinity calculations, this is primarily due to the large £18% 1o uncertainty on
the TAPE crystallinity values themselves (Fig. 15). This uncertainty is three times the maximum
uncertainty on the ER crystallinities, and six times that of the CHC method. When applied to the
three fissure 17 samples, this method resulted in discrepancies relative to the other two
calculations, one at least that gave an impossible calculated value of greater than 100%
crystallinity. This appears to be largely due to a baseline tilt in the enthalpy curve of the original
sample, which results in the low-temperature end of the curve becoming negative when
anchoring is applied. As such, baselines must be exceptionally flat and reproducible to get
reliable results using the TAPE method. Finally, this method requires an additional 48-hour
isothermal period to attain a holocrystalline sample, and for multiple corrections and

assumptions to be applied when calculating the crystallinity.

In summary, uncertainties in total crystallinity are typically lower for calorimetric methods than
petrographic methods, partly due to the ability to detect nanoscale ordering or lack thereof, and
in part due to textural domain averaging by powdering in creating a bulk sample. Conversely,
petrographic methods have an advantage in that they can preserve textural information such as
crystal size and shape distribution. We conclude that the two techniques are complementary and

provide a powerful combined approach.

Future directions - Crystal Size Populations

The DSC curves of several samples contain more than one peak during melting. We postulate
that this is due to different crystal size populations in the sample. This is supported by several

indications: (1) Samples which initially contained a significant amount of glass showed an
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additional melting peak just higher in temperature than the crystallization trough during the
original run. This feature was not visible in the Cp curve from the holocrystalline sample (i.e.
Fig.8). The only difference between these curves is the glass found in the original sample, which
crystallized nano-to-microlites during heating post T,. (2) Long low peaks at the end of melting
which are visible only in those samples we know contain phenocrysts, and are not present in the
holohyaline run. During heating, larger crystals take longer to melt completely, and thus seem to
incorporate latent heat of fusion at higher temperatures than smaller crystals. Additionally, the
holohyaline run is devoid of these high temperature features, and does not contain any larger

crystals, which cannot grow on the experimental timescales used here.

In summary, it is possible to discern at least rough crystal size populations from the details of the
fusion peak. Depending on the presence of glass, samples may include a very small sharp peak
on the front of the ‘main’ melting peak, which indicates the presence of nanolites and/or
microlites, grown post-Tg. If no glass is present, and such a peak occurs, it is likely the sample
contains naturally occurring nanolites/small microlites. The middle peak, or main peak of
melting, is conjectured to indicate the presence of large microlites and small phenocrysts, while a
long, low peak usually seen after inflection point of this main peak indicates larger phenocrysts,
likely pre-eruptive in the case of quenched basaltic lavas. The areas under these individual peaks
could, in theory, be used to calculate the relative masses of different size populations. As
mentioned previously, this line of inquiry would require detailed sample determination, as large
crystal heterogeneity in the samples could result in aliquots with highly variable large vs. small
crystal contents. Additional care would need to be taken when creating the powdered sample, so
as not to break apart crystals, and thus mechanically modify the resultant calculated crystal size

distribution.



637 CONCLUSION

638  We have investigated three methods for the calculation of crystallinity from calorimetric data, for
639  samples ranging from single-digit to near 100% crystallinities. Of these three methods, we

640  propose that the CHC calculation is the easiest, fastest, and most accurate method (+3 vol.%

641  crystals), even for those samples which have very poorly defined T, peaks. For highly crystalline
642  samples where the T peak may be very hard to quantify, we additionally recommend the

643  enthalpy ratio method, as it requires fewer additional measurements and less processing than the
644  TAPE method. Petrographic methods have an advantage in that they can preserve textural

645  information such as crystal size and shape distribution, but the example of the fissure 17 samples
646  with opaque, very fine-grained (i.e. sub-micron scale) mesostasis underscores the ability of

647  calorimetric data to provide textural information that is difficult or impossible to quantify with
648  optical or electron microscopy. We conclude that the two techniques are complementary and

649  provide a powerful combined approach to the study of lavas and other rocks containing an

650  amorphous phase.
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780  Figure Captions

781  Figure 1: Flow depth map of fissure 8 and fissure 17 flows of the Kilauea lower East Rift Zone
782  eruption. Sample locations are shown as red triangles. Modified from Dietterich et al. (2021).
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787  Figure 2: (a) A plane-polarized light image of a sample (F17-07) from the fissure 17 lava flow
788  of the Kilauea eruption of 2018, where microcrystallinity and intergrowth cause areas to be seen
789  as opaque black, with no way of distinguishing individual grains or any interstitial glass. The
790  blue areas are vesicles filled with dyed epoxy. (b) a BSE image of a sample taken along the

791  fissure 8 lava flow from the Kilauea 2018 eruption (F8.11), showing bone-marrow-like fronts of
792  incipient crystal formation, which is indistinguishable from any glass that may be left over.
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Figure 3:(a) Apparent heat capacity vs. temperature for an initially crystalline sample. (b)
Apparent Heat capacity vs. temperature for an initially glassy sample undergoing crystallization
above Tg. (c) Apparent heat capacity vs. temperature for a sample of lava, initially containing
multiple sizes of crystals and glass. The sigmoidal dashed line at the base of the AH" and
AHewstallization for each graph is the baseline of integration for calculation of the enthalpies.
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804  Figure 4: (a) Apparent heat capacity vs. temperature for a sample of lava, initially containing
805  both crystals and glass. (b) Enthalpy vs. temperature diagram for initially glassy and crystalline
806  materials showing the temperature-dependence of the enthalpy of fusion/crystallization. (c)

807  Enthalpy vs. temperature diagram for a sample of lava, initially containing both crystals and
808  glass.
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811  Figure 5: (a) ‘Raw’ heat flow curves generated by each ‘run’ done in the differential scanning
812  calorimeter. Run (001) is a blank baseline run where both sample and reference pans remain
813  empty, (002) is a reference run using a sapphire disk in the sample pan, (003) replaces the

814  sapphire disk with the original sample, and (004) is the glass run measuring the quenched

815  material from the (003) run. (b) The two heat capacity curves (original sample and glass)

816  calculated by the four heat flow curves measured by the DSC.
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819  Figure 6: Configurational heat capacity method diagram, detailing the heat capacity curves
820 needed, points to pick, and calculation.
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823  Figure 7: Enthalpy ratio method diagram. (a) A graphical representation of the enthalpy
824  temperature dependence correction factor (CF). (b) A graphical representation of the calculation,
825 integrating the correction factor.
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827  Figure 8: Heat capacity baseline correction, the first correction necessary for the TAPE method.
828  (a) includes the three heat capacity curves pre-correction, and (b) shows the curves post
829  correction.
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832  Figure 9: Anchoring of enthalpy curves, (a) includes the enthalpy curves pre-anchoring, where
833  all curves start near zero and diverge at higher temperatures. (b) Post-anchoring enthalpy curves,
834  where all curves intersect at the anchoring temperature.
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837  Figure 10: Final stage of the TAPE calculation. Averaged difference between the
838  holocrystalline curve and other two curves, which are used as inputs in the equation shown.
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841  Figure 11: Five fissure 8 lava samples evaluated with standard petrographic techniques for

842  comparison with the DSC methods developed herein. Full-section RGB images (a, d, h, k, and o)
843  are used to determine abundances of the coarsest crystals and provide context for higher-

844  magnification BSE images (b, c, e-g, i-j, I-n, p-q), which capture fine-scale microtexture. Further
845  explanation of the creation of panels a, d, h, k, and o can be found in Figure 12.
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Figure 12: Method of acquiring phase abundances, demonstrated with sample F8.8. Wavelength
dispersive spectroscopy (WDS) X-ray intensity maps for elements Al, Mg, and Ca (a-c) are
combined as separate channels to create a composite RGB image (d). The epoxy in vesicles and
surroundings and the feldspar mounting crystals are manually masked and the sample boundary
1s identified. Next, phases are segmented manually and filled with designated grayscale values
(e). The balance of the sample is allocated “groundmass”, which includes undifferentiated glass
and fine-grained crystals. Two segmentations provide bracketing estimates of feldspar
abundance (f and g). BSE images, collected in a grid pattern from the full section (1), are each
approximately the size of the symbol; point counts are conducted on selected images (m). Voids,
vesicles, pits, and other imperfections that obscure the phases are excluded (red dots in m) from
the point count, as are crystals >150 microns. Higher-magnification BSE imaging is used to
define and quantify the abundance of microtexture domains (circular insets), and thus sub-
micron phases. In this case, domain 2 consists of 10 % glass, 68% clinopyroxene microlites, 2%
Fe-Ti oxides, and 20% feldspar microlites. Domain 3 has the same phases but in different
proportions (5% glass, 45% clinopyroxene microlites, 5% Fe-Ti oxides, and 45 % feldspar).
Domain 1, not exhibited in this image or sample, is defined as >95% glass.
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Figure 13: Final calculated configurational heat capacity (CHC) crystallinities in comparison to
the BSE/WDS calculated crystallinities. Two possibilities were calculated, using either the peak
(light green) or the plateau (dark green) of the glass transition. The values calculated from
BSE/WDS methods are shown as the black points. The error bars on the BSE/WDS methods
indicate the standard deviation of the analytical method (thick black line) and the 1o uncertainty
due to sample heterogeneity (dotted gray line). The error bars on the calorimetric and enthalpic
methods are the maximum 1o uncertainty calculated.
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Figure 14: Final calculated enthalpy ratio (ER) crystallinities in comparison to the BSE/WDS
calculated crystallinities. The values calculated from BSE/WDS methods are shown as the black
points. The error bars on the BSE/WDS methods indicate the standard deviation of the analytical
method (thick black line) and the 1o uncertainty due to sample heterogeneity (dotted gray line).
The error bars on the calorimetric and enthalpic methods are the maximum 1o uncertainty
calculated.
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Figure 15: Final calculated Temperature Averaged pre-Tg Enthalpy (TAE) crystallinities in
comparison to the BSE/WDS calculated crystallinities. The values calculated from BSE/WDS
methods are shown as the black points. The error bars on the BSE/WDS methods indicate the
standard deviation of the analytical method (thick black line) and the 1o uncertainty due to
sample heterogeneity (dotted gray line). The error bars on the calorimetric and enthalpic

methods are the maximum 1o uncertainty calculated.
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Figure 16: Comparison of the three calorimetric crystallinity methods with the BSE/WDS (black
circles) and image thresholding methods (black triangles), for fissure 8 and fissure 17 samples
respectively. No CHC plateau calculations were done for fissure 17 samples, due to a lack of any
plateau. The error bars on the BSE/WDS methods indicate the standard deviation of the
analytical method (thick black line) and the 1o uncertainty due to sample heterogeneity (dotted
gray line). The error bars on the calorimetric and enthalpic methods are the maximum lo
uncertainty calculated. The error bars on the image thresholding values indicate the range of
possible crystallinities between the minimum and 100%, as determined by the ambiguity of the
groundmass.
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902 Table 1: BSE/WDS crystallinities by size, with associated total crystallinity uncertainties due to
903 analysis and sample heterogeneity.

pheno- crysts (v. %) mlc1‘o—(|:h;n)ocr}'sts microlites (v. %) SUM (v. %) analytical uncertainty sample variance!
V. %
120 wam - 1000 wm 50-120 wm 1-50 wm 1-1000 wm 1 stdev % rel. I stdev % rel.
F8.8 9.5 10 78.8 98 3.7 4% 0.8 1%
F8.11 5.3 6.7 77.1 89 35 4% 19.9 22%
F8.17 5.8 1.1 4.5 11 0.8 7% 3.5 31%
Fg8.18 9.3 6.6 245 40 1.8 4% 27.8 69%
F8.20 4 2.1 5.3 11 0.7 6% 5.3 47%

Variance is assessed as a composite of the variance observed at the filll-section scale (WDS maps of multiple thin sections) and at the groundmass scale The variance is chiefly controllad by
the variability in the groundmass.
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Table 2: Fissure 8 sample calculated crystallinities compared to the BSE/WDS crystallinities
used for validation.

EDS/WDS (v. %)

Analytical Standard
Deviation (v. %)

Sample Heterogeneity
Standard Deviation (v. %)

CHC Peak Method (v. %)

ER Method (v. %)

TAPE Method (v. %)

F8.8 98.3 +3.7 =0.8 97+3 98£6 75+£18
F8.11 89.1 +3.5 =19.9 82£3 90 =6 7218
F8.17 11.4 +0.8 +=3.5 10+3 5£6 15+18
F8.18 40.4 +1.8 +£27.8 64£3 83+£6 67 =18
F8.20 11.4 +0.7 =53 153 176 29=18
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Table 3: Fissure 17 calculated crystallinities from image thresholding and the three calorimetric
methods. Image thresholding values are given as a range from minimum calculated to maximum
possible. *can definitely detect at least 10% crystals, but large swaths are ambiguous, so can be

either glass (minimum) or crystal (maximum).

Image Thresholding

Image Thresholding

[ —— MinimumMaximum CHC Peak Method ER Method TAPE Method
F17-07 17 10-100 69+3 68+ 6 54+ 18
F17-08B 17 9-100 80+3 89+6 =400+ 18
F17-10 78 60-100 64+3 80+6 66+ 18




