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Accurately modeling absorption and fluorescence spectra for molecules in solution poses a challenge due to
the need to incorporate both vibronic and environmental effects, as well as the necessity of accurate ex-
cited state electronic structure calculations. Nuclear ensemble approaches capture explicit environmental
effects, Franck-Condon methods capture vibronic effects, and recently introduced ensemble-Franck-Condon
approaches combine the advantages of both methods. In this study, we present and analyze simulated ab-
sorption and fluorescence spectra generated with combined ensemble-Franck-Condon approaches for three
chromophore-solvent systems and compare them to standard ensemble and Franck-Condon spectra, as well as
to experiment. Employing configurations obtained from ground and excited state ab initio molecular dynam-
ics, three combined ensemble-Franck-Condon approaches are directly compared to each other to assess the
accuracy and relative computational time. We find that the approach employing an average finite-temperature
Franck-Condon lineshape generates spectra nearly identical to the direct summation of an ensemble of Franck-
Condon spectra at one-fourth of the computational cost. We analyze how the spectral simulation method,
as well as the level of electronic structure theory, affects spectral lineshapes and associated Stokes shifts
for 7-nitrobenz-2-oxa-1,3-diazol-4-yl (NBD) and Nile Red in dimethyl sulfoxide (DMSO), and 7-methoxy
coumarin-4-acetic acid (7MC) in methanol. For the first time, our studies showcase the capability of com-
bined ensemble-Franck-Condon methods for both absorption and fluorescence spectroscopy and provide a
powerful tool for simulating linear optical spectra.

I. INTRODUCTION

Optical spectroscopy plays a pivotal role in under-
standing the properties of molecules, where absorption
and fluorescence spectra act as reporters for local envi-
ronments and vibronic coupling through their energies,
spectral widths, shapes, and Stokes shifts. Simulations
of optical spectroscopy serve as a crucial bridge between
experimental results and electronic-level understanding
of molecular behavior. Developing models that can ef-
fectively capture both explicit environmental effects and
vibronic contributions remains a critical challenge in link-
ing experimental spectra with molecular properties.

Traditional computational methods for linear spec-
troscopy simulation have predominantly focused on
incorporating vibronic effects through Franck-Condon
(FC) spectral simulations1–17 using either an adiabatic
Hessian7,18,19 or a vertical gradient approach12 for ef-
ficiency. In practice, harmonic potential energy sur-
faces are generally assumed within the FC approach
as the harmonic oscillator nuclear wave functions are
readily available upon geometry optimization and nor-
mal mode analysis. The FC methods often model sol-
vent effects implicitly, utilizing polarizable continuum
models20–26 to approximate the influence of the sur-
rounding medium. This harmonic FC approach works
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well for rigid molecules or systems with weak solvent in-
teractions. However, the absence of direct solute-solvent
interactions and the harmonic treatment of the potential
energy surfaces can lead to more narrow spectra than
observed experimentally.27,28

Explicit solvent effects are traditionally incorporated
into spectral simulations by employing a nuclear en-
semble approach.29–38 This method involves sampling
chromophore-solvent configurations, generally through a
molecular dynamics (MD) trajectory, and naturally cap-
tures vibrational degrees of freedom of the chromophore.
This approach does not incorporate vibronic effects,19

often leading to poor spectral shape. The ensemble ap-
proach has seen limited application in simulating fluo-
rescence spectra,32,39–43 likely due to the computational
demands of performing excited state molecular dynam-
ics to obtain chromophore-solvent configurations on the
excited state potential energy surface. There are mul-
tiple advantages of the nuclear ensemble approach, such
as being able to sample anharmonic regions of the poten-
tial, the ease of including effects from higher-lying excited
states, capturing inhomogeneous broadening due to ex-
plicit interactions with solvent, and accounting for tem-
perature effects of both the chromophore and solvent via
finite temperature MD.33,44,45

Some recent approaches to simulating absorption spec-
tra have made progress in capturing both specific en-
vironmental and vibronic effects through the use of
MD sampling of chromophore-environment configura-
tions. For example, employing a cumulant expansion
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for the ensemble average of the time-ordered exponen-
tial of the linear response function46 treats chromophore
vibrational and environmental degrees of freedom on
equal footing, allowing vibronic absorption spectra to
be generated from energy gap correlation function com-
puted along an MD trajectory.47–58 Molecular dynamics,
along with snapshot clustering for unique features, has
also been exploited within a variational and perturba-
tive approach to spectroscopy.59–61 An alternative ap-
proach based on the separation of classical (soft) and
quantum (stiff) nuclear degrees of freedom expresses the
absorption spectrum as a conformational integral of vi-
bronic spectra of the stiff coordinates.62,63 The approach
developed by some of the authors of the present work
is similar in spirit, where vibronic spectra of the chro-
mophore are generated within a frozen environment in
order to combine features of both the ensemble and
Franck-Condon approaches, creating hybrid ensemble-
Franck-Condon (E-FC) approaches that capture both ex-
plicit environment and vibronic effects.28,64–67 In previ-
ous work,67 we have outlined variations of the E-FC ap-
proach with differing levels of approximation and corre-
sponding computational cost, and shown good agreement
with experiment for the simulated absorption spectral
shapes of chromophores in various explicit solvent envi-
ronments.

In this study, we compare three E-FC methods intro-
duced previously and, for the first time, extend these ap-
proaches to the simulation of fluorescence spectra. This
is the first study in which these methods have been di-
rectly compared to each other and the first in which
they have been used to model fluorescence. We employ
both ground and excited state ab initio molecular dy-
namics (AIMD) to sample chromophore-solvent config-
urations and compare the resulting ensemble, implicit
solvent Franck-Condon, and E-FC absorption and flu-
orescence lineshapes. To showcase the performance of
these spectroscopy methods, they are applied to three
well-known fluorophores: 7-nitrobenz-2-oxa-1,3-diazol-4-
yl (NBD), Nile Red (NR), and 7-methoxy coumarin-4-
acetic acid (7MC).

II. THEORY

Here we present the theory of computational methods
used in this study for modeling the linear optical spectra
of molecules in solution, including the nuclear ensemble
approach,29–32 the Franck-Condon approach,1–17 and the
combined ensemble-Franck-Condon approaches.28,64–67

For simplicity, we only account for two electronic states
in spectral calculations: the initial reference electronic
state, i, and the final electronic state, f, where the refer-
ence state is the ground state for absorption spectra, and
the reference state is the excited state for emission spec-
tra. We assume Born-Oppenheimer dynamics for both
S0 and S1, and therefore do not consider any contribu-
tions from nonadiabatic effects68,69. Note that our ex-

pressions for absorption cross-sections are scaled by the
frequency ω, and emission cross-sections are scaled by
ω3,70,71 with other references suggesting that the scaling
should be ω4.72–74 In this work, we present a compari-
son of spectral lineshapes with the transformation from
spectral intensity to lineshape intensity given in the com-
putational details.

A. The Nuclear Ensemble Approach

In the nuclear ensemble approach, the electronic spec-
tra are simulated using molecular configurations, here
called snapshots, that we sample from different points
in time during an MD trajectory at a specified tempera-
ture. For absorption, ground state MD is performed, fol-
lowed by calculations of vertical excitation energy (VEE)
and oscillator strength for each snapshot. For emission,
excited state MD is performed, with the energy gap cal-
culations on these snapshots representing the vertical de-
excitation energy (VDE). To obtain the final optical spec-
trum, often a Gaussian function dresses the bare verti-
cal energies. The linear absorption and emission cross-
sections using the ensemble approach are then obtained
as,

σens(ω;T ) ∝ 1

Nsnaps

Nsnaps∑
j=1

ωβ
if (R

i
j ;T )|µif (R

i
j ;T )|2

×N (ω − ωif (R
i
j ;T ), s),

(1)

where fif ∝ ωif (R
i
j ;T )|µif (R

i
j ;T )|2 is the oscillator

strength, ωif is the vertical excitation/de-excitation en-
ergy, β = 1 for absorption and β = 3 for emission, and
µif is the transition electric dipole moment between two
electronic states of the dye with reference state nuclear
configuration Ri

j obtained from an MD trajectory at
temperature T . The frequency of the light is given by
ω, and Nsnaps is the number of uncorrelated snapshots
from either a ground or excited state MD trajectory. The
Gaussian function, N , is centered at ωif with standard
deviation s, a parameter that is often used to account
for limited sampling. Some nuclear quantum effects on
the optical spectra can be included through the MD sam-
pling by employing a path integral formalism.75–78 How-
ever, the spectra generated from the nuclear ensemble
approach lack vibronic features and, thus, generally are
not the correct shape.

B. The Franck-Condon Approach

The Condon approximation assumes that the nuclear
configuration does not change during an electronic tran-
sition, leading to the Franck-Condon principle, where
the intensity of the electronic transition can be deter-
mined from the overlap of the nuclear (vibrational) wave
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functions of the initial and final electronic states, cre-
ating a vibronic spectrum. The absorption and emis-
sion cross-section at a finite temperature (FT) for the
FC approach8,13 creates an FTFC spectrum given by,

σFC(ω;T ) ∝ ωβ |µopt
if (Ri,opt)|2

∑
νf

∑
νi

ρ(νi, T )
∣∣⟨ϕνf

|ϕνi⟩
∣∣2

× δ
(
ωνf

− ωνi
± ω

)
,

(2)

where ω is the frequency of the incident (ω1) or emit-
ted (ω3) photon. The Boltzmann distribution of the ini-
tial state at temperature T is denoted by ρ(νi, T ), and
ϕνi

, ϕνf
are the nuclear vibrational wave functions of the

electronic state i and f, and the delta function is placed at
the energy of absorption or emission, with + used for ab-
sorption and − for emission. The delta function is usually
replaced by a Gaussian function, N

(
ωνf

− ωνi
± ω, s

)
,

where the standard deviation, s, generally represents the
solvent-induced broadening, which is usually chosen in
an ad-hoc way but can also be estimated by Marcus
theory.27,79,80Solvent effects on the optimized geometry
and frequencies are frequently included using implicit sol-
vent models such as the polarizable continuum model
(PCM).20–25

Savings in time for computation of the FTFC spectrum
can be achieved using the vertical gradient approach that
employs only the normal modes of the ground state opti-
mized structure,81–85 instead of the full adiabatic Hessian
that requires the normal mode computation for both the
ground and the excited state optimized structures. FC
spectral simulations can also account for Herzberg-Teller
effects13,86–89; based on initial tests with both implicit
and explicit solvents, we found these effects to be negli-
gible for all three chromophores.

C. Combined Ensemble Franck-Condon (E-FC)
Approaches

The nuclear ensemble approach generates spectra that
include direct solute-solvent interactions but lack vi-
bronic features, whereas the standard FC approach gen-
erates spectra that include vibronic features but lack
the effects of direct solute-solvent interactions. A family
of computational approaches that combine the advan-
tages of the ensemble approach and the FC approach,
which we here call E-FC methods, were introduced in
previous work,28,64–67 where we have described these ap-
proaches for combining ensemble sampling of the environ-
ment with Franck-Condon lineshapes, outlining methods
with varying degrees of computational cost. Like the en-
semble approach, snapshots of chromophore-environment
configurations are first obtained at the desired temper-
ature. Each configuration corresponds to a different lo-
cal environment; the effects of the environment on the
FC lineshape can be captured by freezing the solvent en-
vironment and then optimizing the ground and excited

state geometry and computing the normal modes of the
chromophore. The three E-FC approaches we’ve devel-
oped to incorporate these local environment effects with
vibronic transitions are given in order of decreasing com-
putational cost:

1. Summation of the finite temperature FC (FTFC)
spectrum obtained for each snapshot in the en-
semble (E-sumFTFC). For the adiabatic Hessian
FC approach,12 this method involves the computa-
tionally expensive evaluation of ground and excited
state normal modes for each snapshot.

2. Summation of an FTFC lineshape that is used
to dress the vertical excitation/de-excitation ener-
gies obtained at optimized geometries of the chro-
mophore in the frozen solvent, where we employ
an average FTFC lineshape (Eopt-avgFTFC), thus
avoiding the costly excited state normal mode cal-
culation for many snapshots.

3. Summation of a zero-temperature FC (ZTFC)
lineshape that is used to dress the vertical
excitation/de-excitation energies obtained at snap-
shot geometries, where we employ an average
ZTFC lineshape (E-avgZTFC), altogether avoiding
both the ground state and excited state optimiza-
tion for many snapshots.

The following sections present the theoretical details for
each of these three approaches as we herein, for the first
time, directly compare the lineshapes of the approaches
and extend the family of methods to model fluorescence
spectra. We thus present some slight modifications of our
previous expressions so that the energies of absorption
and fluorescence spectra are computed on equal footing,
allowing the computation of Stokes shifts.

1. Summation of an Ensemble of Finite Temperature
Franck-Condon Spectra (E-sumFTFC)

For the E-sumFTFC approach, an FTFC spectrum is
computed for each snapshot, and then all FTFC spectra
are summed to generate the final absorption or emission
spectrum. The inhomogeneous broadening then arises
from the different energies of the spectra obtained from
the different local environments. The E-sumFTFC ab-
sorption and emission spectra are generated as

σE-sumFTFC(ω, T ) =

1

Nsnaps

Nsnaps∑
j

σFC
j (ω, T ;Ri,opt

j ;Ri,solv
j ),

(3)

where σFC
j is the FTFC absorption/emission spectrum of

each snapshot computed with optimized chromophore ge-

ometry, Ri,opt
j , in a frozen solvent configuration, Ri,solv

j
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for reference electronic state i. Temperature effects of
the chromophore are modeled through the population of
the vibrational energy levels within the FTFC lineshape
function, whereas temperature effects of the solvent are
modeled classically using MD. Although straightforward,
this E-sumFTFC approach is computationally expensive
as within an adiabatic Hessian approach it requires ge-
ometry optimization for both ground and excited states,
along with computation of the corresponding normal
modes.

2. Optimized Ensemble Average Finite Temperature
Franck Condon (Eopt-avgFTFC)pproach

The cost of the E-sumFTFC approach can be reduced
by using an average FC lineshape function generated us-
ing a small number of snapshots and aligning the line-
shape with the VEE/VDEs obtained from the optimized
geometries of the chromophore in the frozen solvent. The
use of an average FC lineshape is valid if the perturbation
introduced by the different local frozen solvent environ-
ments present in each snapshot does not significantly al-
ter the shape or displacement of the ground and excited-
state potential energy surfaces of the chromophore. The
average FTFC lineshape, σavgFTFC, is derived by aligning
the absorption or emission 0-0 energies, ω00, of individual
FTFC spectra. We then scale the area of the lineshape
for each snapshot according to the square of the transi-
tion dipole computed for the optimized geometry.

Within the Eopt-avgFTFC approach, the vibrational
frequencies and a full vibronic spectrum are not calcu-
lated for each snapshot, and therefore ω00 that measures
the energy difference between the zero-point energies of
the ground and excited state for each snapshot is not
available. The question then arises - How will the place-
ment of the average FC lineshape be determined, given
that we only have the VEE/VDEs for each snapshot?
Generally, the VEE is higher in energy than ω00, and the
VDE energy is lower in energy than ω00.

90–92 For place-
ment of the average FC lineshape for each snapshot at
an energy approximating ω00 for that snapshot, we de-
termined an energetic shift value as the average value of
the difference between the VEE/VDE and ω00 for the
snapshots used in the average FTFC lineshape calcula-
tion: (ωif − ω00)FC. This value is positive for absorption
and negative for emission. The average FTFC lineshape
is then aligned with its ω00 at the value of the vertical
excitation/deexcitation energy for each snapshot shifted

by (ωif − ω00)FC, and the spectra are summed to create
the Eopt-avgFTFC spectrum as

σEopt−avgFTFC(ω, T ) =

ωβ 1

Nsnaps

Nsnaps∑
j

∣∣µif (R
i,opt
j ;Ri,solv

j )
∣∣2

× σavgFTFC(ω −∆ωif , T ),
(4)

where here ∆ωif = ωif (R
i,opt
j ;Ri,solv

j ) − (ωif − ω00)FC,

with ωif (R
i,opt
j ;Ri,solv

j ) the VEE/VDE of snapshot j op-
timized on reference potential i. By using only a small
number of snapshots to generate the average FC line-
shape, we only perform the geometry optimization for the
reference state for the remaining snapshots, and ground
and excited state normal mode calculation for each snap-
shot can be avoided, thus significantly reducing the com-
putation cost.

3. Ensemble Average Zero Temperature Franck Condon
(E-avgZTFC) Approach

A further reduction in the computational cost can
be achieved by avoiding geometry optimization of the
ensemble of snapshots altogether and instead dressing
the shifted VEE/VDEs of the ensemble of solute-solvent
configurations directly with an average zero-temperature
(ZT) FC lineshape. This E-avgZTFC approach accounts
for temperature classically in the vibrational degrees of
freedom of both the chromophore and the solvent, as
there is no population of the vibrational energy levels in
the zero-temperature FC lineshape. The average ZTFC
lineshape is generated through the same procedure as the
average FTFC lineshape, with the alignment of the 0-0
transitions. The linear optical spectrum using this ap-
proach is then obtained as,

σE-avgZTFC(ω, T ) = ωβ 1

Nsnaps

Nsnaps∑
j

∣∣µif (R
i
j ;T )

∣∣2
× σavgZTFC(ω −∆ωif , T ),

(5)

where here ∆ωif = ωif (R
i
j) − (ωif − ω00)FC, with

ωif (R
i
j) the VEE/VDE of unoptimized snapshot j ob-

tained from the MD trajectory on the reference PES i.
Although this E-avgZTFC approach is the most compu-
tationally affordable of all three E-FC methods, this ap-
proach double-counts the zero-point vibrational motion
of the chromophore: once from the sampling of vibra-
tional degrees of freedom in the nuclear ensemble and
then again in the zero-temperature nuclear wave packet
of the ZTFC lineshape. This double-counting may result
in overly broad spectra.

III. COMPUTATIONAL DETAILS

Our computational strategy for generating implicit sol-
vent FTFC, ensemble, and E-FC spectra is shown picto-
rially in Figure 1. To generate and then align spectra
in the combined ensemble-Franck-Condon approach, we
follow four steps:

(A) Sampling configurations using AIMD where we
treat the chromophore quantummechanically (with
QM) and the solvent with fixed molecular mechan-
ical (MM) point charges
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(B) Performing QM/MM electronic structure calcu-
lations on AIMD snapshots (computing excita-
tion energies, geometry optimization, and normal
modes)

(C) Generating spectra using combined ensemble-
Franck-Condon (E-FC) methods

(D) Aligning spectral lineshapes for better comparison
with experiment

A. Sampling Configurations Using Ab Initio Molecular
Dynamics

The starting system is a droplet with an initial solvent
radius of 37 Å around the chromophore. For initial ther-
malization and equilibration before the AIMD trajectory,
the generalized amber force field version 2 (GAFF2)93

was parameterized for the ground and excited state po-
tential energy surfaces using the RESP procedure for
dyes; see Supplementary Material, section S1, for ad-
ditional details. Restrained classical force field MD94

was performed without periodic boundary conditions,
followed by the use of the TeraChem-AMBER interface95

for AIMD QM/MM simulations, wherein only the chro-
mophore is treated with QM, while the solvent is treated
with parameterized GAFF2, with the MM point charges
coupled to the QM region with an electrostatic embed-
ding approach.96–98. During the AIMD simulations, the
temperature of the system was maintained at 300 K using
the Berendsen99 thermostat with a time constant of 1 ps
for the heat bath coupling. For ground state AIMD, the
CAM-B3LYP range-separated density functional100 and
the 6-31G(d) basis set was used for the chromophore and
for the excited state AIMD, we use the Tamm-Dancoff
approximation (TDA)101 to TDDFT102 with the same
level of theory. For both the ground and excited state
trajectories, the initial 10 ps of the AIMD QM/MM tra-
jectories were discarded to let the system equilibrate with
the new Hamiltonian. After the system was equilibrated,
a few snapshots were chosen randomly to act as the start-
ing points for separate independent AIMD simulations.
These simulations are used for the production run. From
the independent trajectories, a total of 100 uncorrelated
snapshots were obtained, separated by at least 200 fs.

B. Performing Electronic Structure Calculations

Once an ensemble of uncorrelated snapshots was ob-
tained, for each snapshot, we performed calculations of
the VEE or VDE, ground or excited state geometry opti-
mization, and corresponding frequencies. Each snapshot
is divided into three layers: a central dye that is opti-
mized during the ground or excited state geometry opti-
mizations and is treated with QM, a 5 Å region of frozen
solvent from the geometric center of the dye treated with

QM but excluded from optimization, and a 27 Å region of
MM fixed point charge solvent providing an electrostatic
environment to the QM region. Thus, the QM region for
all snapshot calculations is the chromophore plus 5 Å of
solvent to fully account for chromophore-solvent polar-
ization and charge transfer.

For all electronic structure calculations, we use the
CAM-B3LYP/6-31G(d) level of theory with empirical
dispersion accounted via the D3 version of Grimmes
dispersion.103 Because the TDA usually provides exci-
tation energy and vibronic lineshapes similar to TDDFT
and is computationally cheaper than TDDFT104, we use
the TDA within TDDFT for the excited state proper-
ties. Comparisons between TD and TDA are also pro-
vided in the Supplementary Material for each dye. The
performance of the various density functionals for ex-
cited state properties, including fluorescence, has been
evaluated previously, with range-separated hybrid func-
tionals found to be superior.105 Here we focus on the
absorption and fluorescence vibronic lineshapes and pro-
vide comparisons for FC spectra using CAM-B3LYP100,
LC-ωHPBE106–108, and M06-2x109 density functionals in
both implicit and explicit solvents. These results are de-
tailed in the SM for each dye.

For geometry optimization in explicit QM solvent and
VEE/VDE calculations, the 2020 development version of
TeraChem110 was used. Frequency calculations in frozen
QM solvent and vibronic spectra calculations were car-
ried out using a developmental version of Gaussian16.111

The integral equation formalism for PCM112–116 as im-
plemented in Gaussian16 was used for modeling solvent
effects on implicit solvent FC absorption and emission
spectra.

C. Generating Spectra Using Combined
Ensemble-Franck-Condon (E-FC) Methods

For all vibronic FC spectra, for both implicit and
explicit solvent environments, the time-dependent im-
plementation of one photon absorption and emission
procedure4–17 was employed with the default adiabatic
Hessian model as implemented in the development ver-
sion of the Gaussian16 electronic structure program. A
temperature of 300 K was used for the finite tempera-
ture FC spectra. Two advantages of the time-dependent
FC implementation are that zero temperature spectra are
obtained along with finite temperature spectra at no ad-
ditional computational cost, and no approximations are
made when summing over contributions for combination
modes.86

The average FC lineshapes were generated using ten
randomly selected snapshots and aligning their 0-0 tran-
sitions for avg10FTFC and avg10ZTFC methods. We
tested the robustness of the lineshape generated with the
randomly selected snapshots, see Figure S1, finding ten
snapshots to be adequate.
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FIG. 1. Computational procedure for modeling absorption and fluorescence spectra of dyes in an implicit and explicit solvent
environment using various spectroscopy methods.

D. Spectral Simulation Parameters and Alignment

For equivalent comparison of spectra, we transform
the experimental and simulated spectra to energy-
independent lineshapes as described in the Supplemen-
tary Material, section S2. This transformation will affect
the value of the Stokes shift; herein, we report the Stokes
shift from the lineshapes after the transformation. The
Stokes shift measures the difference between the energy of
excitation and deexcitation at corresponding band max-
ima. We follow this approach for reporting the Stokes
shift using the maxima of the computed spectra. How-
ever, this definition can become inconsistent when deal-
ing with multiple maxima or jagged spectra, complicating
the comparison of Stokes shift values.

We also report the full-width-half-maxima (FWHM)
of our computed lineshapes to compare with the experi-
ment. This value is dependent on our choice of broaden-
ing factor. A Gaussian lineshape function with a broad-
ening factor of 600 cm−1 was used to generate the en-
semble lineshapes. For both implicit and explicit sol-
vent FTFC spectra, the Gaussian16 default half width
half maximum (HWHM) value of 135 cm−1 was used
as the FC broadening factor. Although the hybrid E-
FC spectroscopy methods include inhomogeneous broad-
ening in the lineshapes, due to the use of a limited
number of snapshots to calculate the spectra, the final
E-FC lineshapes, especially in zero-temperature spec-
tra, can be noisy. Using 135 cm−1 HWHM results in
smoother lineshapes while maintaining the overall line-
shape width,62,77 see further details in SM, Section S5.

This study aims to compare the computed lineshape

generated for a single bright state transition using dif-
ferent spectroscopy methods. Therefore, we have nor-
malized the lineshapes based on their maximum inten-
sities. We also display all computed lineshapes energet-
ically shifted to align with the experimental lineshapes.
For the ensemble absorption and emission lineshapes, the
average values of the vertical excitation and deexcita-
tion energies are aligned with the experimental lineshape
maxima. For vibronic spectra, we aligned the lineshape
maxima, except for more jagged spectra, where averaged
band maxima were used to determine alignment. This
averaging procedure selects the peaks within 80% of the
first maximum and then computes the average energy of
these peaks. For all computed lineshapes, the applied
energy shift is given in the main manuscript, and the un-
shifted lineshapes are shown in the Supplementary Ma-
terial, Figure S3.

IV. RESULTS AND DISCUSSION

Our study involves three well-known fluorophores:
7-nitrobenz-2-oxa-1,3-diazol-4-yl (NBD) and Nile Red
(NR) in dimethyl sulfoxide (DMSO), and 7-methoxy
coumarin-4-acetic acid (7MC) in methanol; see Figure
2 for chromophore structures. These fluorophores are
commonly employed as fluorescent probes for labeling bi-
ological substrates.117–122 The experimental absorption
and emission data for NBD and NR were obtained from
Tosi et al.,123 whereas spectra for 7MC in methanol were
taken from the PhotochemCAD database.124,125 The ex-
perimental spectra and corresponding transformed line-
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shapes are shown in Figure S3. Below, we present sim-
ulated spectra for each chromophore, and then we ana-
lyze relative computational timings for the E-FC meth-
ods. For each chromophore, we consider only the low-
lying bright state in our simulated spectra. If two elec-
tronic states are nearly degenerate, a dark state can mix
with the bright state of interest, and then an approach
that accounts for nonadiabatic coupling between excited
states is necessary for simulating the spectra.126,127 A
discussion of such state mixing is presented for each chro-
mophore in the SM.

FIG. 2. Chemical structures of the three chromophores stud-
ied in this work: 7-nitrobenz-2-oxa-1,3-diazol-4-yl (NBD),
Nile red (NR), and 7-methoxy coumarin-4-acetic acid (7MC).

A. NBD in DMSO

NBD and its derivatives, due to high sensitivity to the
polarity of the environment, are routinely used as fluo-
rescent dyes.128–132 In aprotic solvents like DMSO, NBD
acts as a hydrogen bond donor via the chromophore’s
NH2 group, potentially forming two hydrogen bonds with
the oxygen atom in the DMSO solvent. For the first ex-
cited state, which is also the bright state of interest here,
there is a partial intramolecular charge-transfer character
driving the observed fluorescence.117,133,134

The FWHM of experimental123 absorption and emis-
sion lineshapes (after the scaling correction discussed in
Eqs. 6-7) are 0.341 and 0.400 eV, respectively, suggesting
potentially an increase in the flexibility of the molecule
in the excited state or an increase in the strength of
the chromophore-solvent interactions compared to the
ground state. The lineshape Stokes shift is moderate at
0.334 eV.

From the 100 uncorrelated snapshots from the ground
and excited state AIMD trajectories, we performed
VEE/VDE calculations on these snapshots for use in

TABLE I. NBD in DMSO: FWHM, applied energy shift, and
Stokes shift from experiment, ensemble, implicit FTFC, and
E-FC methods for absorption and emission lineshapes. All
values are given in eV.

Methods
Abs

FWHM
Ems

FWHM

Abs
Energy
Shift

Ems
Energy
Shift

Stokes
Shift

ExpLS 0.341 0.400 - - 0.334
Implicit 0.330 0.381 0.663 0.819 0.123
Ensemble 0.155 0.336 0.901 0.575 0.731
EnsembleOpt 0.154 0.218 0.925 0.636 0.668
E-avg10ZTFC 0.379 0.557 0.810 0.546 0.635
Eopt-avg10FTFC 0.380 0.536 0.782 0.573 0.580
E-sum100FTFC 0.370 0.532 0.798 0.582 0.588

both ensemble and E-ZTFC spectra calculations. After
optimizing the excited state geometries in the field of the
frozen QM solvent, we observe a significant decrease in
the energy fluctuations, see Figure S5, suggesting that
these large fluctuations on the excited state are due to
motions of the chromophore degrees of freedom rather
than increased strength of chromophore-solvent interac-
tions. Next, we analyze these energies in the context of
ensemble absorption and emission spectra.

Figure 3 shows the experimental and computed ab-
sorption and fluorescence spectral lineshapes for NBD
in DMSO. The computed lineshapes are shifted on the
energy axis, as discussed in the computational details,
for better comparison of lineshapes. Table I gives the
FWHM, applied energy shifts, and Stokes shift values
for all lineshapes. See the SM for unshifted spectral line-
shapes.

The spectra generated using the nuclear ensemble ap-
proach, as shown in Figure 3a, reveal that the VDEs ex-
hibit larger fluctuations than the VEEs, resulting in an
emission spectrum that is significantly broader than the
absorption spectrum. This is evidenced by the standard
deviation of the energies and the FWHM of the emis-
sion spectrum being almost twice as large as those of the
absorption spectrum, see Table I. We also analyzed the
impact of chromophore-only configurations on spectral
broadening and found that chromophore motion is the
main driving factor for VDE distribution. Please refer to
SM, Section S6 and Figure S6 for a detailed discussion.

A Stokes shift can be computed from the ensemble
of VEE/VDEs, but this value should not be rigorously
compared to experimental lineshape maxima as spectra
generated from the ensemble approach do not include
vibronic contributions, which can affect the position of
the maxima. Taking the difference between the ensemble
spectral maxima gives a value of 0.731 eV, significantly
larger than the experimental lineshape Stokes shift value
of 0.334 eV. In contrast, the difference in the VEE at the
ground state geometry and the VDE at the excited state
geometry, both with implicit solvation for the respective
state, is only 0.357 eV, as mentioned previously. We can
isolate the origin of this difference by comparing VEE
and VDE differences. The average VEE value from the
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FIG. 3. Absorption and fluorescence lineshapes of NBD
in DMSO: Filled gray spectra are experimental lineshapes,
transformed from Ref. 123. a) Ensemble and implicit sol-
vent FTFC methods, b) E-sum100FTFC and individual FTFC
spectra, and c) E-avg10ZTFC, Eopt-avg10FTFC, and E-
sum100FTFC lineshapes. All lineshapes are shifted energeti-
cally to align with the experimental lineshape maxima.

explicit solvent snapshots is 3.483 eV, and the implicit
solvent-optimized geometry VEE value is 3.605 eV, 0.122

eV higher. In contrast, the average VDE value from the
explicit solvent snapshots is 2.786 eV and the implicit
solvent-optimized geometry VDE value is 3.248 eV, 0.462
eV higher. There is clearly a much larger discrepancy in
VDE compared to VEE, suggesting a substantial change
in electronic structure for the explicitly solvated excited
state AIMD snapshots compared to the implicitly sol-
vated excited state optimized geometry. This shift to
lower VDE for the explicitly solvated excited state is re-
sponsible for the overly large computed Stokes shift with
the ensemble method.

The implicit solvent FTFC spectral lineshapes, shown
in Figure 3a, display asymmetry from the vibronic tail
and show relatively good agreement with the experimen-
tal lineshape (FWHM values of 0.330 and 0.381 eV for
absorption and emission, respectively), with both absorp-
tion and fluorescence being slightly underestimated in
width by 0.011 eV and 0.019 eV, respectively. The com-
puted Stokes shift determined from the lineshape spectral
maxima is 0.123 eV, thus significantly underestimated
compared to the experimental value of 0.334 eV (see Ta-
ble I). Overall, the implicit solvent model predicts too-
narrow spectral lineshapes and underestimates the Stokes
shift when we employ the default broadening factor of 135
cm−1.

We now turn to the main focus of this work and the
spectra generated with the combined ensemble-Franck-
Condon methods. The results obtained from the en-
semble and implicit solvent FTFC approaches highlight
the significance of explicit environmental interactions and
vibronic contributions. The E-FC methods incorporate
both of these effects.

Examining lineshapes computed with the E-sumFTFC
approach, Figure 3b, we note that both absorption and
fluorescence spectra are generated using the same one
hundred snapshots obtained from the ground and excited
state AIMD as in the ensemble spectral simulations but
with the ground and excited state geometry optimiza-
tions and frequency calculations performed with frozen
QM solvent. The individual FTFC spectra (thin gray
lines) show a significant degree of variability in the line-
shape and position, confirming the importance of explicit
environmental interactions on the resulting vibronic spec-
trum. The FWHM of individual explicit solvent FTFC
spectra, see Figure 4, range between 0.260 and 0.780 eV,
with an average FWHM value of 0.366 eV for absorp-
tion and 0.514 eV for emission. These average values are
larger than the FWHM values for the implicit solvent
FTFC spectra of 0.354 and 0.458 eV, suggesting that
for NBD, the QM explicit solvent environment leads to
stronger vibronic coupling than the implicit solvent en-
vironment, even more so for fluorescence.

The summed FTFC spectra create the E-sum100FTFC
absorption and emission spectra, black lines in Figure 3b
and c, which are broader than their implicit solvent
FTFC counterparts, with smoothed-out vibronic fea-
tures. Overall, the E-sum100FTFC absorption lineshape
gives good agreement with the experimental absorption
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FIG. 4. Frequency distribution of a) absorption and b) emis-
sion vibronic lineshape FWHM values of NBD in DMSO. The
dotted gray lines correspond to the FWHM of the implicit
solvent FTFC spectra (Abs: 0.330 eV, Ems: 0.381 eV). The
dashed black lines represent the average values of the FWHM
of the explicit solvent FTFC spectra (Abs: 0.366 eV, Ems:
0.514 eV).

lineshape, see Figure 3c, with a slight overestimation of
the FWHM value. In contrast, the E-sum100FTFC emis-
sion lineshape, albeit with a good overall spectral shape
for the onset and vibronic tail, is too broad, with an
FWHM value that overestimates the experimental value
by 0.132 eV. This overestimation is likely due to vibronic
contributions, with the vibronic emission spectrum be-
ing, on average, overestimated compared to absorption
for single snapshots, see Fig.4. The E-sum100FTFC
method also produces an overly large Stokes shift value of
0.588 eV, which is 0.254 eV larger than the experimental
value, indicating that the overestimation of the emission
spectral width may also be due to environmental contri-
butions.

The spectra generated using the more cost-effective
Eopt-avg10FTFC and E-avg10ZTFC methods are shown
in Figure 3c, with the individual components of both ap-
proaches shown in Figure 5. Upon optimization of the
chromophore, we see that the ensemble of VEE/VDEs
narrows, Figure 5 top row, as expected, as thermal energy
of the chromophore is removed at the minimum energy
geometry within the frozen QM solvent environment. In
particular, for the VDEs (top of columns a and b), we see
that some of the higher energy transitions at ∼3.1 - 3.3
eV that were energetically separated from the ensemble
are no longer present at these high energies.

We also depict in the middle row of Figure 5 the aver-

age ZTFC and FTFC lineshapes from ten randomly cho-
sen snapshots generated from energetically aligned indi-
vidual vibronic FC spectra. The optimized VEEs/VDEs
and unoptimized VEEs/VDEs, shifted90 using the aver-
age 0-0 transition values from the same snapshots that
generate the average FC lineshape, are combined with the
average FTFC and ZTFC lineshapes and then summed
to produce the Eopt-avg10FTFC and E-avg10ZTFC spec-
tra, respectively, shown in the bottom row of Figure 5.
For NBD in DMSO, we see that the absorption spec-

tra generated using all three E-FC approaches are in ex-
cellent agreement with each other and with the experi-
mental absorption lineshape. In contrast, the emission
spectra from all E-FC methods are broader than exper-
iment. The Eopt-avg10FTFC and the E-sum100FTFC
methods are in impressively good agreement with each
other, showing that the use of average FC lineshape can
be representative for most snapshots while presenting sig-
nificant computational savings. The E-avg10ZTFC emis-
sion spectrum shows additional over-broadening due to
the presence of the high-energy outlier VDEs.
Although the broader emission spectra likely contain

contributions from overly strong chromophore-solvent in-
teractions in the excited state, which may contribute to
the overestimation of the Stokes shift values, see Table I,
they likely also originate from the CAM-B3LYP density
functional within the TDA predicting an overly flat ex-
cited state potential in explicit QM solvent. This overly
flat potential would manifest in both a wider distribu-
tion of chromophore configurations sampled during the
excited state AIMD and a wider vibronic spectrum, as
we see in our average FC lineshapes. This explanation
is supported by the much more narrow spectrum gener-
ated by a vertical gradient compared to adiabatic Hes-
sian Franck-Condon lineshape (see Figure S7) as well as
going beyond the TDA to employing the full TDDFT
matrix, which leads to a slight broadening of the absorp-
tion spectrum and narrowing of the emission spectrum
(see Figure S8). The difference in absorption and emis-
sion spectral width also shows some mild dependence on
the choice of functional, with LC-ωPBE yielding a more
narrow fluorescence spectrum (see Figure S9). In sum,
the E-FC methods capture both specific environmental
and vibronic effects but are susceptible to errors in the
description of the electronic structure, which for NBD
in DMSO at the TDA/CAM-B3LYP level of theory ap-
pears to yield an overly flat description of the excited
state potential.

B. Nile Red in DMSO

Like NBD, NR is also used as a fluorescence
emitter119,120,135–137 and its spectral properties are sen-
sitive to the environment.123,138 The experimental ab-
sorption lineshape is broader than the fluorescence line-
shape, with FWHM values of 0.365 eV and 0.252 eV,
respectively.123 Unlike NBD, there are no hydrogen
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FIG. 5. Pictorial representation of the E-avg10ZTFC and Eopt-avg10FTFC methods for NBD in DMSO: The first two columns
a) and b) represent emission, and the columns c) and d) represent absorption. The top row shows the distribution of VDEs
from a) unoptimized and b) optimized geometries and VEEs from c) unoptimized and d) optimized geometries on the excited
and ground state PESs, respectively. The middle row depicts the procedure of generating the average FC lineshape by aligning
the 0 → 0 transition energies. The bottom row represents the dressing of the ω00 shifted unoptimized and optimized VDEs and
VEEs with avg10ZTFC and avg10FTFC lineshapes, resulting in E-avg10ZTFC and Eopt-avg10FTFC methods, respectively.

bonds between NR and DMSO molecules, and the re-
sulting Stokes shift is noticeably smaller, being 0.290 eV
for NR (compared to 0.334 eV for NBD).

From the AIMD simulations, we obtained one hundred
uncorrelated snapshots on both the ground and excited
state potentials and computed the VEEs and VDEs. For
distributions of VEEs and VDEs of NR in the explicit sol-
vent and the solvent contribution of chromophore-only
configurations, please refer to figures S10 and S11, re-
spectively.

Fig. 6a shows both absorption and fluorescence line-
shapes for NR in DMSO obtained using the standard
ensemble and implicit solvent FTFC approaches, with
corresponding spectral values given in Table II. For the
VEEs and VDEs contributing to the ensemble spectra,
the standard deviation is only 0.08 eV due to the rigid
structure of NR. The computed FWHM for absorption
and emission ensemble spectral lineshapes are 0.210 and
0.179 eV, respectively. These values are underestimated
compared to experimental lineshapes, see Table II, which
could be due to overly weak interactions of NR in DMSO
or due to the missing vibronic contributions. The Stokes
shift determined from the ensemble lineshapes is also un-
derestimated at 0.234 eV.

To improve the comparison between the simulated and
experimental spectral shape and FWHM, it is necessary
to include the missing vibronic contributions. Previ-

TABLE II. NR in DMSO: FWHM, applied energy shift, and
Stokes shift from experiment, ensemble, implicit FTFC, and
E-FC methods for absorption and emission lineshapes. All
values are given in eV.

Methods
Abs

FWHM
(eV)

Ems
FWHM
(eV)

Abs
Energy

Shift (eV)

Ems
Energy

Shift (eV)

Stokes
Shift
(eV)

ExpLS 0.365 0.252 - - 0.290
Implicit 0.114 0.289 1.046 1.323 0.013
Ensemble 0.210 0.179 0.792 0.801 0.234
EnsembleOpt 0.148 0.109 0.788 0.816 0.261
E-avg10ZTFC 0.300 0.267 0.644 0.788 0.136
Eopt-avg10FTFC 0.268 0.166 0.627 0.795 0.123
E-sum100FTFC 0.256 0.228 0.599 0.791 0.098

ous implicit solvent studies by Kostjukova et al.139 and
Boldrini et al.140 have confirmed the crucial role of vi-
bronic contributions in the absorption spectra of NR.
The implicit solvent FTFC simulated absorption and flu-
orescence spectral lineshapes, see Figure 6a, do not show
the smooth spectral lineshapes of the experiment, with
FWHM values that are under and over-estimated at 0.114
and 0.289 eV, respectively; both of these values include
the second main vibronic peak. The calculated Stokes
shift using the corresponding maxima is 0.013 eV, which
is severely underestimated due to the small distance be-
tween the 0-0 peaks that dominate the lineshape maxima.
Thus, we find that both the ensemble and implicit solvent
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FIG. 6. Absorption and fluorescence lineshapes of NR
in DMSO: Filled gray spectra are experimental lineshapes,
transformed from Ref. 123. a) Ensemble and implicit sol-
vent FTFC methods, b) E-sum100FTFC and individual FTFC
spectra, and c) E-avg10ZTFC, Eopt-avg10FTFC, and E-
sum100FTFC lineshapes. All lineshapes are shifted energeti-
cally to align with the experimental lineshape maxima.

FTFC methods fail to describe the experimental absorp-
tion and emission spectra of NR in DMSO adequately.

Combining an explicit description of the solvent environ-
ment with vibronic coupling is essential for an improved
description of both absorption and fluorescence spectra.

Next, we compare spectral lineshapes generated with
the E-FC methods. The pictorial representation of the
working of E-FC methods for NR in DMSO is shown in
Figure S12. The individual FTFC spectra and result-
ing E-sum100FTFC lineshape are shown in Fig. 6b. The
individual FTFC spectra computed in the explicit sol-
vent environment are quite similar to each other across
configurations and they do not show the same intensity
in the second vibronic peak as is seen with the implicit
solvent FTFC spectra. The FWHM values for the indi-
vidual spectra do not usually account for the contribu-
tions from the second vibronic peak, leading to very small
values. Therefore, in Figure 7, we instead plot the full-
width half-half max (FWHHM), taking the width at 25%
of the lineshape maximum. At 25% of the maximum, we
observe broadening primarily from two vibronic peaks
in both absorption and emission lines. However, there
are some single-peak outliers in both FWHHM distribu-
tions. For absorption, widths below 0.20 eV originate
from a single peak, which in Figure 7a we represent by
light blue bars. For emission, widths below 0.20 eV are
due to a combination of both single and double peaks; in
Figure 7b, these values are colored light blue with gray
stripes. We computed the average value of this FWHHM
using only the spectra for which there are two vibronic
peaks contributing to the FWHHM value, which we de-
termined to be 0.274 for absorption and 0.264 eV for flu-
orescence. These values are smaller than the correspond-
ing implicit solvent FWHHM values of 0.452 and 0.470
eV taken at the 25% intensity value, showing decreased
vibronic coupling in explicit solvent. The summation of
the E-sum100FTFC method washes out the pronounced
vibronic nature of the peaks, providing relatively smooth
absorption and fluorescence lineshapes, as observed in
the experimental lineshapes.

The Eopt-avg10FTFC and E-avg10ZTFC spectra are
shown in Fig. 6c. In contrast to the NBD results, for
NR, the E-sum100FTFC and Eopt-avg10FTFC fluores-
cence spectra agree in width and shape with the exper-
iment, whereas the absorption spectrum is predicted to
be too narrow by both methods. For the E-avg10ZTFC
method, the lineshapes remain a bit jagged, and there
is an increase in lineshape width, leading to an overly
broad fluorescence lineshape. We also see for fluores-
cence that there are clearly a few high-energy outlier
VDEs that lead to an unphysical high-energy fluorescence
spectral onset. The Stokes shift predicted by all three
methods, see Table II, remains underestimated compared
to the experiment. Overall, the more affordable Eopt-
avg10FTFC method is again in good agreement with the
E-sum100FTFC method, with the E-avg10ZTFC showing
more of a discrepancy with some unphysical jaggedness
remaining in the spectrum.

The electronic structure method is undoubtedly one
source of potential error for the missing spectral width
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FIG. 7. Frequency distribution of a) absorption and b) emis-
sion vibronic lineshape widths computed at 25% intensity,
Full Width at Half-Half Maximum (FWHHM), of NR in
DMSO. The dotted gray lines correspond to the FWHHM
value of the implicit solvent FTFC spectra (Abs: 0.452 eV,
Ems: 0.470 eV), which includes the second main vibronic
peak. The dashed black lines represent the average values of
the FWHHM of the explicit solvent FTFC spectra that in-
clude the second main vibronic peak (Abs: 0.274 eV, Ems:
0.264 eV).

for NR in DMSO. When we examined the effect of the
TDA versus the full solution of the TDDFT equations
on five snapshots, we found that the second vibronic
peak gains significant intensity in both absorption and
emission spectra (see Figure S13), which would lead to a
considerable broadening of the simulated absorption and
emission spectra if the TDDFT lineshape was used in-
stead of the TDA lineshape. Additionally, benchmarking
FTFC lineshapes against two other density functionals
showed that although the M06-2X method gives good
agreement with the CAM-B3LYP lineshapes, the LC-
ωHPBE functional produces FTFC spectra that are sub-
stantially broader than the other two functionals (Figure
S14). Thus, by changing the electronic structure method
to one with broader vibronic spectra, we can expect im-
proved agreement with the experimental absorption spec-
trum; however, the emission spectrum would also gain
additional broadening and become broader than the ex-
perimental spectrum. Overall, the vibronic broadening
appears underestimated with TDA-CAM-B3LYP for Nile
Red in DMSO. This underestimated vibronic broadening
may also be responsible for the underestimated Stokes
shifts, as the increased intensity of the second vibronic
peak may change the position of the spectral maxima and
increase the energy between the maxima of the absorp-

TABLE III. 7MC in methanol: FWHM, applied energy shift,
and Stokes shift from experiment, ensemble, implicit FTFC,
and E-FC methods for absorption and emission lineshapes.
All values are given in eV.

Methods
Abs

FWHM
(eV)

Ems
FWHM
(eV)

Abs
Energy

Shift (eV)

Ems
Energy

Shift (eV)

Stokes
Shift
(eV)

ExpLS 0.563 0.539 - - 0.683
Implicit 0.539 0.766 0.303 0.380 0.602
Ensemble 0.203 0.445 0.587 0.478 0.673
EnsembleOpt 0.229 0.235 0.642 0.722 0.582
E-avg10ZTFC 0.494 0.779 0.444 0.646 0.464
Eopt-avg10FTFC 0.490 0.653 0.412 0.604 0.484
E-sum100FTFC 0.480 0.585 0.468 0.605 0.546

tion and emission spectra.

C. 7MC in Methanol

7-Methoxycoumarin-4-acetic acid (7MC), like NBD, is
a push-pull electron system and is used as a fluorescent
probe in various cell biology applications.121,122,141 7MC
shows the largest conformational changes and the largest
number of hydrogen bonds of all three dyes studied here.
Due to the carboxylic acid group and the carbonyl bond,
7MC acts as both an acceptor and donor of hydrogen
bonds in methanol. The experimental FWHM values
are 0.563 and 0.539 eV for absorption and emission line-
shapes, indicating similar potential energy surfaces for
ground and excited states with a Stokes shift of 0.683
eV, the largest among all three dyes studied here.
Like the other two dyes, we extracted 100 snapshots

from the ground and excited state AIMD simulations and
performed VEE and VDE calculations. See Figures S15
and S16 for trends in VEEs and VDEs in both explicit
solvent and chromophore-only configurations.
Upon analyzing the geometrical changes throughout

the dynamics, we observed a considerable increase in the
flexibility in the excited state, particularly around the
pyrone ring. Consequently, the value of the standard de-
viation of the energy gap distribution more than doubles,
going from 0.119 eV for VEEs to 0.285 eV for VDEs, see
Table S3. However, once the geometries are optimized
in frozen QM solvent, the standard deviation values de-
crease to 0.077 and 0.097, respectively.
Figure 8a shows lineshapes generated using the ensem-

ble and implicit solvent FTFC approaches. Although
the ensemble absorption spectral lineshape is too nar-
row compared to the experiment, the ensemble emission
lineshape is twice as broad as absorption, nearing the
experimental spectral width and giving a FWHM value
of 0.445 eV, see Table III. The difference in absorption
and emission spectral width correlates to the standard
deviation computed for the VEEs and VDEs.
The implicit FTFC absorption lineshape displays dis-

tinct vibronic peaks, whereas the emission lineshape
appears smoother and broader. The FTFC computed
FWHM values are 0.539 eV and 0.766 eV, respectively,
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FIG. 8. Absorption and fluorescence lineshapes of 7MC in
methanol: Filled gray spectra are experimental lineshapes,
transformed from Ref. 124,125. a) Ensemble and implicit
solvent FTFC methods, b) E-sum100FTFC and individual
FTFC spectra, and c) E-avg10ZTFC, Eopt-avg10FTFC, and
E-sum100FTFC lineshapes. All lineshapes are shifted ener-
getically to align with the experimental lineshape maxima.

with a Stokes shift of 0.602 eV. Thus, similar to NBD,
both the ensemble and the implicit solvent FTFC ap-

proaches predict a wider emission spectral lineshape than
absorption, contrary to the experiment, suggesting an
overly flat excited state potential at this level of theory.

Next, we compare the spectra generated with the E-
FC family of approaches. The pictorial representation
of the working of E-FC methods for 7MC in methanol
is shown in Figure S17. The individual explicit solvent
FTFC absorption and fluorescence lineshapes of 7MC in
methanol, along with the resulting E-sum100FTFC spec-
tra, are shown in Figure 8b. We find that there is a
large degree of variability in the features of the individual
FTFC lineshapes, but the trend of the FWHM values is
consistent with the wider emission predicted by implicit
solvent, with average values of 0.416 eV for the absorp-
tion lineshape and 0.630 eV for the emission lineshape,
see FWHM distribution in Figure 9. Both of these values
are smaller than those predicted by the implicit solvent
approach, suggesting that for 7MC, the explicit solvent
decreases the vibronic coupling compared to the implicit
solvent model, opposite of what we see with NBD. The
relatively broader implicit solvent FTFC lineshapes are
due to the larger displacement of the excited state poten-
tials in implicit solvent, leading to more vibronic broad-
ening.

FIG. 9. Frequency distribution of a) absorption and b) emis-
sion vibronic lineshape FWHM values of 7MC in methanol.
The dotted gray lines correspond to the FWHM of the im-
plicit solvent FTFC spectra (Abs: 0.539 eV, Ems: 0.766 eV).
The dashed black lines represent the average values of the
FWHM of the explicit solvent FTFC spectra (Abs: 0.416 and
Ems: 0.630 eV).

Although it is difficult to separate the role of individ-
ual factors affecting the lineshape, our analysis suggests
that the most important geometrical change is associated
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with the planarity of the pyrone ring. For spectra with
no vibronic features, the ring remains out-of-plane af-
ter optimization. For emission, we observe three distinct
categories: spectra with the first peak as the maximum,
spectra with the second peak as the maximum, and only
one maximum but overly broad. Following the same pro-
cedure as with the other dyes, we chose random snapshots
for generating the average FC lineshape, and found that
there is minimal variation after ten vibronic spectra are
included in the averaging procedure. Given the variabil-
ity of lineshapes, a more sophisticated averaging scheme
could be envisioned that weights the lineshape based on
the percentage of particular configurations, but here, we
choose not to explore this direction.

Figure 8c compares the absorption and emission line-
shapes generated using the three E-FC methods. All
three methods show good agreement for the absorp-
tion lineshape and similar FWHM (∼0.490 eV) but re-
main underestimated in width relative to the experiment.
For the emission lineshapes, both Eopt-avg10FTFC and
E-sum100FTFC show good agreement with each other,
with E-sum100FTFC producing a more narrow spectrum
(FWHM is 0.585 eV for E-sum100FTFC, 0.653 eV for
Eopt-avg10FTFC), whereas the emission spectrum of the
E-avg10ZTFC method is wider and jagged because of the
large distribution of VDEs, leading to an overly large
FWHM value of 0.779 eV. Unlike NBD, this overly large
broadening appears to be completely dominated by chro-
mophore flexibility. About 33% of emission lineshapes
have an FWHM of more than 0.7 eV, and these are the
snapshots where the pyrone ring is no longer planar. As
shown in Table III, the predicted Stokes shift is underes-
timated by all three methods.

Unlike the other two chromophores, the 7MC spec-
tral lineshape differences from full TD-DFT and TDA
are minimal for both absorption and emission, as shown
in Figure S18. Compared to CAM-B3LYP, both M06-
2X, and LC-ωHPBE predict broader lineshapes for ab-
sorption and slightly broader FTFC spectra for emission,
as shown in Figure S19. This comparison suggests that
CAM-B3LYP may underestimate the vibronic progres-
sion for absorption, leading to a more narrow absorp-
tion lineshape. As the wide distribution of VDEs sug-
gests a potentially flat and anharmonic excited state S1

surface, we also compared our vibronic lineshape com-
puted with the adiabatic Hessian approach, the lineshape
generated with the vertical gradient and adiabatic shift
approaches, finding that for planar configurations there
is good agreement between methods, whereas for more
bent chromophore configurations the adiabatic Hessian
produces a broader lineshape, see SM, Figure S20. This
broader lineshape supports that the excited state poten-
tial is indeed anharmonic at this geometry for this flex-
ible degree of freedom, leading to a breakdown of the
harmonic approximation and contributions from overly
broad lineshape within the adiabatic Hessian approach.

Ultimately, we see similar trends for E-FC approaches
with 7MC as with the other dyes, where E-sum100FTFC

and Eopt-avg10FTFC are in good agreement, but E-
avg10ZTFC is generally too broad and jagged with the
135 cm−1 broadening factor used here.

D. Relative Computational Cost of E-FC Methods

We next show the computational cost associated with
the various ensemble and E-FC spectroscopy methods,
accounting for the electronic structure calculations on the
MD snapshots. We do not consider the computational
cost from the QM/MM AIMD sampling, which is sub-
stantial, and could be accelerated with recent approaches
of machine learning interatomic potentials.142–147. The
chart depicted in Figure 10 illustrates the relative compu-
tational wall time required for the various spectroscopy
methods, with average results given for simulating ab-
sorption. See Figure S21 for the corresponding relative
costs for emission, which is similar but has an increased
computational cost for excited state geometry optimiza-
tion for the Eopt approach. Relative times are averaged
over the three dyes investigated in this study. The geom-
etry optimization and excitation energies were performed
using TeraChem on a dual NVIDIA Tesla A100 PCIe v4
40GB HBM2 Passive Single GPU setup. Frequency cal-
culations for the ground and excited states of NBD in
DMSO, as well as 7MC in methanol, were carried out
utilizing Gaussian16 on two Intel 28-core Xeon Gold 6330
processors, equipped with 256GB and 1TB of RAM, re-
spectively, with the latter configuration used for the NR
dye in DMSO.

FIG. 10. The average relative computational cost of all ex-
plicit solvent absorption spectroscopy methods for all three
dyes.

The E-sum100FTFC method is by far the most com-
putationally demanding, taking 56.2× as long as the en-
semble approach alone. Note that due to the larger QM
region size for NR in DMSO, the frequency calculations
are more computationally expensive, leading to a larger
relative cost for the E-sum100FTFC approach. There is
a substantial reduction in computational cost achieved
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through the use of more approximate methods, with the
Eopt-avg10FTFC method taking only 11.6× and the E-
avg10ZTFC method taking only 6.7× as long as the en-
semble approach. For the Eopt-avg10FTFC approach,
this decrease in computational cost comes with nearly
the same accuracy as the E-sum100FTFC method, un-
derscoring the efficiency of this approach and making it
our recommended E-FC method for spectroscopic simu-
lations.

V. CONCLUSIONS

In this study, we compared the simulated absorption
and fluorescence lineshapes computed with three com-
bined ensemble-Franck-Condon methods that account for
both explicit environmental effects and vibronic effects.
The explicit solvent is modeled through QM/MM AIMD
trajectories performed on the ground state and the ex-
cited state. The vibronic effects are captured through
the simulation of Franck-Condon spectra for the chro-
mophore embedded in a frozen QM solvent shell. These
E-FC methods are used to generate spectral lineshapes
for three different chromophore-solvent systems and are
compared to the more standard ensemble and implicit
solvent Franck-Condon approaches.

We find that for both absorption and fluorescence,
the Eopt-avg10FTFC approach matches very well with
the more expensive E-sum100FTFC approach, generating
very similar spectra at approximately 25% of the compu-
tational cost, and this, therefore, is our recommended
approach for capturing vibronic and environmental ef-
fects for spectral lineshapes. The main approximation of
the Eopt-avg10FTFC approach is the assumption of an
average FTFC lineshape, which we find here works very
well with an average over ten individual lineshapes gener-
ated in explicit QM solvent. The E-avg10ZTFC approach
shows some over-broadening due to outliers from the MD
sampling and jaggedness in the spectra but presents a
reasonable alternative for 12.5% of the computational
cost of the E-sumFTFC method.

One way to assess the extent of vibronic coupling is
by measuring the width of the spectra before account-
ing for environmental broadening. Compared to FTFC
spectra computed with implicit solvent, the FTFC spec-
tra computed in explicit solvent showed stronger vibronic
coupling (larger average FWHM) for NBD but weaker vi-
bronic coupling for NR and 7MC. Errors in the simulated
lineshape FWHM values can be traced to the underlying
electronic structure methods and the extent of vibronic
coupling for each method. We find here that the choice
of density functional theory affects the lineshape, with
more exact exchange tending to lead to stronger vibronic
coupling and broader spectra NR but slightly weaker cou-
pling for NBD. We also find that the use of the TDA,
compared to full TDDFT, can lead to more narrow vi-
bronic spectral lineshapes in some cases.

Our study of computed absorption and emission line-

shapes showcases the ability of a variety of spectroscopy
simulation methods to capture vibronic and environmen-
tal effects. Advances in computational power, partic-
ularly GPUs, now allow ground and excited state ex-
plicit solvent interactions and vibronic contributions to
be incorporated into molecules’ absorption and fluores-
cence spectra, paving the way for accurate simulations
of full spectral lineshapes. However, many challenges re-
main, including determining an accurate level of elec-
tronic structure theory and incorporating nonadiabatic
and nuclear quantum effects. Many efforts along these
fronts are underway, broadening the ability of simulation
to connect with complex spectroscopic experiments.

VI. SUPPLEMENTARY MATERIAL

The Supplementary Material is available free of charge
and provided with the article. It contains information
on MD and AIMD simulation setup, FC lineshape av-
eraging procedure, experimental spectra transformation
to wavenumbers and lineshapes, and unshifted spectral
lineshapes of all dyes. For each dye, there are graphs
showing VEEs and VDEs across snapshots, pictorial rep-
resentation of E-FC methods for NR and 7MC, graphs
comparing full TDDFT and TDA, as well as DFT func-
tional comparison for vibronic lineshapes.
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