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�e system supports interactivity while providing an 

explanation for the decision. Users can provide 

feedback and ask questions about the decision, and 

the system can respond with additional information.

Other Examples: interactivity, feedback loop
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Showing the structure or relationships of raw data to 

provide clarity for dense and complex information.

Other Examples: Heatmaps, sca�erplots, timelines

Presenting several related items consecutively, to 
identify or give information about something. 
Simplicity for information in an organized manner. 

Other Examples: lists for recipes, groceries etc., 
tables for data organization (e.g., data cards)

A distinctive mark to summarize achievements and 
recognize accomplishments. An emblem to explain 
the context, process, and result of an activity.

Other Examples: Book prizes, medals, marks for 
performance, acheivements in games, doctor ID 
cards, student ID cards, organization badges 
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Highlighting the cause or causal relationships for a 
decision. In a causal relationship, one thing is 
responsible for causing the other thing. 

Create anything you want!
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All details are provided with the final decision, to 
satisfy the user’s explanation needs at once.  

Create anything you want!
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Explaining by assessing the sim
ilarities and 

di�erences betw
een tw

o or m
ore things

O
ther Exam

ples: pertinent negatives (i.e., w
hen the 

clinician docum
ents w

hy they D
ID

 N
O

T perform
 a 

procedure)

Com
pare: exam

ining the 

sim
ilarities and di�erences 

betw
een A and B

Contrast: focusing on the 

di�erences betw
een A and B
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Figure 1:We introduceAI-DEC, a card-based designmethod for user-centered AI explanations. AI-DEC presents design examples

for key communication dimensions of AI explanations: content, modality, frequency, and direction. The �gure provides an

example of our co-design session where a worker (i.e., end-user) utilizes the AI-DEC to design personalized AI explanations.

ABSTRACT

Increasing evidence suggests that many deployed AI systems do

not su�ciently support end-user interaction and information needs.

Engaging end-users in the design of these systems can reveal user

needs and expectations, yet e�ective ways of engaging end-users

in the AI explanation design remain under-explored. To address

this gap, we developed a design method, called AI-DEC, that de�nes

four dimensions of AI explanations that are critical for the integra-

tion of AI systems—communication content, modality, frequency,

and direction—and o�ers design examples for end-users to design

AI explanations that meet their needs. We evaluated this method

through co-design sessions with workers in healthcare, �nance,
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and management industries who regularly use AI systems in their

daily work. Findings indicate that the AI-DEC e�ectively supported

workers in designing explanations that accommodated diverse lev-

els of performance and autonomy needs, which varied depending

on the AI system’s workplace role and worker values. We discuss

the implications of using the AI-DEC for the user-centered design

of AI explanations in real-world systems.
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1 INTRODUCTION

Arti�cial Intelligence (AI) systems are increasingly deployed into

real-world applications across many domains, including healthcare

[56, 60, 144], �nance [30, 35, 116], management [25, 98], education

[4, 51, 52], and government [3, 63]. Such an increase is largely due

to the rapid advancement in recent machine learning (ML) and

AI �elds, enabling AI systems to provide decision support or �nal

decisions on workers’ behalf. However, such deployment is often

accompanied by adaptation and integration challenges [137], due

to a mismatch of worker expectations, organizational issues, and

technical constraints [111, 138]. A majority of these constraints and

limited success of integration stem from a lack of consideration for

end-users—users who actually engage with the AI system. These

technologies are often developed without su�cient consideration of

the deployed environment, end-users’ interaction and information

needs, and how users will use and adopt the AI system.

There has been increasing interest in designing AI systems to be

human-centric, with a focus onmaking them comprehensible to end

users and meeting their needs [23, 79]. Several design methods have

been used to facilitate user-centered AI, including participatory

design [75], co-design [10, 47, 74, 81, 145], �eld studies [46, 61,

62], and design workshops [6, 71, 103, 120, 123, 143]. However,

there are still limited methods for e�ectively engaging end-users

in explainable AI (XAI) design. Prior work has emphasized the

importance of understanding user needs, situational factors, and

deployed environment to design accessible and comprehensible AI

explanations[36, 77, 140]; yet little research has engaged end-users

in AI explanation design process. This di�culty is partially due to

a limit in intuitive and accessible design methods that render AI

explanations as accessible design material for end-users. Design

methods that facilitate prototyping or collaboration with end-users

have the potential to design AI explanations that better support

various workplaces.

In this work, we developed a card-based design method called

theAI-DEC, (i.e.,AI ExplanationDesignCards) to speci�cally meet

end-users informational and organizational needs for designing

e�ective AI explanations. The AI-DEC de�nes four dimensions of

AI explanations that are critical for the integration of AI systems

in deployment environments: communication content, modality,

frequency, and direction. The cards in the AI-DEC provide design

examples for end-users to design AI explanations that meet their

needs. The aim of the AI-DEC is to directly involve end-users in the

design process of AI explanations, supporting them in prototyping

and expressing their visions.We then used the AI-DEC for co-design

sessions with 16 workers who regularly engage with AI systems

in their workplace to explore whether the AI-DEC helped them

design AI explanations aligned with their information and interac-

tion needs. We recruited workers from three domains: healthcare,

�nance, and management to assess the applicability of the AI-DEC

in various contexts. Our �ndings show that the AI-DEC assisted

workers in designing AI explanations tailored to their performance

and autonomy needs. These needs vary depending on the speci�c

role of the AI system in the workplace and the workers’ individual

values. Finally, we present implications on how to use the AI-DEC

in designing context-adaptive and user-centered AI explanations

for real-world applications. Our contributions are the following:

• The AI-DEC, a card-based design method to engage end-

users in the design process of AI explanations;

• Using the AI-DEC to co-design AI explanations with workers

from various domains who possess empirical experience

engaging with AI systems daily;

• Insights derived from worker design solutions on informa-

tion needs for user-centered AI explanations in workplaces.

2 RELATED WORK

2.1 Advancements in Human-Centered AI
Research and Design Approaches

An expanding body of research has concentrated on enhancing the

human-centered design and interpretability of AI systems. Previous

studies have employed diverse methods, such as design probes [117,

135], design workshops [6, 103, 120], prototyping [89, 115, 121],

Wizard of Oz [131], design workbooks and toolkits [17, 42], partici-

patory design [75], co-design [7, 14, 145], research through design

[94, 114], and end-user evaluations [44, 84, 112, 148], resulting in

guidelines for creating human-centered AI systems. Noteworthy

contributions include the integration of human decision-making

theory into AI explanations [134], emphasizing the consideration of

situational factors in AI explanations [36], utilizing uncertainty for

transparency [16], supporting end-user participation in AI decision-

making [75], and providing guidelines for communicating AI trust-

worthiness [78]. These contributions collectively advance the goal

of making AI systems more interpretable, thereby promoting their

e�ective integration into various domains while addressing con-

cerns regarding transparency, trust, and user engagement.

Simultaneously, another line of research has emerged, focusing

on developing design tools and approaches to aid designers in craft-

ing human-centered AI. Educational materials have been devised

to enhance designers’ understanding of AI system capabilities and

technical intricacies. Interactive machine learning tools facilitate

designers in comprehending technical capabilities and simulating

user-system interactions [127]. Guidelines on addressing failures

and managing uncertainty have been proposed. Design methods to

comprehend user needs and foster collaboration with users have

also been introduced. Examples include a “Question Bank” catego-

rizing explanation needs and related user queries Liao et al. [77],

a scenario-based design method addressing context-speci�c user

requirements in complex settings Wolf [139], and a repository of

research results and tools from the DARPA XAI program to aid

designers in incorporating XAI techniques Hu et al. [55]. Addi-

tionally, data probes [122, 135] have been developed to facilitate

AI co-design sessions with end-users. While work on understand-

ing the needs for the user-centered design of AI systems has been

actively conducted, there are limited design tools and methods de-

veloped to directly incorporate and support end-users in the design

process of human-centered AI systems.

2.2 Card-based Design Methods in HCI

Design cards have been recognized as valuable approaches in HCI

and design research [48, 54, 97]. Roy and Warren [110] categorized

the main purpose of 155 sets of design cards into systematic design

methods, human-centered design, or domain-speci�c design. No-

table examples include IDEO Method Cards [58, 59], Envisioning
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Cards from the Value Sensitive Design Lab [43], and the Design

with Intent toolkit [82, 83]. The appeal of design cards lies in their

simplicity, tangibility, and ease of use, making them an accessible

tool to infuse information and inspiration into the design process

[13, 53, 85, 141]. The main advantages of using design cards in-

volve deepening design knowledge, fostering creativity, engaging

stakeholders, and re�ning design practices [24, 53, 95, 110]. A thor-

ough literature review of design cards by Hsieh et al. [54] identi�ed

seven di�erent types of design knowledge that design cards are

used to present: Creative Inspiration, Human Insights, Material &

Domain, Methods & Tooling, Problem De�nition, Team Building,

and Values in Practice. However, the authors also highlight the

need to overcome perceived barriers of designers that design cards

lack usefulness and alignment with practical requirements. To opti-

mize the e�ectiveness of design cards, there is a call for developing

cards with usability and applicability in mind, incorporating clear

guidelines, concrete examples, well-de�ned keywords, and �exibil-

ity for designer customization. Moreover, e�orts should focus on

supporting design stages beyond ideation, speci�cally in prototyp-

ing, implementation, and evaluation. Employing the advantages of

intuitive operation, versatility, and tangible interaction, the AI-DEC

utilizes design cards as a method to enhance end-user usability and

applicability across various contexts.

3 DEVELOPMENT OF THE AI-DEC

In this section, we discuss the development procedure of the AI-

DEC. Section 3.1 explains how the structure of the AI-DECwas built

from a theoretical model of communication strategy. Subsequently,

Section 3.2 discusses the procedure of selecting the design elements

of the AI-DEC.

3.1 Communication Model as a Design
Framework for AI Explanations

In settings where humans interact with one another, communica-

tion acts as the binding element that holds together various dis-

tributed channels [91, 92]. Its crucial role lies in facilitating the

smooth �ow of information, coordination, and decision-making

among the di�erent entities involved. Ine�ective communication

can lead to problems within these channels, causing individuals

to feel excluded or frustrated due to misunderstandings [93]. The

importance of communication extends to the deployment of AI sys-

tems in real-world environments where they engage with end-users

[57]. The interaction between the AI system and end-users encom-

passes complex policies, numerous factors, and training processes

along a pathway that is often not communicated to end-users due

to the opaque nature of AI systems. Therefore, it is essential to

design AI explanations with a communication principle in mind.

Crafting AI explanations that center around communication strate-

gies tailored to the deployment environment and end-user needs

can enhance understanding, adoption, and satisfaction among end-

users. This approach can also help address skepticism and distrust

that might hinder the successful integration of AI systems during

deployment, promoting transparency, e�ective functionality, and

the seamless integration of the AI system.

The AI-DEC’s structure is based on the theoretical model of

communication strategies proposed by Mohr and Nevin [91] for

organization and marketing channels. This model for channel com-

munication re�ects the diversity of channel settings and elicits

the role of communication to attain enhanced levels of channel

outcomes. In this context, a channel refers to the “channel of dis-

tribution,” which is the pathway or route through which goods

or services move from the producer or manufacturer to the end

consumer. It encompasses the various intermediaries, such aswhole-

salers, retailers, and other middlemen, who facilitate the movement

of products along the distribution process. The authors propose a

contingency theory, in which communication strategy moderates

the impact of channel conditions (structure, climate, and power)

on channel outcomes (coordination, satisfaction, commitment, and

performance). When a communication strategy matches the chan-

nel conditions, channel outcomes will be enhanced in comparison

with the outcomes when a communication strategy mismatches

channel conditions. Speci�cally, the communication strategy con-

sists of a combination of communication dimensions of context,

modality, frequency, and direction [41]. Content describes the “main

message that is transmitted — or what is said.” Modality represents

the “medium of communication or the method used to transmit the

information.” Frequency involves the “amount of communication

and/or duration of contact between organizational members.” Fi-

nally, direction refers to the “vertical and/or horizontal movement

of communication within the organizational hierarchy.”

3.2 Design of the AI-DEC

From the communication model of Mohr and Nevin [91], we adopt

its four-dimension structure, including content, modality, frequency,

and direction, along with their associated de�nitions, to create

a card-based design tool for AI explanation design. The AI-DEC

incorporates this structured approach as a card deck, where each

dimension consists of cards containing speci�c design elements.

To develop the design cards, we conducted a focused review

on user-centered design in human-computer/AI interaction, in-

terpretable ML, explainable AI, and design literature. This review

was designed to be comprehensive but not exhaustive, aiming to

gather a robust set of design elements that can inspire end-users

imaginations. Table 1 lists the design elements incorporated into

the design cards for each communication dimension, detailing the

descriptions of each element and the literature sources from which

they were derived. Based on the literature chosen, the design cards

encompassed a variety of explanation techniques, including in-

terpretation methods applied to machine learning model outputs

or computational systems, human communication and reasoning

strategies, data visualization techniques, and more. As the selection

of the design elements is not exhaustive, each dimension included a

“Design Your Own!” card where users can freely create their design

element. Figure 2 shows an example of a design card. The complete

set of the AI-DEC can be found in Figure 5 in the Appendix.

The objective of the AI-DEC is to be utilized in design studies,

incorporating end-users into the process of crafting user-centric AI

explanations and fostering structured, creative thinking. According

to the classi�cation of card-based design tools by Roy and Warren

[110], the AI-DEC falls under “human-centered design,” where the

cards help “designers to focus on the users of a product, service, or

system, considering their needs, wishes, and requirements.”

1012



DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark Christine P Lee, Min Kyung Lee, and Bilge Mutlu

Table 1: AI-DEC Design Elements — Description of design elements and related works in HCI, XAI, ML, and design that develop,

use, or evaluate these elements. In each dimension, the “Design your own” card allows users to create their own design elements.

Design Element Description Related Works

Dimension: Content

System Metrics
Measures model precision, quanti�es feature in�uence, assesses stability, and analyzes model

complexity
[33, 80, 86]

Endorsement
Validates information through peer and expert approval, using reliable sources and established

knowledge
[49, 75, 142]

Counterfactual Shows how altering variables or hypothetical changes impacts model outcomes [21, 27, 88, 136]

Causation
Identi�es and clari�es the causal links or decision-making rules between input features and

model outputs
[12, 27, 45, 130, 136]

Subgoal & Breakdown
Dissects complex models into manageable subgoals, individual components, or hierarchical

relationships
[2, 32]

Compare & Contrast
Compares similar and di�ering cases to highlight decision-making patterns, anomalies, and

critical factors
[72, 90, 109, 146]

Examples Uses speci�c instances and use cases to illustrate model operations [64, 66, 128]

Dimension: Modality

Metaphor Utilizes familiar concepts to simplify and clarify complex ideas [34, 50, 67, 96, 104]

Badges Represents status, achievements, a�liations, skills, or recognition [68, 149]

Lists Organizes information into structured, consecutive formats [40, 65, 76]

Abstraction &

Summary

Condenses complex model information into more manageable forms, often excluding intricate

details
[26, 69, 108]

Natural Language Uses everyday language to communicate complex concepts [2, 19, 73, 142]

Icon & Pictures Provides visual representations of model elements (e.g., data, results, and concepts) [99, 105, 150, 151]

Diagrams & Graphs
Visually depicts model structures, decision processes, variable relationships, trends, and

patterns
[11, 18, 100]

Dimension: Frequency

Once at a Speci�c

Timing

Delivers at strategically chosen moments (e.g., before/after predictions, periodically, triggered

by events, during critical decisions or educational needs)
[106, 107]

Progressive Disclosure
Gradually reveals information to manage complexity and cognitive load by strategic needs or

user prompts
[118, 119]

On-demand Provides information responsive to users’ requests [20, 132]

Dimension: Direction

One-way
Supports unidirectional information delivery from the source to the recipient, without

necessitating any interaction or response
[106, 107]

Two-way
Supports interactive communication that allows recipients to engage, inquire, and participate

actively
[15, 101]

Multi-way
Supports a dynamic interactive environment and information exchange not only within the

system but also among multiple users
[36, 113]

When using the AI-DEC, end-users choose cards from the four

communication dimensions to construct their desired explanation

from the AI system. The �nal explanation design comprises a combi-

nation of cards from each dimension, representing a design solution

tailored to user information or interaction needs. This design so-

lution encompasses the explanation’s content, mode of delivery,

timing or frequency of presentation, and necessary interactivity or

user intervention. An example of a user’s AI explanation design
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Explanations supported with endorsement, or 

validation from related or trusted sources, such as 

peers, co-workers, colleagues, and research articles. 

Other Examples: successful use-cases from others, 

validation from peers, endorsement from organiza-

tion

Says “#1 Dentist Recommended Brand”
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Create anything you want!

Showing the structure or relationships of raw data to 

provide clarity for dense and complex information.

Other Examples: Heatmaps, sca�erplots, timelines

Direction of communication 

between user and the AI 

system. 

�e appropriate timing for 

appearance and amount of

communication within the 

workflow.

�e system provides solely provide explanations 
without needing any input from the user. �e users 
can quickly receive needed information and move 
on to the next task. 

Create anything you want!

�e system can help the user understand what 
others think of it, how they use it, and the 
sociotechnical factors considered for making the 
decision. �is can also support users using the AI 
system to help explain their final decisions to others.    

�e system supports interactivity while providing an 
explanation for the decision. Users can provide 
feedback and ask questions about the decision, and 
the system can respond with additional information.

Other Examples: interactivity, feedback loop

Explanations for the decision are ‘occasioned’, being 
provided spcifically when the user or situation 
requests it. 

Other Examples: on a specific timing for additional 
explanation, adapting to a personal schedule

Explanations will be disclosed progressively over 
time, based on appropriate timing, or further request 
form the user. 

Create anything you want!

All details are provided with the final decision, to 
satisfy the user’s explanation needs at once.  

Type of information 

included in the explanation.

Highlighting the cause or causal relationships for a 
decision. In a causal relationship, one thing is 
responsible for causing the other thing. 

Related to explaining what has not happened or is 
not the case. Considering what would be the result 
if events happened in a di�erent way, providing 
examples of alternative results or decisions.

What if I picked ?

Presenting only key elements of the explanation or 
exposing particular information related to the 
decision. Intentionally leaves out unknown, highly 
complex, or not useful information.

Other Examples: showing highest correlations, 
partial information with an optional bu�on of 
“learn more”

Explaining by assessing the similarities and 
di�erences between two or more things

Other Examples: pertinent negatives (i.e., when the 
clinician documents why they DID NOT perform a 
procedure)

Compare: examining the 
similarities and di�erences 
between A and B

Contrast: focusing on the 
di�erences between A and B

Explanations supported with endorsement, or 
validation from related or trusted sources, such as 
peers, co-workers, colleagues, and research articles. 

Other Examples: successful use-cases from others, 
validation from peers, endorsement from 
organization

Says “#1 Dentist Recommended Brand”

Explaining with examples from other usecases. May 
include what decision the system provided, how the 
human made the final decision, and whether the 
outcome was successful or not. 

LEGO EXAMPLES
FROM OTHERSWhat should I do 

with my Legos?

Using measurements such as output probability, 
model confidence level, accuracy, feature values, F1 
score, AUC for explaining.

System comparing feature values with other applicants 
to explain why Robert’s loan application got denied

Subgoals are goals that involved in or secondary to 
achieving a larger goal. 
Breakdowns involve decomposing the bigger picture 
to explain gradually from one stage to the next. 

Medium of communication for 

transmi�ing information.

Create anything you want!

Relating unfamiliar problems with known situations. 
Provides guidance to help users overcome complexity.

User control panel for adjusting visible comments 
based on “volume”. (hides toxic comments)

[Hidden Comment]

[Hidden Comment]

Presenting several related items consecutively, to 
identify or give information about something. 
Simplicity for information in an organized manner. 

Other Examples: lists for recipes, groceries etc., 
tables for data organization (e.g., data cards)

Communicating through a wri�en description or 
speech in the way humans do. Can involve a social 
role or character to provide support to users.

Other Examples: simple notes, le�ers, smart 
assistants such as IPhone Siri, Amazon Alexa. 

Can you take notes 

for the meeting?

Thank you! What were 

the main points?

No problem. 

I got it covered. 

Research: project deadline set to January
Meetings: scheduled with Bill tomorrow

A graphic illustration of an object, function, or 
process to provide an example or convey a message. 

Other Examples: Icons for options, warning signs, 
alarms, a�ention triggers etc., symbolic codes

A distinctive mark to summarize achievements and 
recognize accomplishments. An emblem to explain 
the context, process, and result of an activity.

Other Examples: Book prizes, medals, marks for 

performance, acheivements in games, doctor ID 

cards, student ID cards, organization badges 

Figure 2: Example of AI-DEC Design Card — Le�: The �gure depicts a sample design card in the AI-DEC. The card is color-coded

to represent its category within the communication dimensions. It includes a comprehensive description of the design element,

a visual example, and examples of other use cases. Right: The complete AI-DEC set is displayed. For further details, please see

Figure 5 in the Appendix.

using the AI-DEC is shown in Figure 4. A printable copy of the full

AI-DEC is accessible in the supplementary materials.1

4 CO-DESIGNING AI EXPLANATIONS WITH

THE AI-DEC

To understand the e�ectiveness and usability of the AI-DEC, we

conducted co-design sessions with end-users of AI systems to create

AI explanations tailored to their speci�c needs and contexts. We

chose a co-design approach to demonstrate examples of how the

AI-DEC can be used in real-world applications that incorporate AI

systems. Furthermore, this approach aligns with the AI-DEC’s goal

of facilitating collaborative and inclusive design. It actively engages

participants in the design process while providing valuable insights

into user interactions and perceptions of the AI-DEC, helping us

understand user engagement and identify areas for improvement.

4.1 Study Procedure

The co-design study comprised two parts: understanding what

workers wanted to design for, and observing their use of the AI-

DEC to generate design solutions on how they wanted AI expla-

nations to be communicated, in order to satisfy their information

and interaction needs. Initially, to understand what to design for,

participants reviewed the “Question Bank” by Liao et al. [77]. This

bank includes a taxonomy of user needs for AI systems, which

we used to help workers easily identify their explanation needs.

Utilizing the Question Bank, workers identi�ed �ve explanation

categories that represented their most crucial explanation needs,

based on their interactions with the AI system in their workplace.

Based on their selection, participants then developed AI expla-

nations using the AI-DEC. Participants freely selected cards from

each dimension (i.e., content, modality, frequency, and direction) as

many as they wanted, or created their own design element using

the “Design your own!” card. Once participants �nished their ex-

planation design, they were asked to describe their design solution

1The supplementary materials can be found at https://osf.io/fqpy2/?view_only=
97dcc454d9dd455c94dd03178c984bbe

in detail and envision how it would �t into their work�ow. After

the design session, participants answered interview questions to

evaluate the AI-DEC. The study lasted approximately one hour.

4.2 Participants

We recruited knowledgeworkerswho interact with decision-support

AI systems as an integral part of their daily work�ow. To under-

stand the applicability and usefulness of the AI-DEC across various

contexts, 16 participants were recruited from three di�erent work

domains: health (6), �nance (5), and management (5). The three do-

mains were chosen as they are among the most utilized areas where

decision-support AI systems are applied in real-world workplaces

[28, 29]. Participants were recruited through university mailing

lists and study �yers posted in workplaces in the United States.

A pre-screening survey determined eligibility based on workers’

domain, workplace tasks of interacting with a decision-support AI

system, and period of interaction experience with a minimum of

three months. Each study session took place in person with one

participant and one researcher. Participants were provided with

a $50 USD payment upon completion of the study. Participants

(9 male, 7 female) were aged 21–47 (ĉ = 31.1, ďĀ = 8.2). Demo-

graphic data is included in Table 2. In presenting our �ndings, we

denote participant work domain with “H” (H1–H6) for healthcare,

“M” (M1–M5) for management, and “F” (F1–F5) for �nance.

4.3 Analysis

All user studies were held in person and video recorded using

Zoom. Session recordings were then transcribed using the Otter.ai

automated speech-to-text generation tool and manually checked

by the research team. The transcriptions were coded following the

guidelines developed by Clarke and Braun [31] and McDonald et al.

[87].We conducted Thematic Analysis (TA) using the transcriptions

and participants’ design solutions using the AI-DEC2. The �rst

author was familiarized with the data by facilitating the studies and

2The initial interview phase was analyzed in a separate study. This paper focuses on
the co-design sessions of the research.
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Table 2: Participant Information — Demographics and background information.

ID Age Gender Race Job System Use

Domain: Health

H1 34 Female White Radiologist Computer Aided Detection

H2 26 Female White Acute Care Physician Decision Support Healthcare Software

H3 26 Female White Emergency Room Physician Decision Support Healthcare Software

H4 30 Female White Primary Care Physician Decision Support Healthcare Software

H5 27 Male White Family Medicine Physician Decision Support Healthcare Software

H6 46 Male White Radiologist Computer Aided Detection

Domain: Management

M1 20 Female Hispanic Multinational Chain Crew Member Automated Scheduling System

M2 23 Male White Multinational Chain Crew Member Automated Scheduling System

M3 30 Male Hispanic Human Resources Recruiting Director Applicant Tracking System

M4 41 Female White Marketing Manager Advertisement Management Software

M5 37 Male White Supply Chain Analyst Automated Scheduling System

Domain: Finance

F1 25 Male Hispanic Banker Automated underwriting system

F2 35 Male White Loan O�cer Automated underwriting system

F3 47 Male White Banker, Branch Manager Automated underwriting system

F4 31 Male White Banker, Branch Manager Automated underwriting system

F5 21 Female Black Banker Automated underwriting system

initially generating codes. Through iterative discussions with the

whole research team, categories of grouped codes were generated

and re�ned. The categories were then further clustered and re�ected

upon with the entire research team to derive themes emerging

from our study data. After all candidate themes were discussed and

reviewed, the �nal themes are reported as �ndings.

5 FINDINGS

In this section, we present the �ndings of the co-design session.

In Section 5.1, we describe how the workers’ explanation needs

di�ered across domains depending on the AI system’s role in the

workplace and worker values. In Section 5.2, we present the AI

explanation designs created by workers using AI-DEC. Depending

on the unique information and interaction needs, these designs

aimed to support various levels of worker performance and auton-

omy. Finally, Section 5.3 describes the workers’ evaluations of the

usefulness, shortcomings, and potential improvements for future

use of the AI-DEC.

5.1 Workplace AI Systems and their Role

In this section, we provide an overview of the AI systems partic-

ipants use in their everyday work settings. This understanding

provides essential context for understanding the participants’ de-

sign motivation and the �ndings. These workplace-incorporated

systems leverage AI techniques, such as machine learning, data

analysis, and reasoning algorithms. The primary objective of these

systems is to provide decisions or decision-making support to work-

ers. Despite the workplace AI systems having similar functionalities

of decision-support, they had di�erent roles and responsibilities in

each work domain. Furthermore, the di�erent roles of the AI system

led to workers feeling di�erent levels of autonomy. Factors includ-

ing workplace characteristics, worker’s autonomy a�orded by the

AI system’s role, and worker values shaped diverse information

and interaction needs among workers.

Healthcare. Workers in the healthcare domain use Clinical De-

cision Support Systems (CDSS) and AI systems that support the

digitization, management, and sharing of patient medical records

while streamlining clinical work�ows. The system also provides

clinical decision-support tools, o�ering workers alerts, reminders,

and evidence-based guidelines for lab tests, treatments, and diagno-

sis at the point of decision-making. The computer-aided diagnosis

(CAD) systems help workers interpret medical images, particularly

in detecting and analyzing potential abnormalities, patterns, or

lesions, by leveraging rule-based algorithms and ML techniques.

The AI system in the healthcare domain had an assistive role,

leaving the �nal decision-making to workers. Workers also had

follow-up tasks using the output of the AI system in addition to

making the �nal decision, which involved explaining their �nal

decision to various stakeholders in the workplace.

Finance. Workers in the �nance domain use Automated Under-

writing Systems (AUS) to analyze loan applications based on �-

nancial information (e.g., credit reports, digital transaction records,
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Figure 3: Findings Summary — The graph shows di�erent

goals of the explanations that workers designed using the

AI-DEC. The goals varied in the level of support that workers

desired for their autonomy and performance across work do-

mains. Healthcare workers focused explanation designs on

enhancing their performance. The �nance workers aimed to

design explanations that improved both their performance

and autonomy. In management, workers prioritized expla-

nations that supported their autonomy.

prior loan history, income, etc.) and generate decisions on approv-

ing or denying mortgages, personal loans, small business loans,

auto loans, and student loans. During customer interactions, work-

ers gather �nancial information from the customer, enter it into

the system, and receive a de�nitive decision from the system with

no or limited warnings for risks (e.g., “multiple high-risk factors”).

The role of the AI system in the �nance domain was more deci-

sive than in healthcare, as it held the authority to approve customer

applications. This shift in decision-making power led workers to

perceive a reduction in autonomy, limiting their ability to apply ex-

pertise as they did before the introduction of AI systems. However,

workers continued to ful�ll essential duties such as explaining the

AI system’s outcome to customers and advising �nancial plans.

Management. Workers from multinational chains use an auto-

mated system to schedule shifts and positions for various tasks.

The AI system automatically generates shift schedules based on

factors like performance, skill set, and generated pro�t. Workers in

manufacturing companies use centralized software programs to au-

tomatically manage resources and scheduling, including allocating

the required labor type, labor time, and tasks to workers while pro-

viding information about available resources and task processing.

An advertising manager uses a social media management platform

that monitors and analyzes social media to recommend the best

times for individuals and businesses to promote advertisements

and manage multiple accounts. A worker in a Human Resources

department uses automation software to manage and streamline the

recruitment and hiring process, particularly for candidate screening

to analyze resumes and assess quali�cations.

The AI systems in the management domain played the most

authoritative role compared to the healthcare and �nance domain,

as it made the �nal decision for workers regarding decision out-

comes, worker tasks, and worker schedules. Workers had minimal

or no opportunities to independently make decisions or apply their

expertise, resulting in a low level of autonomy provided to workers.

5.2 Workers’ AI Explanation Designs with the

AI-DEC

In this section, we report workers’ explanation designs using the

AI-DEC. From our analysis, we identi�ed six themes in the workers’

explanation designs, which diverged across di�erent levels of sup-

porting worker performance and autonomy. In this work, we refer

to performance as the e�ectiveness, e�ciency, and quality of work

carried out by workers in their domains, while autonomy refers to

the degree of independence, self-governance, and decision-making

authority granted to workers within their roles.

Using these de�nitions, we identi�ed six explanation themes

from workers’ designs aimed at enhancing performance, auton-

omy, or both. The explanation design themes include: (1) adap-

tation based on worker input; (2) enhancement for worker task

performance; (3) worker-AI collaborative work�ows; (4) worker

acceptance of AI systems; (5) worker accessibility to explanations;

and (6) workplace communication and collaboration. A summary

of the �ndings is shown in Figure 3. The complete set of workers’

explanation designs can be found in Figure 6 in the Appendix.

5.2.1 Adaptation Based on Worker Input. In the healthcare domain,

workers developed AI explanations that allowed for worker input in

response to the AI system’s output to support worker performance.

Input to Improve Performance of AI System. Using the AI-DEC,

healthcare workers (H1, H3, H5, H6) designed AI explanations to

improve the system’s decision-making performance by incorpo-

rating their feedback, particularly regarding error corrections and

adjustments to decision-making features. For example, one worker

(H3) described “So the goal here is to prevent me from mistakes. So

with the output, there needs to be reasoning for my sensemaking

to determine if it [AI system] is correct, we use graphs and metrics,

but I also want a breakdown...[selecting cards] But most importantly

there needs to be iterative feedback, so I want two-way (direction),

and I want a list of what was �xed.” They emphasized that the AI

system’s output accuracy was directly linked to their own task per-

formance, leading to select design features that enabled continuous

improvement based on error correction from worker feedback.

Additionally, workers (H5, H6) sought validation of whether

the AI system adhered to values and practices similar to those of

human workers in decision-making processes. For example, one

worker (H5) used the AI-DEC to devise explanations that conveyed

system limitations and risks associated with error correction and

worker awareness. The explanation design comprised causation and

limitations (content), diagrams and badges (modality), occurring
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Using measurements such as output probability, 
model confidence level, accuracy, feature values, F1 
score, AUC for explaining.

System comparing feature values with other applicants 
to explain why Robert’s loan application got denied

Presenting several related items consecutively, to 
identify or give information about something. 
Simplicity for information in an organized manner. 

Other Examples: lists for recipes, groceries etc., 
tables for data organization (e.g., data cards)

Explanations for the decision are ‘occasioned’, being 
provided spcifically when the user or situation 
requests it. 

Other Examples: on a specific timing for additional 
explanation, adapting to a personal schedule

Create anything you want!
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Communicating through a wri�en description or 
speech in the way humans do. Can involve a social 
role or character to provide support to users.

Other Examples: simple notes, le�ers, smart 
assistants such as IPhone Siri, Amazon Alexa. 

Can you take notes 

for the meeting?

Thank you! What were 

the main points?

No problem. 

I got it covered. 

Research: project deadline set to January
Meetings: scheduled with Bill tomorrow

Presenting several related items consecutively, to 
identify or give information about something. 
Simplicity for information in an organized manner. 

Other Examples: lists for recipes, groceries etc., 
tables for data organization (e.g., data cards)

All details are provided with the final decision, to 
satisfy the user’s explanation needs at once.  

�e system supports interactivity while providing an 
explanation for the decision. Users can provide 
feedback and ask questions about the decision, and 
the system can respond with additional information.

Other Examples: interactivity, feedback loop

Explaining with examples from other usecases. May 
include what decision the system provided, how the 
human made the final decision, and whether the 
outcome was successful or not. 

LEGO EXAMPLES
FROM OTHERSWhat should I do 

with my Legos?

Showing the structure or relationships of raw data to 
provide clarity for dense and complex information.

Other Examples: Heatmaps, sca�erplots, timelines
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Highlighting the cause or causal relationships for a 

decision. In a causal relationship, one thing is 

responsible for causing the other thing. 

Using measurements such as output probability, 

model confidence level, accuracy, feature values, F1 

score, AUC for explaining.

System comparing feature values with other applicants 

to explain why Robert’s loan application got denied

�e system provides solely provide explanations 

without needing any input from the user. �e users 

can quickly receive needed information and move 

on to the next task. 

Figure 4:Worker’s AI Explanation Design Using the AI-DEC — The �gure shows an AI explanation crafted by a worker (H6).

The worker developed two distinct types of explanations for the worker’s varying levels of expertise. Top: for experts, the

AI explanation functioned as an extra eye. Bo�om: for trainees, it served as an educational tool, providing more detailed

information. Details can be found in Section 5.2.1.

whenever necessary (frequency), and supporting two-way com-
munication for interactive feedback (direction). In response to the
limitations outlined in the explanations, workers envisioned cor-
recting misaligned features to mitigate potential adverse outcomes
and increase workers’ awareness of risks associated with the AI
system’s outputs.

Input for Expertise-based Explanations. Workers (H1, H3, H6)
also used the AI-DEC to design explanations that provided di�er-
ent information support based on the worker’s level of expertise.
For example, H6 explained “My design needed to involve multiple

versions, because even within my team, explanation needs and uses

are di�erent depending on one’s expertise. It really depends on “who”

is looking at the explanation.” For experts, the explanation aimed
to serve as an extra eye, whereas for trainees, it functioned as an
educational tool, o�ering more detailed information. Consequently,
one worker (H6) developed two types of explanations using the
AI-DEC, when explaining the rationale behind the AI system’s
outputs. For experts, the worker selected alternative possibilities,

metrics, and rankings (content), presented in a list format (modal-
ity), on-demand (frequency), and provided one-way communication
(direction). Designs focused on ruling out other possibilities and
providing concise support for accuracy. Conversely, for novices,
the worker selected causation, metrics, and examples (content),
presented through lists, diagrams, and natural language (modality),
delivered at speci�c timings at the end of each AI system output
(frequency), and facilitating two-way communication for further
questions (direction.) The design focused on supporting detailed
investigation on the factors and procedures of the �nal decision.
The importance of tailored explanations based on the worker’s
expertise level was emphasized to ensure that all workers could
learn and make informed decisions.

5.2.2 Enhancement for Worker Task Performance. Workers in the
healthcare and �nance domains designed AI explanations to im-
proveworker performance by helping them plan and execute follow-
up tasks using the output of the AI system.
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Stakeholder Explanations. Workers (H2, H3, H4, F2, F3, F4) used
the AI-DEC to create explanations that helped them clearly explain
the �nal decision to various stakeholders in the workplace. The
design elements varied depending on the intended audience, specif-
ically whether explaining to domain experts like co-workers or to
domain novices such as customers and patients. For example, one
worker (H3) used the AI-DEC to create two distinct versions of ex-
planations depending on whether the audience was domain experts
or novices. For domain experts, more technical language involving
metrics, counterfactuals, and examples (content) was selected to be
presented through intuitive lists and diagrams (modality), be avail-
able on demand (frequency), and be presented one-way (direction)
as a “report” of the worker’s decision-making procedure. Such ex-
planations aimed to convey factual details that support the worker’s
�nal decision and factors of alternative options regarding “why not,”
for transparent communication and preventing misunderstandings
between workers.

Conversely, for novices, designs were aimed to easily support
high-level understanding. The design entailed causation, break-
down, and comparison (content) for abstracted but informative
descriptions, conveyed via metaphors and diagrams (modality) for
easier understanding, to be available on demand (frequency) in
need of support, and in one-way communication (direction). Expla-
nations for novices clari�ed outcome rationales while simplifying
complex details with interpretable design elements.

Action Planning. Additionally, the AI-DEC was used to devise
explanations to support workers (H1–H4, H6, F1–F5) in strategizing
follow-up actions based on the AI system’s outputs. They noted
that a crucial aspect of their job often involved determining the next
steps using the AI system’s output to accomplish workplace tasks
or objectives (e.g., gaining customer approval or planning patient
treatment). Thus, workers crafted AI explanations that o�er practi-
cal guidance, including suggestions on actions required to achieve
alternative outcomes. For example, one worker (H1) designed “rec-

ommendations for the “safest” next steps based on prior experience or

probability,” while another worker (F2) designed “test functions” to

experiment with di�erent features for varied outcomes.” This worker’s
(F2) explanation design enabled workers to experiment with alter-
native inputs to observe the impact on outcomes. Selected design
cards included causation and counterfactuals (content), lists (modal-
ity), available on demand (frequency), and facilitating interactive
two-way communication (direction). The design rationale was ex-
plained as, F2: “So testing with counterfactuals enables me to ask

“What if I made this change? Can I increase my loan amount? Would

I still be in the parameters for the inspection waiver?” Along with

compare and contrast, show me the di�erence. This gives me the full

picture I need to move forward.”

Another worker in the healthcare domain designed explanations
to clearly understand all possible outcomes, aiding decision-making
in their high-stakes environment. They mentioned, H6: “Knowing
the possible outcomes, rankings or probabilities becomes much more

useful in my workplace where mistakes can be bad. So I selected

a list of possible outcomes. Can you give me those as a ranking, or

probabilities of each one, and show me the distributions of those where

the patient falls? To help me be more sure.” Accordingly, they used

the “design your own!” card to include a list of possible outcomes
ranked by probability.

5.2.3 Worker-AI Collaborative Workflows. Workers in the �nance
and management domains designed AI explanations to improve
worker autonomy when engaging with workplace AI systems. De-
signed explanations focused on promoting cooperative opportuni-
ties between workers and the AI system.

Opportunities for Worker Expertise. Workers (F2, F3, F5, M2–M5)
used the AI-DEC to design explanations that fostered collabora-
tion between AI systems and workers, aiming to augment worker
autonomy by providing chances for workers to exercise their ex-
pertise. One worker (M1) commented, “There are many nuances and

contextual factors to consider in daily jobs, where human experience

is important. So I chose not to let the AI system handle everything

[in my design,] and included a human touch, whether it’s [AI expla-

nation] asking what to do or how it did, or actually sharing some

responsibilities.” Thus workers selected design cards to support
worker understanding and provide opportunities for worker in-
tervention, speci�cally envisioned for where the AI explanation
sought worker expertise assistance when encountering unforeseen
or abnormal situations (e.g., bankruptcies, natural disasters, and
construction projects). One worker (M2) designed explanations to
prompt worker intervention when particularly the AI system faced
uncertainty. This explanation design encompassed causation and
breakdown (content), summary and list (modality), when encoun-
tering uncertainty (frequency), and enabled interactive two-way
communication (direction). This explanation aimed to provide infor-
mation on the tasks completed by the AI system and the obstacles
encountered, o�ering context for workers to intervene and make
informed decisions.

5.2.4 Worker Acceptance of AI Systems. Workers in the manage-
ment domain designed explanations to support worker acceptance,
aiming to address the lack of autonomy provided by the current
workplace AI systems. Such acceptance was an important factor in
preventing workers from being reluctant to adhere to the manage-
rial roles and task allocations performed by the AI system.

Support for Onboarding of AI Systems. Using the AI-DEC, work-
ers (M1, M2, M3, M5) crafted explanations that varied in design
throughout the deployment timeline. One worker noted, M3: “Ex-

planations need to change depending on how accustomed we are to

the system, and how much we know or trust it. Otherwise, it might be

too little or too much information.” Workers expressed their desire
for the design of explanations to evolve based on their growing
familiarity and rapport with the system. For example, one worker
(M3) chose “progressive disclosure (direction)” to be applied not in
a single explanation, but across di�erent stages of the AI system’s
deployment. They designed di�erent explanation versions for both
the introduction and active-use stages. During the initial onboard-
ing process, the explanation was designed to focus on establishing
rapport and fostering workers’ understanding of the AI system’s
capabilities and value. Thus, explanation designs encompassed cau-
sation of the AI system’s output and examples demonstrating the
AI system’s capabilities in similar use cases along with counter-
factuals it considered to show its capabilities (content), conveyed
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through both summary and extensive lists for detailed understand-
ing (modality), enabling two-way interactive communication to
address worker questions for concerns or confusions (direction)
any time required on demand (frequency). However, during the
active use stage, the explanation design entailed more simpli�ed
design elements, involving metrics and causation (content), and
just summaries or graphs for intuitive understanding (modality),
but also supporting user information needs interactively (direction)
when needed (frequency). Through di�erent designs, the worker
envisioned the explanation to gradually unveil less detailed informa-
tion over time during the deployment, as rapport was built through
the introductory explanations.

5.2.5 Worker Accessibility to Explanations. In all domains, work-
ers created explanations that included design elements that were
readily understandable to laypeople. Workers emphasized the sig-
ni�cance of accessibility in explanation design to help workers
comprehend and e�ectively apply it to their workplace tasks.

Accessible Design Elements. Workers (H1, H3–H6, F2–F5, M1, M2,
M4) selected design cards that focused on easing the understanding
and improving the relatedness to workers’ daily work experiences
to enhance their comprehension and usability of the AI explanation.
For example, one worker in the �nance domain (F2) described the
need for such explanations as “My job is to educate borrowers and

advise them on how to move forward, but I can’t do that if the system

doesn’t give me meaningful stu�. That’s why my explanation gives

me speci�c, �nancial information that is useful to me, measures that

I use every day to do my job.” This worker’s explanation design
involved combining the metrics (content) and list (modality) card
to include the Debt to Income (DTI) ratio and credit scores, with a
list of saving strategies and other loan options.

Another worker (M2) from the management domain designed
their explanations to re�ect the importance of community among
workers, emphasizing �rsthand experiences and information from
colleagues. The design featured interaction examples from employ-
ees at various chain locations and used metaphors to articulate
the perceived bene�ts and implications of integrating the AI sys-
tem. The explanation provided endorsements through examples
from others using the AI system under similar circumstances (con-
tent), utilize metaphors for relativeness (modality), be available on
demand (frequency), through one-way communication (direction).

One worker (H1) in the healthcare domain designed explanations
that aligned with their unique, image-focused work�ow practices
to help their understanding. They utilized the “design your own!”
card for color-coding to represent the AI system’s uncertainty level,
due to its intuitiveness and faster comprehension compared to text.
Their explanation design included metrics, examples, and compar-
isons (content), diagrams and color-coding to support e�ective
worker performance (modality), available on demand (frequency),
and facilitated two-way interactive communication (direction).

5.2.6 Workplace Communication andCollaboration. Workers across
all domains developed explanations to facilitate workplace commu-
nication and collaboration. Workers emphasized the importance
and everyday occurrence of collaborative and communicative inter-
actions in the workplace, as workers regularly cooperated through

di�erent responsibilities to achieve shared workspace goals. More-
over, workers also socially interacted and communicated with each
other daily to discuss workers’ �nal decisions, o�er mentorship,
gain insights, or validation.

Support for Workplace Collaboration. Workers (H3–H5, F3, F4,
M3,M5) designed explanations to enhance collaboration and achieve
workplace goals. These explanations focused onmonitoring progress,
identifying bottlenecks in the pipeline, and adjusting task plans
accordingly. For instance, one worker (M5) selected cards that de-
scribed others’ progress (content), included icons within the work
chain and summaries of issues (modality), were provided at speci�c
times, such as when obstacles occurred (frequency), and supported
multi-way communication (direction). These shared explanations
aimed to streamline collaboration and o�er guidelines for address-
ing con�icts. H2 elaborated on such explanation needs as “Currently,
�nding where a bottleneck might be is di�cult because we don’t know

when, where, why, and who. It’s unclear if someone ignored informa-

tion from the system, if it malfunctioned, or if another factor was at

play. However, if the AI explanation could pinpoint who took what

actions and identify any concerns or issues they had, we can act and

address them. This teamwork is crucial because it impacts the outcome

on patients.”

Additionally, to further enhance collaboration, healthcare work-
ers (H1, H3, H5, H6) incorporated elements into the explanations
that promoted reliability and consensus towards the AI system.
Speci�cally, workers opted for endorsements (content) and badges
(modality), noting that societal consensus was crucial in fostering
trust in their workplace. Such design elements ensured that all team
members could trust and e�ectively use the system, thereby rein-
forcing collaborative e�orts and improving operational e�ciency.

Support for Workplace Communication. Workers (H1, H3–H5, F1,
F5, M1, M2, M4) designed AI explanations to facilitate communi-
cation among workers, enhancing social learning and mentoring.
These explanations incorporated results from others’ interactions
and diverse opinions to validate decisions and build trust. Specif-
ically, one worker (F5), who had recently started their position,
designed explanations to incorporate information from past inter-
actions between other workers and the AI system, particularly from
higher in the hierarchy and more experienced workers in the work-
place hierarchy. They explained their design purpose as F5: “It is
often uncomfortable to ask my manager every time I want to check

something, at the same time I am concerned if I am doing anything

wrong, especially if I am learning. So I want the explanation to do

it for me, help me learn, and validate as I go so I can develop my

skills.” The explanation design included counterfactual options
that have been used by others in cases with similar circumstances,
a breakdown of how to reach the goal, and examples of decisions
made by higher hierarchy workers (content), conveyed through
natural language (modality), provided on demand (frequency), and
enabling multi-way communication (direction). Workers described
that explanations supporting social communication helped facilitate
continuous learning and maintain social connections, which were
key to building a supportive and innovative work environment.
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5.3 Worker Feedback of the AI-DEC

In this section, we present the workers’ assessment of the AI-DEC
gathered at the end of the co-design session.

5.3.1 Advantages of the AI-DEC for User-centered AI Design. Work-
ers (H1–H3, H6, M1–M5, F1, F2, F4, F5) noted that AI-DEC e�ec-
tively translated abstract preferences into practical design solutions.
Its four-dimension structure provided constructive guidance, allow-
ing for a systematic design process that addressed a wide range
of information needs. One worker explained this perspective as
H3: “The four categories guided my thinking step-by-step, making me

analyze details that I might have overlooked had I simply been asked

about my preferences for explanations.”

Additionally, the tangible aspects of prototyping the AI expla-
nations were appreciated by workers (H2–H6, M1–M3, M5, F1,
F2, F4, F5). Constructing, deconstructing, and restructuring com-
munication strategies facilitated iterative re�ection, testing, and
adjustment, leading to designs that were practically su�cient and
tailored to their unique workplace environments.

Finally, workers (H1–H3, H6, M2–M5, F2, F5) described the card
deck format of AI-DEC as particularly bene�cial for its modular-
ity, which supported quick iteration and customization based on
feedback and changing requirements. This �exibility not only en-
hanced the relevance and e�ectiveness of AI interactions across
diverse settings but also encouraged workers to explore creative
combinations of design elements, fostering innovative solutions
that might not have been possible in more rigid formats.

5.3.2 Shortcomings and Improvements for the AI-DEC. Workers
(H3, H6, M3, M4) indicated that using the AI-DEC to design worker-
centered explanations for unfamiliar AI systems might be di�cult
due to a lack of understanding of the AI system’s capabilities. Those
in our study, familiar with their current workplace AI systems,
adeptly tailored solutions to meet their needs. However, one worker
(M3) noted the potential di�culty in crafting explanations for a
new AI system without understanding its capabilities or how it
integrates into existing work�ows. Workers (H3, H6, M3) suggested
that understanding the AI system’s capabilities and limitations
could be facilitated by providing users with brief lists or summaries
of these details before initiating the design process.

Additionally, workers (H5, M5) observed that certain design
descriptions, such as “abstraction” and “examples,” were excessively
wordy and lacked intuitiveness. They proposed utilizing both sides
of each card: one side to display additional examples and visual
designs for better comprehension and application, and the opposite
side to contain detailed descriptions of the design element, o�ering
comprehensive insights. Similarly, other workers (F3, M1) stressed
the need to include more examples on each card, showcasing both
general and speci�c use cases relevant to AI systems.

For future use, workers (H2, H4, M1, M3, F1) envisioned employ-
ing AI-DEC as a tool to collaborate with AI designers and engineers
during the design phase of workplace AI systems. They noted their
frequent exclusion from the pre-deployment process, despite being
the primary users over time. Workers described that the AI-DEC
can serve dual purposes through prototyping and sketching tailored
AI explanations, as H5: “the AI-DEC can act as a middleman to con-

nect expectations and needs with us and the people who develop the

AI, it could be a win-win for everyone.” Workers further elaborated
that on the one hand, the AI-DEC can help workers clarify their
requirements and desires through hands-on prototyping. On the
other hand, it can provide engineers and designers with a clear
understanding of user information and interaction needs, fostering
e�ective discussions about the possibilities and limitations of the
AI system.

6 DISCUSSION

We introduce the AI-DEC, a card-based design method developed
to engage end-users and address their needs in the AI explanation
design process. Grounded in communication theory encompassing
the structure of content, modality, frequency, and direction, the
AI-DEC facilitates the development of user-centered communica-
tion strategies for AI explanations. Through co-design sessions, we
evaluated the e�ectiveness of the AI-DEC. Our �ndings suggest
that the AI-DEC e�ectively supported workers in crafting AI expla-
nations suitable for di�erent levels of performance and autonomy
needs. These needs varied depending on the AI system’s role in
their workplace and the values of the workers. Drawing insights
from workers’ designs and feedback, we present implications for
utilizing the AI-DEC to create user-centered AI experiences.

6.1 Leveraging the AI-DEC with End-users

When to use the AI-DEC. Existing research has shown that XAI
techniques can often fall short for end-users requiring domain-
speci�c insights [5, 39, 147], leading to investigations into the con-
textual dynamics of deployment such as the AI lifecycle [34, 77, 79]
and user informational or situational needs [8, 37, 38]. A user-
centered approach, prioritizing an understanding of users and their
environmental characteristics, has been identi�ed as crucial for
e�ective AI system design [39, 153]. Given these insights, we see an
opportunity to leverage the AI-DEC to enhance end-user involve-
ment, particularly in scenarios that require e�ective communication
and collaboration with users.

Firstly, the AI-DEC facilitates communication with users about
necessary design features for AI explanations, enabling the iden-
ti�cation of speci�c environmental and individual needs. These
discussions highlight the unique aspects of the environment, the
speci�c tasks for which the AI system will be used, and the explana-
tion or interaction needs that support users’ real-world objectives.
For instance, in our study, workers realized that they value the
inclusion of “why not” factors in explanations to colleagues and
sought similar features in their AI explanations. To facilitate these
discussions, external design methods or frameworks such as em-
ploying a taxonomy of user needs [9, 77], storyboarding [124] use
cases, or task-based discussions [70] can be utilized along with the
AI-DEC.

The AI-DEC can also act as an e�ective collaboration tool during
various design stages for AI systems, involving a range of stake-
holders. In our study, workers envisioned AI-DEC as a probe to
enhance communication and collaboration between AI designers
and engineers. These probes were envisioned to create a common
understanding of user needs, capabilities, and features, as well as
the explanations that the AI system should provide. Physical proto-
types produced with the AI-DEC were seen to be particularly useful
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in identifying misunderstandings and encouraging stakeholders
to seek consensus through iterative redesigns. For instance, the
“content” cards were noted by workers to e�ectively outline the
AI system’s technical capabilities, helping them envision optimal
ways to use the AI systems to meet their needs. This collabora-
tive approach not only uncovers new design possibilities but also
helps avert the risk of deployment failures of AI explanations by
integrating user perspectives from the outset.

How to use the AI-DEC. Building on our �ndings, we recognize
the AI-DEC’s potential to shape not only individual explanations
but also the broader interaction experience between users and AI
systems. Although our study required workers to design explana-
tions for speci�c needs (i.e., categories from the Question Bank [77]),
we observed them expanding their designs to create distinct ver-
sions for di�erent interaction points. For instance, workers crafted
explanations that varied in levels of worker involvement based on
the uncertainty detected in the AI system’s decision-making. Other
explanations tailored the content and modality to match the user’s
expertise, revealing di�erent levels of detail at various stages to
support decision-making. Furthermore, workers considered how ex-
planations should adapt across the AI system’s deployment phases
(e.g., introductory versus active use). Thus, the AI-DEC can be
used to help end-users holistically ideate the interaction experience,
de�ning the role, responsibilities, and communication strategies
that the AI system should embody.

Designers can also extend the design elements of AI-DEC to suit
workplace requirements or particular preferences. While retaining
the established four-dimension framework of content, modality,
frequency, and direction, the elements in the cards can be adjusted
to include various aspects that designers �nd valuable or wish to
experiment with in relation to their AI projects. This modi�cation
enables designers to tailor the AI-DEC cards according to the needs
of users, speci�c deployment domains, problem scenarios, or de-
sired design features. Such adaptability of the AI-DEC also helps
address the limitations that can exist with design cards, where the
content or elements of the cards lack relatedness to application con-
texts [54]. Nonetheless, expanding the design cards might introduce
trade-o�s, such as an increased cognitive load on users when gen-
erating explanations. In these instances, designers should balance
�exibility and complexity. For example, as complexity increases,
designers may simplify the design objectives where feasible and
o�er guidance and tools [e.g., 77, 134] to aid users in navigating
the designs e�ectively.

6.2 Application of the AI-DEC

Previous work highlights the challenges of seamlessly integrat-
ing AI systems into real-world applications, particularly due to di�-
culties involving end-users in AI projects and understanding the di-
verse needs and expectations of various stakeholders [22, 102, 137].
We aim to address these di�culties by using the AI-DEC to involve
end-users in the design process of prospective AI systems. In this
study, we deployed the AI-DEC in workplaces such as healthcare,
�nance, and management. While the AI-DEC has proven valuable
in these professional settings, we believe its potential extends fur-
ther, potentially aiding the design of AI explanations in a broader

range of applications. This is particularly relevant given the in-
creasing research on deploying AI systems in community-level
and non-workplace environments [133]. For example, consider its
application in smart cities [125], where AI systems manage tra�c,
distribute resources, and ensure public safety [126]. In such complex
systems, stakeholders—from city planners to local residents—have
varied informational needs and concerns. City o�cials might need
detailed explanations of tra�c �ow predictions to plan infrastruc-
ture changes, whereas residents could bene�t from simpler, more
direct explanations about how tra�c adjustments a�ect their daily
commutes. The AI-DEC can empower teams to design these varied
types of explanations e�ectively. It guides designers in identifying
which aspects of the outputs from the AI system need emphasis and
how to communicate them clearly to di�erent stakeholders. Using
the cards, designers can determine the optimal level of technical de-
tail for di�erent audiences, ensuring explanations are accessible yet
informative. This tailored approach not only enhances transparency
but also fosters trust and engagement, making the integration of
AI systems more acceptable and supported by the public.

Additionally, the AI-DEC can be utilized to generate knowledge
in user experience (UX) and design research. In UX research, de-
signers can conduct surveys and user studies—either in-person or
virtual—utilizing AI-DEC to explore users’ information needs and
encourage them to construct ideal explanations and interaction
examples. For virtual studies, a digital version of AI-DEC can allow
users to prototype on an online storyboard (e.g., Miro [1]). The ex-
amples generated, encompassing AI explanations and interactions,
can then inform the designs of the �nal product.

The importance of design research in HCI is increasingly recog-
nized, driven by methodologies such as research through design
[152] and design-focused UX research [129]. In this context, we
believe that the AI-DEC is valuable in generating new knowledge
about AI design requirements and in creating artifacts that represent
solutions to these challenges. Given the often variable and unclear
design requirements or objectives for AI explanations in di�erent
deployment settings, the AI-DEC serves as a useful tool in aiding
designers to elicit diverse perspectives on human-AI interaction
issues, ideate on potential solutions, and engage in re�ective itera-
tion to re�ne these issues and solutions. Importantly, the artifacts
produced during these design activities serve as exemplars, o�ering
insights into how future AI explanations and systems should be
designed for successful integration. These insights not only enrich
our current understanding but also pave the way for future research
directions in human-centered AI design.

7 LIMITATIONS & FUTUREWORK

Our study has several limitations to consider. Firstly, the AI-DEC’s
scope and design features are not exhaustive and require further
validation through comparative evaluations to become a standard-
ized design method. Future work can involve collaboration with
design experts to verify and compare AI-DEC against other design
tools or methodologies. Additionally, recruiting a larger number of
participants in each domain proved challenging, partly due to the
busy schedules of experts and the limited availability of workplaces
experienced in using AI systems extensively in their daily oper-
ations. Moreover, our work involved three domains utilizing AI
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systems in real-world applications, excluding other domains such
as education and government. Future work should conduct studies
with larger pools of participants (e.g., both end-users and designers)
and a more diverse number of domains to evaluate the e�cacy of
utilizing the AI-DEC with HCI research methods and the design
process of AI systems. Finally, the qualitative and exploratory na-
ture of our research restricts the generalizability of our �ndings,
as they may not apply universally to all user requirements and AI
system application contexts.

8 CONCLUSION

In this work, we present the AI-DEC, a card-sorting-based design
method developed speci�cally to meet the informational and or-
ganizational needs of end-users for e�ective AI explanations. The
AI-DEC directly incorporates end-users in the design process of AI
explanations, allowing them to design AI explanations that �t their
personalized needs. We evaluated the AI-DEC through a co-design
session with 16 workers from three di�erent domains—healthcare,
�nance, and management—to understand its e�cacy and applica-
bility in designing AI explanations that better support user needs.
Our �ndings indicate that the AI-DEC helped workers develop
explanation designs that supported varying levels of worker perfor-
mance and autonomy, which di�ered depending on the AI system’s
role and worker values. Finally, we present implications for design-
ers using the AI-DEC to build user-centered AI explanations and
human-centered AI systems.
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Create anything you want!

Showing the structure or relationships of raw data to 

provide clarity for dense and complex information.

Other Examples: Heatmaps, sca�erplots, timelines

Direction of communication 

between user and the AI 

system. 

�e appropriate timing for 

appearance and amount of

communication within the 

workflow.

�e system provides solely provide explanations 
without needing any input from the user. �e users 
can quickly receive needed information and move 
on to the next task. 

Create anything you want!

�e system can help the user understand what 
others think of it, how they use it, and the 
sociotechnical factors considered for making the 
decision. �is can also support users using the AI 
system to help explain their final decisions to others.    

�e system supports interactivity while providing an 
explanation for the decision. Users can provide 
feedback and ask questions about the decision, and 
the system can respond with additional information.

Other Examples: interactivity, feedback loop

Explanations for the decision are ‘occasioned’, being 
provided spcifically when the user or situation 
requests it. 

Other Examples: on a specific timing for additional 
explanation, adapting to a personal schedule

Explanations will be disclosed progressively over 
time, based on appropriate timing, or further request 
form the user. 

Create anything you want!

All details are provided with the final decision, to 
satisfy the user’s explanation needs at once.  

Type of information 

included in the explanation.

Highlighting the cause or causal relationships for a 
decision. In a causal relationship, one thing is 
responsible for causing the other thing. 

Related to explaining what has not happened or is 
not the case. Considering what would be the result 
if events happened in a di�erent way, providing 
examples of alternative results or decisions.

What if I picked ?

Presenting only key elements of the explanation or 
exposing particular information related to the 
decision. Intentionally leaves out unknown, highly 
complex, or not useful information.

Other Examples: showing highest correlations, 
partial information with an optional bu�on of 
“learn more”

Explaining by assessing the similarities and 
di�erences between two or more things

Other Examples: pertinent negatives (i.e., when the 
clinician documents why they DID NOT perform a 
procedure)

Compare: examining the 
similarities and di�erences 
between A and B

Contrast: focusing on the 
di�erences between A and B

Explanations supported with endorsement, or 
validation from related or trusted sources, such as 
peers, co-workers, colleagues, and research articles. 

Other Examples: successful use-cases from others, 
validation from peers, endorsement from 
organization

Says “#1 Dentist Recommended Brand”

Explaining with examples from other usecases. May 
include what decision the system provided, how the 
human made the final decision, and whether the 
outcome was successful or not. 

LEGO EXAMPLES
FROM OTHERSWhat should I do 

with my Legos?

Using measurements such as output probability, 
model confidence level, accuracy, feature values, F1 
score, AUC for explaining.

System comparing feature values with other applicants 
to explain why Robert’s loan application got denied

Subgoals are goals that involved in or secondary to 
achieving a larger goal. 
Breakdowns involve decomposing the bigger picture 
to explain gradually from one stage to the next. 

Medium of communication for 

transmi�ing information.

Create anything you want!

Relating unfamiliar problems with known situations. 
Provides guidance to help users overcome complexity.

User control panel for adjusting visible comments 
based on “volume”. (hides toxic comments)

[Hidden Comment]

[Hidden Comment]

Presenting several related items consecutively, to 
identify or give information about something. 
Simplicity for information in an organized manner. 

Other Examples: lists for recipes, groceries etc., 
tables for data organization (e.g., data cards)

Communicating through a wri�en description or 
speech in the way humans do. Can involve a social 
role or character to provide support to users.

Other Examples: simple notes, le�ers, smart 
assistants such as IPhone Siri, Amazon Alexa. 

Can you take notes 

for the meeting?

Thank you! What were 

the main points?

No problem. 

I got it covered. 

Research: project deadline set to January
Meetings: scheduled with Bill tomorrow

A graphic illustration of an object, function, or 
process to provide an example or convey a message. 

Other Examples: Icons for options, warning signs, 
alarms, a�ention triggers etc., symbolic codes

A distinctive mark to summarize achievements and 
recognize accomplishments. An emblem to explain 
the context, process, and result of an activity.

Other Examples: Book prizes, medals, marks for 

performance, acheivements in games, doctor ID 

cards, student ID cards, organization badges 

Figure 5: Complete Set of AI-DEC — The AI-DEC consists of four types of cards, content, modality, frequency, and direction. In

each facet, there are cards with design elements derived from existing design research in ML, HCI, human-robot interaction

(HRI), and XAI. When utilizing the AI-DEC, end-users will select cards from the four communication facets to assemble their

preferred AI explanation. The resulting explanation design will consist of a combination of cards from each facet, forming a

tailored design solution to address user information or interaction requirements. This design solution will entail the content of

the explanation, the mode of delivery, the timing or frequency of presentation, and the required level of user interactivity.

1026



DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark Christine P Lee, Min Kyung Lee, and Bilge Mutlu

PID
Selected Question Bank 

Category
AI Explanation Design with AI-DEC

H1

performance compare, example, metrics, badges, endorsement, icons, once, one, multi-way

actions metrics, endorsement, example, diagrams, progressive, multi-way

input metrics, example, compare, diagrams, "color-coding", on demand, two-way

output metrics, compare, example, diagrams, icons, once, one-way

how metrics, compare, example, diagram, on demand, two-way

H2

performance example, endorsement, icons, lists, progressive, multi-way

actions subgoal, list, on demand, two-way

how caustion, summary, language, on demand, multi-way

output example, lists, diagram, on demand, multi-way

why metrics, language, on demand, multi-way

H3

action subgoal, counterfactual, list, on demand, two-way

why

metrics, counterfactual, examples, lists, diagrams, on demand, two-way

causation, breakdown, compare, metaphor, diagrams, on demand, one-way

why not counterfactual, metrics, list, diagram, on demand, two-way

social metrics, examples, badges, diagram, language, on demand, multi-way

input example, endorsement, summary, diagram, once, one-way

H4

input metrics, compare, diagrams, summary, lists, once, one-way

actions metrics, summary, diagrams, on demand, one-way

social icons, diagrams, metrics, "when occurrs", one-way

output causation, metrics, diagrams, once, one-way

why causation, examples, compare, summary, icons, on demand, one-way

how metrics, summary, diagrams, on demand, one-way

H5

performance "limitations", diagrams, badges, "whenever occurs", two-way

input compare, diagram, language, on demand, two-way

how to still be that metrics, causation, diagram, progressive disclosure, two-way

how summary, compare, diagram, progressive disclosure, on demand, multi-way

why causation, breakdown, language, diagram, on demand, progressive disclosure, one-way

H6

performance causation, "limitations", badges, diagrams, once, on demand, two-way

output

"alternative possibilities", metrics, "rankings", list, on demand, one-way

causation, metrics, examples, lists, diagrams, natural language, once at a specific timing, two-way

input metrics, compare, badges, list, diagrams, on demand, two-way

M1

input subgoal, causation, examples, language, on demand, multi-way

social compare, language, icons, progressive, multi-way

actions metrics, diagram, list, on demand, two-way

how causation, examples, summary, language, progressive, two-way

performance counterfactual, summary, compare, progressive, icons, language, multi-way

M2

performance example, metaphor, endorsement, on demand, one-way

social examples, language, on demand, multi-way

input causation, breakdown, summary, list, "when encountering untrained", two-way

why compare, counterfactual, language, on demand, multi-way

output metrics, diagram, once, one-way

M3

social metrics, subgoals, natural language, multi-way

input metrics, subgoal, compare, badges, language, metaphor, on demand, two-way, multi-way

output causation, metrics, endorsement, diagrams, lists, two-way

performance metrics, endorsement, lists, diagrams, badges, on demand, one-way 

how to still be this examples, metrics, counterfactual, causation, compare, language, on demand, two-way

M4

why example, summary, diagram, on demand, two-way

input subgoal, metrics, list, on demand, progressive, one-way

how causation, subgoal, "interrelationship", "highlight", list, on demand, multi-way

performance example, language, "flagging", two-way
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M5

why causation, list, once, multi-way

social "descriptions of others progress", summary, icons, diagram, once, multi-way

how compare, diagram, list, on demand, two-way

why not compare, list, on demand, two-way

output examples, list, metaphor, on demand, two-way

performance metrics, list, once, one-way

F1

input compare, metrics, diagram, icons, progressive, two-way

how to be that subgoal, causation, list, on demand, two-way

actions examples, "results from similar past interaction results", language, progressive, multi-way

F2

how to be that causation, counterfactual, lists, on demand, two-way

action subgoal, examples, compare, language, list, progressive, two-way

input metrics, compare, summary, diagrams, lists, on demand, one-way

social language, summary, on demand, multi-way

performance endorsement, icons, badges, on demand, one-way

F3

performance compare, metrics, example, diagram, list, progressive, two-way

social example, icons, metrics, diagram, lists, progressive, multi-way

what if compare, counterfactual, metaphor, language, on demand, two-way

why compare, counterfactual, diagram, language, on demand, two-way

how to be that metrics, compare, counterfactual, diagram, list, on demand, two-way

F4

performance metrics, lists, once, one-way

input example, language, on demand, multi-way

social examples, "results of others", lists, on demand, one-way

output subgoal, metaphor, on demand, multi-way

actions subgoal, diagram, on demand, multi-way

F5

why compare, causation, metrics, diagram, language, progressive disclosure, two-way

how to be that

counterfactual, breakdown, examples, "past interactions from workers in higher hierarchy", language, on 

demand, multi-way

how

metrics, example, "past interactions from workers in higher hierarchy", summary, language, list, progressive 

disclosure, on demand, multi-way

how to still be this summary, icons, "ranking", as needed, one-way

input

compare, examples, "past interactions from workers in higher hierarchy", badges, metaphor, as needed, multi-

way

Figure 6: Full Set of Participant Design Solution — The table presents the complete set of participants’ explanation designs

utilizing the AI-DEC during the co-design session.
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