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Locomotion is a complex process involving specific
interactions between the central neural controller and the
mechanical components of the system. The basic rhythmic
activity generated by locomotor circuits in the spinal
cord defines rhythmic limb movements and their central
coordination. The operation of these circuits is modulated by
sensory feedback from the limbs providing information about
the state of the limbs and the body. However, the specific role
and contribution of central interactions and sensory feedback
in the control of locomotor gait and posture remain poorly
understood. We use biomechanical data on quadrupedal
locomotion in mice and recent findings on the organization
of neural interactions within the spinal locomotor circuitry
to create and analyse a tractable mathematical model
of mouse locomotion. The model includes a simplified
mechanical model of the mouse body with four limbs and a
central controller composed of four rhythm generators, each
operating as a state machine controlling the state of one limb.
Feedback signals characterize the load and extension of each
limb as well as postural stability (balance). We systematically
investigate and compare several model versions and compare
their behaviour to existing experimental data on mouse
locomotion. Our results highlight the specific roles of sensory
feedback and some central propriospinal interactions between
circuits controlling fore and hind limbs for speed-dependent
gait expression. Our models suggest that postural imbalance
feedback may be critically involved in the control of swing-to-
stance transitions in each limb and the stabilization of walking
direction.
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1. Introduction
Locomotion in quadrupeds is a complex process that involves the coordination of movements of four limbs
actuated by numerous muscles. This coordination defines locomotor gaits and ensures postural stability
during locomotion at the desired velocity and direction, as well as their changes. The basic pattern of limb
movements during locomotion is produced by neural circuitry in the spinal cord, commonly referred to as a
central pattern generator (CPG) [1–5]. The locomotor CPG represents a central neural controller comprising
rhythm-generating and limb-coordinating circuits [2,3,5–7]. CPG operation is modulated by supraspinal
inputs and sensory feedback that informs the central controller about the state of the limbs and the body
(posture) [8–11]. Interlimb coordination is provided, at least in part, by left–right and fore–hind interactions
between the rhythm-generating circuits controlling each limb. Such central coordination of left–right and
fore–hind motor activity is present during so-called fictive locomotion, the locomotor-like activity generated
in the absence of limb movements and motion-dependent feedback from the limbs [12–16]. However,
during actual locomotion, sensory feedback from the limbs, which reflects the state of limb muscles,
limb/body mechanics and interactions with the environment, can modulate or even override the locomotor
oscillations generated by the spinal circuits and their coordination. The specific interactions between
the central controller and sensory feedback, as well as the role of different feedback types in regulating
locomotor speed, gait, postural stability and movement direction under different experimental conditions,
remain contradictory and poorly understood [17–23]. Moreover, some theories almost exclusively rely on
the critical role of sensory feedback in the timing of locomotor phase transitions and interlimb coordination
[24–27], hence devaluing the role of central mechanisms. In addition (and importantly), most previous
modelling studies considered and analysed the role of feedback for locomotion on a step-by-step basis
without considering its role in the maintenance of the direction of movement. In these models, the direction
of movement was explicitly or implicitly restricted to a straight line with the body aligned with the direction
of movement. These limitations prevented exploring the ability of the system to maintain a constant
direction of movement and the roles and effects of body displacement and rotation.

In this study, we address the above issues using a tractable mathematical model describing body
movements and locomotion in a two-dimensional space. The model combines key biomechanical data
from studies of quadrupedal locomotion in mice with recent data on neural interactions within the
spinal locomotor circuitry. The central neural controller (or the CPG) is represented by a minimal
model comprising four rhythm generators (RGs), each controlling a single limb. The four RGs receive
a minimal set of feedback signals resulting from the loading and extension of each limb. These signals
play a critical role in controlling the locomotor gait and contribute to maintaining postural stability
during locomotion. We comparatively investigate several model versions by analysing their ability to
locomote with different speeds and phase durations and to maintain the direction of movement and by
comparing their behaviour with existing experimental data on mouse locomotion [28–31].

Based on our modelling, we suggest that in freely moving mice, the stance-to-swing transition
in each limb is directly triggered by feedback to the RG from the homonymous limb (the limb
controlled by the same RG), while the swing-to-stance transition in each limb may require a common
posture/balance-dependent feedback signal. We introduce and consider such a feedback signal based
on the balance of the body. This feedback signal is received by all RGs and, depending on each limb’s
state, may induce a touchdown of the swinging limb and thus control its swing duration. We show
that this feedback provides stabilization of the walking direction, an important feature that has not
been explicitly considered in previous studies. We also show that the proposed mechanisms for phase
transitions, together with some central interactions within the spinal locomotor circuitry, define the
locomotor gait and its dependence on the locomotor speed.

2. Model description
When constructing the model, we focused on a core set of factors essential for planar locomotion. We
begin with a high-level overview of the model’s organization before delving into specifics.

The CPG was simplified as a state machine with each RG (figure 1) existing in one of two possible
states at any given time, corresponding to the limb’s stance and swing phases. The body was modelled
as a rigid rod (figure 2) confined to the horizontal plane at a constant height. This mechanical system
consequently possesses three degrees of freedom: two coordinates for the centre of mass (COM) in the
horizontal plane and the rod’s orientation.
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Body movement within our model arises from propulsive forces generated by limbs in the stance
phase. We assume these forces are equal in magnitude and consistently directed along the body axis.
During the swing phase, a limb does not contribute to propulsion. Limb loading is defined as the
vertical component of the ground reaction force, calculated based on the COM coordinates relative to
the positions of the limbs on the ground. For periods with only two limbs on the ground and the body
weight cannot be fully supported, we incorporated the corresponding horizontal components of the
inverted pendulum forces into the equations of motion.
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Figure 1. ‘Central neural controller’ (CPG). (a) The CPG is composed of four RGs, each controlling one limb. Central interactions
between the RGs are provided by left–right commissural interneurons (CINs) and fore–hind long propriospinal neurons (LPNs).
(b) Each RG is modelled as a ‘state machine’ that can be in one of two states: ‘Swing’ or ‘Stance’, which define the state of the limb
controlled by the corresponding RG. Transitions between the states can be defined intrinsically (‘Intrinsic transition’) and/or depend on
central interactions between the RGs as well as on sensory signals characterizing the state of the corresponding leg (‘Leg extension,
unloading’) and the body balance (‘Loss of balance’).
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Figure 2. The mouse body is approximated by a rigid rod with a length of L with uniform linear density. The left and right ‘shoulder’
and ‘hip’ joints are located in the horizontal plane, each at the same distance h from the rod forming the body frame L × 2h. The initial
positions of the limbs during stance (relative to the body) are at the ground projections of the front and middle (crossing the COM)
frame segments for the fore and hind limbs, respectively (see the tips of the dashed lines on the ground). The same positions are also
considered to be the corresponding target positions of the paws during swing.
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Transitions from stance to swing for each limb occur when either the limb’s loading becomes zero
or negative, or the limb’s extension surpasses its limit. We investigated two distinct mechanisms for
swing-to-stance transitions. In model 1, we assumed these transitions are predetermined by the CPG in
a feedforward manner, meaning the swing phase is terminated intrinsically by the limb’s RG. Models 2
and 3 introduced a feedback control mechanism for swing duration based on potential loss of balance.
In model 3, we factored in specific central interactions between spinal RGs to exemplify the importance
of these interactions in gait formation. A detailed description of each model component is given in the
following sections.

2.1. Model of the central pattern generator
We implement the CPG as a set of four RGs, each controlling one limb. Each RG operates in a state
machine regime, so that at every given moment in time it can be in one of two states: swing or stance
(figure 1). During stance, the end-effector of the limb (paw), which is controlled by the corresponding
RG, is assumed to be on the ground, hence providing support for the body. During swing, the limbs
instantaneously move to their target position relative to the body and await touchdown. Transitions
between the states can occur autonomously due to central (spinal) interactions between the RGs
or due to somatosensory feedback. As described below, we consider two fundamental mechanisms
of stance-to-swing transitions (lift-off), limb extension and its unloading, combined with different
mechanisms of swing-to-stance transitions.

2.2. Model of the body and limbs
For the mouse’s body, we define a rigid frame with a length of L and a width of 2h (figure 2). The plane
of this frame, also referred to as the horizontal plane, is parallel to the ground, and therefore, the normal
direction to this plane is the vertical direction. In terms of mass distribution, the body is considered as
a uniform rigid rod of length L with the COM at the midpoint of the body, as shown in figure 2. The
distance from the horizontal plane to the ground is defined to be the height H of the mouse’s COM.

The body weight is supported by the limbs that are in stance. The initial positions of the paws in
stance correspond to the ground projections of the front of the body’s frame for the forelimbs and of
its centre (crossing the COM) for the hind limbs (figure 2). The initial stance positions of the left and
right limbs are displaced from the body’s centreline by distance h to the left and the right. These initial
points serve as target positions in the horizontal plane for the corresponding paws during a swing. In
mice, the fore paw lateral positions relative to the body axis are slightly smaller than the hind paw
positions (e.g. fig. 4a in [32]). In the model, we chose to keep them the same for simplicity.

The maximal possible limb displacement in the horizontal plane from its initial position in the
coordinate system associated with the body (maximal limb displacement) is equal to D.

2.3. Equations of motion
Let m be the mass of the mouse and g be the gravitational acceleration. The external forces considered
are the gravity force, friction force and ground reaction forces. We decompose the forces (where
applicable) into components parallel (horizontal) and perpendicular (vertical) to the horizontal plane.
Unless otherwise stated, we indicate vectors by bold letters and their magnitudes using the same
notations in a regular font.

In the following subsections, we decompose the ground reaction forces into their components in the
horizontal plane (as those relevant for planar movements of the body) and their vertical components as
those providing body weight support.

2.3.1. Horizontal forces and yaw torques

Let Fi denote the component of ground reaction forces in the horizontal plane (two-dimensional
vector) for limb i (i = 1 for the left fore (LF), 2 for the right fore (RF), 3 for the left hind (LH), and 4
for the right hind (RH) limbs). Specifically, we assume that every paw touching the ground creates
a propulsion force Fi with magnitude F0 (same for all limbs on the ground) directed along the body
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in the rostral direction (see figure 3b for an illustration). F0 is an important parameter of the model
affecting the locomotor speed. Hereinafter, we refer to this parameter as propulsion force and use it as
one of the control parameters in all our simulations.

During locomotion, energy losses are associated with various factors, many of which are not
explicitly represented in our simplified model. To account for energy dissipation, we introduce an
equivalent viscous friction force that linearly depends on the velocity, i.e. Ff = − λvc, where vc is the
COM velocity vector in the horizontal plane and λ is the coefficient of kinetic friction (see table 1).

When only two limbs support the body, as shown in figure 3a, the COM movement in the horizontal
plane is affected by gravity. We connect the positions of these two limbs by a supporting line segment.
Let z be the distance vector from the supporting line segment to the COM projection on the ground
and let φ be the angle of inclination (figure 3a). The model can be seen as an inverted pendulum
pivoted at the supporting line segment governed by the following equation:

(2.1)d2φ
dt2 = gH sinφ .

After considering that sinφ = z/H and linearizing equation (2.1),

(2.2)d2zdt2 = gHz .

This acceleration multiplied by the mass m represents an inverted pendulum force, which we denote here
by Fp. It can be expressed in terms of the distance vector z as follows:

(2.3)Fp = md2z
dt2 =

mgH z
If more than two limbs are on the ground, we assume that the COM is always inside of the supporting
triangle or quadrangle (because otherwise at least one of the limbs would have a negative load and
therefore could not be on the ground), and Fp = 0.

By Newton’s Second Law, the velocity vc obeys the following equation (figure 3b):

(2.4)mdvc
dt = ∑i = 1

4 Fi − λvc + Fp
Since the propulsion forces are displaced from the axis of the body, they will contribute to the yaw
torque leading to the rotation of the body around the COM in a horizontal plane. The moment of
inertia I of a uniform rod of length L about the COM is

(2.5)I = mL2

12 .

The gravity force is applied at the COM, thus creating zero torque. Let rc be the position vector of the
COM in the horizontal plane, and ri be the position vector of paw i on the ground. Then, the distance
vector from the COM to paw i is

(2.6)li = ri − rc .

Table 1. Model parameters.

name notation value

length of the animal L 10 cm

COM height H 3 cm

half-width h 1 cm

maximal limb displacement D 5 cm

mass m 25 g

friction coefficient λ 100 g s−1

gravitational acceleration g 1000 cm s−2
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The yaw torque that each propulsion force creates is

(2.7)Mi = Fi × li .
Now we calculate the friction torque Mf. Let ω be the angular velocity of the body rotation about the
COM. Then the torque of the friction force is

(2.8)Mf = λIωm .

By Newton’s Second Law in angular form, after calculating the total torque we get the following
differential equation describing the rotation of the body about the COM in the horizontal plane:

(2.9)Idω
dt = ∑i = 1

4 Mi − Mf .

2.3.2. Vertical forces

Here, we calculate the vertical components of the ground reaction forces in each limb that we also
refer to as weight-bearing or supporting forces. Let Gi denote the supporting force in the limb i.
Then, Gtot = ∑i = 1

4 Gi is the total supporting force. The weight distribution over the limbs depends on

(a) (b)
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Figure 3. (a) Inverted pendulum dynamics during two-leg support. During two-leg support phases, the body weight cannot be fully
supported by the limbs on the ground. In this case, we describe the effect of the gravitational force on the horizontal COM movement
by the linearized inverted pendulum model. In the example shown, the right fore (RF [2]) and left hind (LH [3]) limbs are on the
ground providing support, while the left fore and right hind limbs (not shown) are in swing. Since the COM is displaced from the
supporting line (z is the COM displacement vector in the horizontal plane, φ is the corresponding angle between the projection of
the COM onto the line of support and the vertical), the gravitational force creates a rolling torque about this line. We approximate this
torque as an equivalent horizontal force pushing the COM in the direction perpendicular to the supporting line (along z). See text for
details. (b) A force diagram in the horizontal plane for the same body configuration as shown in (a). LF and RH limbs are in swing
and do not create propulsive forces. LH and RF push forward with forces (F2) and (F3) equal in magnitude and directed along the body
axis. The kinetic friction force (Ff) is applied at the COM and directed against the COM velocity (Vc). The inverted pendulum force (Fp) is
orthogonal to the line of support connecting LH and RF and pulling the COM away from the line of support. Fp = 0 in case there are
more than two limbs on the ground. This sketch is for illustrative purposes only. While it depicts the general concept, it does not reflect
the exact proportions or relative force magnitudes of a real mouse.
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the number of supporting limbs, so below we discuss different possible situations depending on the
number of limbs in stance.

Support by more than two limbs. We assume that the body frame always remains in the horizontal
plane and, therefore, is not pitching or rolling. Therefore, the total torque created by the supporting
forces should be balanced, i.e.

(2.10)∑i = 1

4 Gi × li = 0.

In addition, for the body to remain in the horizontal plane (not move in the vertical direction), the total
supporting force should be equal in magnitude to the gravitational force,

(2.11)Gtot = ∑i = 1

4 Gi = mg .

Finally, ground reaction forces are zero for all limbs in swing.
Note that, equation (2.10) contains two equations as the limb displacements in the horizontal plane

relative to the COM have two components. So, equations (2.10) and (2.11) define a linear system of
three equations for the supporting forces. This system has a unique solution in the case of three-leg
support. In the case of four-leg support an additional constraint is necessary as different weight
distributions that satisfy equations (2.10) and (2.11) are possible. For four-leg support, we assume that
the total load is distributed as evenly as possible. Particularly, we find a solution of equations (2.10) and
(2.11) that minimizes ∑i = 1

4 Gi2 using the method of Lagrange multipliers.
For a limb to stay on the ground, the upward component of its ground reaction force must be

positive. Geometrically, the system of equations (2.10) and (2.11) has positive solutions only if the
COM is located inside the triangle (or quadrangle) formed by the limbs in contact with the ground.
Whenever the COM falls on the edges of this triangle (quadrangle), the supporting force (load) in the
limb opposite that edge reduces to zero, indicating that the limb needs to be lifted.

Support by two limbs. In the case of only two limbs being on the ground, the system of equations
(2.10) and (2.11) does not generally have solutions, meaning that the body weight cannot be fully
supported (unless the COM is precisely above the line of support, see figure 3). Here, we take the
case of the diagonal limbs in stance as an example. Consider the left hind (i = 3) and right fore (i = 2)
limbs are supporting and the other two limbs (i = 1 and 4) are in swing (as shown in figure 3), that
is, G1 = G4 = 0. The movement of this frame in the direction perpendicular to the supporting line
will follow the inverted pendulum dynamics as illustrated in figure 3. Let vp be the COM velocity
component in the direction perpendicular to the supporting line. By taking the centripetal force into
account, for the vertical component of the ground reaction force we have

(2.12)Gtot = G2 + G3 = mgcos ϕ −
mvp

2H .

To find the load distribution over limbs 1 and 4, we assume that there is no pitch in the direction of the
supporting line, so the torque created by G2 and G3 about the projection of the COM onto the line of
support must be zero. Specifically,

(2.13)G2 ⋅ s2 = G3 ⋅ s3,

where s2 and s3 are the segments of the line of support between the projection of the COM on it and the
positions of paws 2 and 3, respectively (see figure 3). After solving the linear system (2.12) and (2.13),
we find G2 and G3 for the case that the body is supported by limbs 2 and 3 only. Similarly, we find the
vertical components of the ground reaction forces (also referred to as weight-bearing forces and limb
load) for any other pair of supporting limbs during the two-leg support phases.

2.4. Simulations
For each model variant, we produced a heat-map representation of possible regimes of locomotion.
These heat maps were calculated based on 200 simulations for the propulsive force value F0 varying
between 0 and 5000 g cm s−2 with a step of 250 g cm s−2. For each force value, the model was integrated
for 100 s with the second control parameter linearly changing in the specified range of values (see text
and figure captions for specifics). We assume that we change the parameter slowly enough so that
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at any given time the system is approximately in the steady-state regime that would be observed at
the current parameter value if it was kept constant. To verify this, we varied the simulation duration
between 100 and 1000 s for select values of the propulsion force and made sure that the results did
not change significantly. Each point of the heat map represents one step cycle with the swing duration
along the horizontal axis and the COM velocity averaged over the step cycle on the vertical axis.
The colour reflects the duty factor according to the colour key on the right (figures 4, 8 and 10).
The simulation was terminated if the relative cycle-to-cycle change in the duty factor (DF) exceeded
a preset threshold (specifically, if |ln DFcurrent/DFprevious | > 0.2) which was used as an indicator that
the tracked regime was destroyed or lost stability. We have also confirmed that once the regime loses
stability according to this criterion, the subsequent model simulation eventually results in a fall, so no
other stable gaits were observed.

3. Results
Below, we introduce the locomotion control mechanisms, including those that define the stance-to-
swing and swing-to-stance phase transitions. We then describe and explain the results of simulations
based on different sets of assumptions. In our study, we focus on the locomotor regimes that result in
the body moving in a straight line. In the case of slow locomotion, the straight-line movement occurs
when the gait is symmetric, i.e. when the left and right steps of contralateral limbs occur in exact
anti-phase. Therefore, we investigate numerically and, where possible, analytically, the existence and
stability of the symmetrical regimes in different model configurations and compare their characteristics
with available experimental data on freely walking mice.

3.1. Transitions between swing and stance
A limb has two states during movement, swing and stance. When the limb is in the stance phase, as
we described previously by decomposing the ground reaction force, it supports the body vertically and
pushes it horizontally to move forward. When the limb is in swing, both the horizontal and vertical
components of force are equal to zero and the limb instantaneously moves in the air to its target
position relative to the body.

To organize the transition from stance to swing in our model, we followed the previous model
of Ekeberg et al. [24,25] and the rules formulated in that model. Based on these rules, there are two
conditions for stance-to-swing transition: limb unloading (transferring the load to other limbs) and
limb (over)extension. In animals, this transition is controlled by two sensory signals, the force-depend-
ent feedback from ankle extensor muscles and the length-dependent feedback from hip and ankle
flexor muscles. These two conditions have been implemented in our model (see figure 1b). First, if the
vertical component of the ground reaction force of a limb (load) is not greater than 0, which means it
does not support the body, the paw detaches from the ground, and that limb switches from stance to
swing. Second, we assume that the displacement of the paw from its initial position in the coordinate
system associated with the body is limited by the maximum limb displacement D, so that the limb in
stance must transition to swing once its displacement reaches D. Therefore, the limb i is lifted if either
of the following conditions is satisfied:

(3.1)Gi = 0 or li = D,

where Gi is the ith limb load, li is the distance from the ith limb paw to its initial position relative to the
body and D is the maximum limb displacement (see table 1 for parameter values).

For the transitions from swing to stance, for which the mechanisms are still elusive, we explored
two possibilities: the direct control of swing duration (i.e. constant swing duration imposed by the
central neural controller, see model 1 described in §3.2), and the control of swing termination through
balance feedback signalling on postural instability of the body (models 2 and 3, described in §§3.3 and
3.4).

3.2. Model 1: feedforward control of swing duration
In model 1, we assume that the termination of swing (and hence the swing-to-stance transition, or limb
landing) is directly controlled by its (homonymous) RG within the spinal cord, which makes the swing
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duration constant (dependent only on the properties of the RG and independent of external inputs,
such as feedback from the limbs). In other words, each limb moving down touches the ground at a
fixed time interval tsw after the start of the swing phase, which becomes a parameter of the model. In
addition, model 1 does not have any central interactions between the RGs (see figure 1).

3.2.1. Model 1 operation

Figure 4a shows the stable behaviours of model 1 obtained by varying two parameters, the propulsion
force F0, generated by each limb during stance, and the fixed swing duration tsw. Each point in
the plot corresponds to one step cycle with the x-coordinate representing the swing duration (tsw),
the y-coordinate representing the average COM velocity over the step cycle (i.e. COM displacement
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Figure 4. Symmetric gaits observed in model 1. (a) Heat-map representation of locomotor regimes (see §2.3). Swing duration was
used as a control parameter which varied from 0.001 to 0.1 throughout each simulation. The initial conditions were chosen so that
all limbs were in stance, the diagonal limbs had the same phase, and left and right limbs were in anti-phase. The vertical grey line
shows the inverted pendulum time constant of H /g ≈ 0.055s (see §3.2.4). (b1) and (b2) Stepping diagrams (stance phases of all
limbs) and phase relationships between the limbs at small (0.01 s) and relatively large (0.035 s) swing durations. In both regimes,
the diagonal (LF-RH, RF-LH) limbs are synchronized (zero phase difference), and left and right limbs are in anti-phase, indicating
a symmetric gait. (c) Instantaneous movement direction in a model simulation at a locomotor velocity of approximately 47 cm s−1

with the swing duration slowly increasing throughout the simulation. Swing durations are indicated at the top. This corresponds to
moving along a horizontal line through labels B1 and B2 in (a). The direction of movement is constant until the swing duration reaches
approximately 0.035 s. After that slow oscillations emerge in the movement direction and the symmetric gait starts destabilizing.
After the swing duration exceeds approximately 0.05 s, the walking becomes highly unstable and eventually comes to a fall. See the
electronic supplementary material, video Sl model1.mp4.
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divided by the step cycle period), and the colour indicating the duty factor (i.e. the stance duration
divided by the step cycle period). Previously, by fitting experimental data on overground mouse
locomotion, Herbin et al. [29] found empirical relationships between swing duration (tsw, s) and stride
frequency (f, Hz): tsw = 0.121 − 0.006 f, and between stride frequency (f, Hz) and velocity (vc, cm s−1):f = 1.004 + 0.4vc/ln vc. We combined these approximations to express experimental swing duration as a
function of locomotor velocity tsw = 0.115 − 0.0024 vc/ln vc, which is shown in figures 4, 8 and 10 by a
thick green line.

Several major observations can be formulated from our simulations. First, stable locomotion in
this model is represented by a symmetric gait in which diagonal limbs are fully synchronized (see
details below in §3.2.2) and left and right limbs are alternating (move in antiphase, figure 4b1 and b2).
Second, since the diagonal limbs swing together, the body is supported either by two legs (during
the two swing phases of the synchronous diagonal limbs) or by four legs (at all other times). This
gait is characterized by a high duty factor and a very short swing duration, which is unusual for
mouse locomotion [31,33]. Third, our simulations could not produce stable symmetric gaits with a
swing duration greater than approximately 0.055 s (figure 4a). This contrasts with swing durations in
behaving mice that can vary between 0.07 s and 0.1 s depending on the locomotor velocity [29,32,34].
Below we explain the synchronization properties and the swing duration limitations of model 1.

3.2.2. Diagonal synchronization

Remarkably, model 1 generates a very specific limb coordination pattern, despite the absence of central
interactions between RGs controlling the four limbs. Similar coordination of limb movements based
on biomechanics and feedback without central interactions between the RGs and with feedforward
control of swing duration was previously demonstrated in quadrupedal robots [35]. One of the
characteristics of this pattern is the synchronization of the diagonal limbs. The biomechanical reasons
for this are as follows.

At a relatively short swing duration, the body is supported by four limbs most of the time. In this
case, lifting one of the limbs can lead the COM to be outside the triangle formed by the remaining
three limbs on the ground, which leads to immediate unloading of the limb diagonal to the lifted one
(see figure 5a). For example, lifting the right hindlimb in the first example shown in figure 5a would
immediately unload the left forelimb (since the COM is outside of the triangle formed by the limbs
remaining on the ground) and thus trigger the lift-off of the left forelimb. In the second example,
raising the left forelimb also immediately causes the lifting of its diagonal counterpart (the right hind
limb) due to unloading. Thus, at least for a subset of initial conditions similar to the examples shown,
the diagonal synchronization of the limbs occurs within one step.

For other configurations (i.e. where the COM appears inside of the triangle formed by the limbs
remaining on the ground, see figure 5b), another synchronization mechanism kicks in. The example
in figure 6 shows the situation when all four limbs are supporting the body, but the first and the
fourth limbs have reached their maximum extension and are about to be lifted. If we perturb the
system so that it lifts the first limb, a little bit before it reaches its maximum extension, the number
of limbs supporting the body on the left and right sides changes. In our example, two limbs push
forward on the right side while only one limb pushes on the left (see arrows in figure 6). This creates
an uncompensated yaw torque, and the body starts rotating counterclockwise around the COM. As a
result, the fourth limb extends faster than when the body does not rotate. Therefore, the fourth limb
reaches its maximum length faster and is lifted earlier, thus decreasing the phase difference between
the diagonal limbs in every step and gradually restoring synchronous movements of the diagonal
limbs.

3.2.3. Gait symmetry

As already noted, the gait in model 1 is characterized by an interlimb coordination pattern, in which
the two-limb-supporting periods alternate with four-limb-supporting periods and the swing phase
of each limb occurs at the middle of the stance phase of the contralateral limb. Below we explain
the mechanism that stabilizes this left–right alternation of the left and right steps occurring in exact
anti-phase, which also results from the body rotating due to an uncompensated yaw torque.

Figure 7 shows the scenario when the body is first supported by all four limbs (see the first
(leftmost) black segment of the trajectory), then LF and RH limbs are simultaneously lifted while RF
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and LH remain on the ground (see the dashed line connecting LH and RF limbs) supporting the body
during the red segment of the COM trajectory. At the end of this segment, LF and RH limbs make a
touchdown (as shown by the dashed line connecting LF and RH in figure 7) initiating the second epoch
of the four-leg support (see the black trajectory segment in the middle) which lasts until LH and RF

LF

(a) (b)

LF

RF
RF

COM

COM

RF COM

RF

LF LF

LH
COM

LH

LH
LH

RH
RHRH

RH

Figure 5. Diagonal synchronization in model 1 due to limb unloading. (a) On the left, the RH limb is fully extended and is about to
lift off. After that, the COM appears outside of the triangle with vertices at the paws remaining on the ground, meaning that the LF is
unloaded and, therefore, gets lifted immediately too. On the right, a similar situation is shown, where the lift-off of the LF limb causes
the RH limb to immediately transition to the swing phase too. (b) In these configurations, the COM remains within the supporting
triangle after the fully extended limbs (RH on the left and LF on the right) transition to the swing phase, and no immediate diagonal
synchronization occurs.

2 (RF)

1 (LF)

COM

3 (LH)

4 (RH)

Figure 6. Synchronization of diagonal limbs by body rotation. Lifting the LF limb before the RH limb creates an uncompensated yaw
torque that rotates the body counterclockwise (since there are two limbs pushing forward on the right side of the body, while there is
only one on the left, see arrows). This rotation creates a faster extension of the RH limb compared with the unperturbed movement
during which the body is oriented straight forward. The difference between the RH limb extension in the perturbed and unperturbed
cases is indicated in red. Faster leg extension leads to an earlier transition of the RH limb into the swing phase, thus reducing the phase
difference between the LF and RH limbs. Asymptotically, the synchronization between the LF and RH limbs is restored.
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are lifted off. This starts the second epoch of two-leg support shown by the solid red segment of the
trajectory crossing the LF–RH diagonal in figure 7.

During the two limb support phases, the COM motion is affected by gravity (see equations (2.1)–
(2.4)), which bends the COM trajectory as shown by the red segments in figure 7. Therefore, after every
two-leg support phase, the COM gets slightly shifted from the midline towards the left or the right
side depending on the supporting diagonal. In figure 7, one can see that when the body is supported
by the RF and LH limbs, the COM shifts to the right, and when the body is supported by the LF
and RH limbs, the COM shifts to the left. During the subsequent four-leg support phases, the COM
remains shifted towards one of the sides, which creates different moment arms relative to the COM
for the propulsion forces created by the left and right limbs. For example, during the four-leg support
phase in the middle, the COM is shifted to the right side, and the moment arms of the left limbs’
propulsion forces are greater than the moment arms of the right limbs’ propulsion forces. Therefore,
the propulsion forces applied on the left side create greater yaw torque than the ones applied on the
right side, which leads to clockwise rotation of the body about the COM as it moves along this part of
the trajectory (opposite to the one shown in figure 6).

Let us now consider a perturbation of the exact anti-phase alternations of the left and right swings,
in which the lift-off of the LH–RF diagonal in figure 7 is slightly delayed. As a result, the four-limb
support phase in the middle is prolonged. Due to the longer duration of this phase, the body would
rotate more in the clockwise direction which would delay the lift-off of the RH limb after the perturba-
tion based on the mechanism described in the previous section (if the body frame rotates clockwise in
figure 6, the RH extension slows down instead of speeding up and its lift-off gets delayed). This delay
partially compensates for the perturbation effect and asymptotically realigns the swings of the RF–LH
and LF–RH diagonals in exact anti-phase and thus restores gait symmetry.

3.2.4. Range of possible swing durations

It should be noted that the synchronization mechanism described above is rather weak and requires
multiple steps for the system to converge to the symmetric gait. Consequently, any destabilizing factor
with a relatively short timescale can destroy this regime. The most obvious instability in this model is
associated with the inverted pendulum dynamics that has a time constant of H /g ≈ 0.055 s, where H
is the COM height and g is the gravitational acceleration (see equation (2.1)). In gaits exhibited by this
model, the body movement during swing is described by the inverted pendulum dynamics. Therefore,
it is reasonable to expect that if the swing duration is comparable to or exceeds 0.055 s, the symmetric
gait can destabilize. This is supported by our simulations. As seen in figure 4a, the range of possible
swing durations for stable locomotion does not extend beyond 0.055 s (see the vertical grey line).
This limitation of swing duration clearly contradicts experimental data on overground and treadmill
walking in mice which always exceed 0.07 s and can be as long as 0.1–0.125 s [29,32,34].

The development of the symmetric gait instability in this model as the swing duration increases
is illustrated in figure 4c where we show the changes in the velocity direction when the swing
duration increases throughout the simulation. Movement direction is relatively constant at swing
durations below approximately 0.035 s. A further increase of swing duration results in slow oscillations
accompanied by body rotation (see the electronic supplementary material, video Sl model1.mp4).
When the swing duration reaches approximately 0.05 s, these oscillations destabilize, and the
movement direction starts changing uncontrollably. This results in a misalignment of the body with
the movement direction and eventually leads to circling movements, tripping and falling (see the
electronic supplementary material, video Sl model1.mp4). Based on this, one can speculate that the
gait instability originates from complex interactions between the COM displacement in the frontal
plane, body rotation due to the emerging uncompensated torque and the mechanical feedback (i.e.
limb loading and extension). Even though there is a mechanism that maintains the symmetry between
left and right legs (i.e. alternation of left and right steps in exact anti-phase) at relatively short swing
durations (see §3.2.3), this mechanism fails once the swing duration reaches values comparable to the
inverted pendulum time constant, which is significantly smaller than typical swing durations observed
in mouse locomotion. It is important to note that it would be impossible to study gait instabilities
resulting from interactions between movements of the body in the frontal plane, body orientation
and sensory feedback in a model describing one-dimensional movements only. Directional instabilities
were previously described in a hexapedal model in a horizontal plane with feedforward control of
stride frequency [36].
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3.2.5. Possible involvement of central interactions

It is important to highlight that model 1 does not have neural mechanisms within the central control-
ler that could contribute to the phase coordination between RGs controlling different limbs. Differ-
ent types of such central interactions between the RGs, particularly, those involving the left–right
inhibition, diagonal excitation or homolateral inhibition, were included in our previous models [5–
7,37–41] to meet and/or reproduce multiple experimental data [2,3,30,40–43]. Therefore, we checked
the idea that incorporating such central interactions would allow model 1 to locomote with longer
(more realistic) swing durations while supporting the left–right symmetry necessary for maintaining
the direction of movement. However, incorporating the above-mentioned central interactions in model
1 had no effect on the generation of symmetric gaits and their stability. Therefore, these central
interactions were unable to extend the range of possible swing durations. An explanation of this failure
is provided below.

The functional role of left–right inhibition between flexor/swing half-centres is to prevent them
from being active at the same time. However, in the gait we characterized in model 1, the left and
right swings always occur in anti-phase and, therefore, never overlap. Thus, additional left–right
inhibition cannot have any significant effect on the produced gait, as the contralateral inhibitory
signals arrive during the silent phase of the flexor/swing half-centres and cannot alter their activity.
Similarly, homolateral inhibition should prevent the flexor/swing half-centres on the same side of the
body from being simultaneously activated. However, due to the diagonal synchronization of limbs in
model 1, fore and hind limbs on the same side of the body alternate in anti-phase in the same way
as left and right limbs. Therefore, the addition of homolateral inhibition has no consequences for the
existence or stability of the observed gait. Finally, the role of diagonal excitation is to synchronize the
movements of the diagonal limbs. As extensively analysed in §3.2.2, model 1 exhibits robust diagonal
synchronization solely based on interlimb interactions mediated by biomechanics. This is why the
inclusion of direct interactions between diagonal flexor half-centres has no additional effect.

3.3. Swing duration defined by balance control: models 2 and 3

3.3.1. Loss of balance

As described above, the exclusively feedforward control of swing duration (independent of exter-
nal factors, of central interlimb coordination pathways and of the system’s interactions with the
environment) implemented in model 1, was unable to support stable straight-line locomotion with
swing durations that reach experimentally observed values. This suggests that, although the intrinsic
dynamics of RGs may contribute to swing duration control, they might not alone define the swing
duration and gait expression seen in mouse locomotion. Therefore, we have considered two possible

3 (LH)
Propulsion
force (left) 1 (LF)

Four-leg support

Two-leg support COM

Moment
arm (left)

Moment
arm (right)

Movement
direction

4 (RH) 2 (RF)
Propulsion
force (right)

Figure 7. Schematic COM trajectory produced by model 1. The gait is alternating four- and two-leg support phases. Segments of the
trajectory during two- and four-leg support are shown in red and in black, respectively. Dotted lines show the lines of support during
two-leg support phases during which the trajectory bends (red segments). As a result, during movement, the COM displaces from
the (dashed) midline to the left or right, creating unequal moment arms for the propulsion forces applied on different sides. Unequal
moment arms lead to non-zero net yaw torque which rotates the body about the COM during four-leg support phases. See text for
more details.
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external signals that can trigger the swing-to-stance transitions: (i) feedback signals representing a loss
of balance and (ii) informing the central controller of a critical loss of balance.

Loss of balance in our model can occur during two-leg support phases as the COM is dragged from
the supporting line by gravity. As this happens, the total weight-bearing force (a sum of the vertical
components of all ground reaction forces) decreases. However, the value of the total load itself cannot
be used as a reliable signal indicating loss of balance, as the ground reaction forces are reduced by the
centrifugal force which increases with COM velocity (see equation (2.12)). Therefore, we define loss of
balance in our model as the event when the total supporting force decreases faster than at a certain
rate. Specifically, we introduce an imbalance threshold kim ≥ 0 so that the model mouse is losing balance
when

(3.2)− dGtot
dt > kim .

We refer to the left-hand side of this inequality as an imbalance signal. Notice that this is a global signal
received by all four RGs, which is different from the individual swing duration control that occurs
independently in each limb. Therefore, when more than one limb is in swing, it must be decided which
of them should transition into stance. We simply assume that when an imbalance occurs based on [15],
the limb swinging for the longest time immediately switches to stance.

3.3.2. Model 2: swing-to-stance transition based on balance control.

In contrast to model 1, the duration of swing in each limb in model 2 was not fixed (i.e. was not
defined centrally within the corresponding RG). Instead, the timing of the swing-to-stance transition
was defined by the common imbalance signal reaching the threshold kim (see equation (3.2)). To
characterize possible behaviours of model 2, we used the same representation as in model 1. We
swept parameters kim and F0 and calculated the corresponding COM velocity and swing duration.
The results are shown in figure 8a where we also represent experimental data from mice during
overground locomotion (green line, as in figure 4a). Our simulations show that model 2 can generate
stable symmetric gaits with considerably longer swing durations when compared with model 1 and
exhibits physiologically realistic swing durations for velocities between 20 and 55 cm s−1.

3.3.3. Gait characteristics in model 2

In model 2, each swing phase is terminated when a postural imbalance occurs, which can only happen
during two-leg support phases. Once one of the two swinging legs touches down, the other will remain
in swing until the balance is lost again, which can only happen after one of the three supporting legs
lifts off. This implies that in model 2 all four limbs will never be on the ground at the same time, i.e. at
least one limb will be in swing at any given time. As shown in figure 8a, the swing duration in model
2 has a lower boundary defining a velocity-dependent minimum swing duration that corresponds
to a duty factor of 0.75. This boundary represents the extreme case, when there is exactly one limb
swinging while three other limbs remain on the ground (the step cycle is divided into exactly four
swing phases, meaning that the stance phase duration for each leg is equal to three swing durations).
During stance, the displacement of the paw relative to its initial position in the body coordinate
system is equal to the velocity multiplied by the stance duration. The stance is terminated when this
displacement reaches D. Taken together, one can write the following equation for the minimal swing
duration (corresponding to the cyan curve in figure 8a):

(3.3)3tswvc = D .

The swing duration also has an upper boundary defining a velocity-dependent maximum swing
duration that corresponds to the duty factor of 0.5, when there are two limbs on the ground at
all times. This boundary (orange curve in figure 8a) reflects a general limitation of our modelling
framework: since there may not be more than two limbs simultaneously in swing, in the extreme case
the step cycle period would be exactly equal to two swing durations. In such a regime, the stance
duration is equal to the swing duration, so the equation for the upper boundary is

(3.4)tswvc = D .
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3.3.4. Symmetric gait robustness

Our simulations show that as we increase the imbalance parameter kim from zero up (see equation
(3.2)), model 2 exhibits a stable symmetric gait almost everywhere between the two boundaries
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Figure 8. Symmetric gaits observed in model 2. (a) Heat-map representation of locomotion. This representation was constructed
similarly to the one shown in figure 4a, but instead of slowly changing the swing duration at fixed values of the propulsion
force, we progressively increased the threshold for the imbalance signal kim from 0 to 250 000 g cm s−3, which resulted in a
corresponding increase in swing duration. Each point of the heat map represents one step cycle, x-coordinates represent swing
durations, y-coordinates represent average velocities, and the colour reflects the duty factors according to the colour key on the
right. At zero threshold kim = 0, model 2 exhibits a lateral walking gait with swing durations equal to one-quarter of the step
cycle, corresponding to the maximal possible duty factor of 0.75. This corresponds to the left/lower boundary of the region whenvctsw = D/3 shown by the thick cyan curve (see text for more details). Due to the mentioned modelling constraints, the minimal
possible value of the duty factor is 0.5, and the corresponding right/upper boundary of the region is vctsw = D (shown by the thick
orange curve). At locomotor velocities below 60 cm s−1, with increasing kim, the gait exhibited by model 2 continuously transforms
from a lateral walk to a pace-like gait (with homolateral limbs swinging more and more synchronously) as the duty factor approaches
0.5. (b1) and (b2) Stepping diagrams (stance phases of all limbs) and phase relationships between the limbs corresponding to
regimes (b1) and (b2) in panel a. In both regimes, the left and right limbs are in anti-phase indicating symmetry of the gait. At
the lower velocity (b1), limb phases are evenly distributed over the step cycle consistent with a lateral walking gait. At the higher
velocity (b2), the phases of homolateral limbs become very close indicating the transition to a pacing gait. (c1) Model 2 reproduces
the dependence of the swing duration on velocity as characterized by Herbin et al. [29] (the green line in panel a) as long as the
imbalance threshold (kim) and the propulsion force (F0) parameters follow the relationship shown. (c2) Limb phases relative to LF as
the propulsion force and the imbalance threshold are varied as shown in (c1), so that the swing duration and velocity change along
the green line in panel a) between the points labelled (b1) and (b2). Colour coding as in b1 and b2. At the lowest speed, the phases
correspond to a lateral walk (see b1). As speed increases, phase differences between homolateral limbs decrease, showing a gradual
transition to pace (see b2). See the electronic supplementary material, video Sl model2.mp4.
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described by equations (3.3) and (3.4) (see cyan and orange curves in figure 8a) except for velocity
values above 55 cm s−1. This velocity roughly corresponds to the Froude number Fr = vc2/gH of 1 (i.e.vc = gH ≈ 55 cm s−1) which defines the maximal possible walking speed [44]. Faster running includes
suspension phases that our modelling framework does not describe. The stability of the symmetric gait
below 55 cm s−3 is achieved due to an extreme robustness of the exact anti-phase left–right synchroniza-
tion of the limbs. As illustrated in figure 9, touchdowns of the swinging limbs occur at very specific
configurations of the supporting legs relative to the COM, which leads to virtually instantaneous
adjustments in response to perturbations, so that the symmetry of the gait gets restored within a single
step cycle. This is in contrast with model 1 where left–right anti-phase synchronization relies on a
much weaker mechanism which eventually fails to counteract the instability in movement direction
that occurs after the swing duration becomes comparable to the inverted pendulum time constant (see
§3.2.4, figure 4c and the corresponding electronic supplementary material, video Sl model1.mp4).

3.3.5. Transition from lateral walk to pace

The value of kim = 0 corresponds to the case with minimal possible swing duration (see equation (3.3)).
The COM moves forward, generally unloading the hind limbs and increasingly loading the forelimbs.
When one of the forelimbs is in swing (e.g. LF, see figure 9, left), the first limb to unload is the
diagonal hind limb (RH). This happens when the COM is exactly above the line connecting LH and RF.
After RH lifts off, the COM crosses that line which triggers the imbalance feedback and causes LF to
immediately land thus creating a new supporting triangle. Eventually, one of the forelimbs gets fully
extended (RF in figure 9, right) and lifts off. At this time, the hindlimb on the same side is in swing (RH
in figure 9, right). After that, the body is supported by the left (LH and LF) limbs only, which makes
it fall to the right causing the RH limb to make an immediate touchdown. The step cycle continues
similarly for the two remaining limbs thus creating a limb movement sequence of LF–RH–RF–LH
representing a lateral-sequence walk with a duty factor of 0.75 (figure 8b1). This gait, also referred to as
crawl, represents the only statically stable gait in quadrupeds at this duty factor value [45].

At kim > 0, the transition from swing to stance does not occur right after the body starts losing
support but only after the rate of change of the total load becomes large enough (see equation
(3.2)). Therefore, swing phases of both diagonal and homolateral limbs start overlapping, and the two
emerging overlapping intervals increase with the increase of kim. However, the overlap of the diagonal
swing phases increases substantially slower than the overlap of the homolateral swing phases. This
phenomenon has non-trivial mechanics. When two diagonal limbs are in swing, the body is supported
by two other diagonal limbs. During such a phase the COM movement is affected by gravity pushing
the COM in the direction perpendicular to the line of support. In the example shown in figure 9, left,
once RH lifts off, the COM trajectory starts bending to the left, which creates a velocity component
towards the left-hand side. Importantly, the longer the duration of this phase is, the more the COM
shifts to the left, and the greater the component of the velocity perpendicular to the direction of
movement becomes. After the LF limb lands, the body gains three-leg support, during which the COM
continues shifting to the left, so that at the time when the RF limb lifts off, the COM is close to the
LF–LH line of support and has significant initial velocity towards the left-hand side. For the imbalance
feedback to kick in, the total ground reaction force must start falling. For this to happen, the COM
movement to the left must be stopped by gravity first. The magnitude of this ‘inverted pendulum’
force is proportional to the distance from the COM to the line of support, which becomes smaller as
the COM shifts to the left-hand side. As both the shift and the velocity of the COM in the frontal
plane increase with the imbalance threshold, the time spent before the COM reverses from moving
to the left to moving to the right quickly grows, which leads to a progressively longer overlap of
homolateral swings. In fact, the duration of the homolateral support phase increases much faster than
the duration of the diagonal support with the increasing imbalance threshold. The resulting gait, as
the swing duration approaches its upper boundary, becomes close to pace [46] (figure 8b2 and the
electronic supplementary material, video Sl).

3.3.6. Comparison with experimental data

In terms of the relationship between the locomotor velocity and the swing duration, model 2 is
compatible with mouse locomotion where the green line in figure 8a (representing the experimen-
tally observed dependence [29]) lies inside the region of stable symmetric gaits. This relationship is
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reproduced by the model given that the propulsion force F0 and the imbalance threshold kim follow the
curve shown in figure 8c1. However, the gait demonstrated by model 2 features a long two-leg support
by homolateral limbs which is characteristic for pace [46] (figure 8b2 and c1), whereas experimentally
mice mostly exhibit trot and not pace [30,31]. In trot, diagonal limbs move synchronously so that
homolateral limbs alternate in the same way as left and right limbs do. To address this inconsistency,
we considered model 3, which represents a modified version of model 2 that includes additional
interlimb coordination mechanisms favouring diagonal synchronization.

3.4. Balance control and central mechanisms for interlimb coordination
As noted above, model 2, which uses imbalance feedback to control swing durations but does not have
central interactions between the RGs controlling individual limbs, exhibits gaits with homolateral limb
synchronization that resemble pace rather than trot at intermediate speeds. Model 1, on the other hand,
as well as quadrupedal robots with feedforward control of swing duration and no central interactions
between individual RGs [35], produces trot. However, as we showed, this gait is only stable at
relatively short swing durations/large duty factor values not normally observed in mouse locomotion
[29]. This suggests that coordination between the limbs is not exclusively dependent on the movement
mechanics but probably involves some additional mechanisms. Central interactions between the spinal
RG circuits were previously characterized both experimentally and computationally [5–7,30,38,40–
42,47]. One of such interactions, the diagonal excitation between the flexor half-centres of the limb RGs
is particularly interesting [7,41] because it facilitates diagonal limb synchronization and thus, prevents
homolateral limbs from swinging at the same time. Therefore, these central interactions can potentially
prevent the expression of pace in the model and make trot the dominant gait, as is the case in rodent
locomotion [28,29]. These central neural interactions have been incorporated into model 2 to generate
model 3.

Excitatory interactions between the RGs controlling diagonal limbs, particularly between their
flexor half-centres, can facilitate the synchronous transition of these RGs from stance to swing.
These diagonal excitatory connections from lumbar circuits (controlling hindlimbs) to cervical circuits
(controlling forelimbs) are thought to be mediated by propriospinal commissural V3 neurons [41].
Therefore, we constructed model 3 with the assumption that the swing-to-stance transitions in the
forelimb RGs are modulated by diagonal excitation (see figure 1b) such that the imbalance threshold
for the swing-to-stance transition for each forelimb is increased when the corresponding diagonal
hindlimb is in swing. Specifically, in this model, the imbalance threshold kim for a limb to switch from
swing to stance is equal to 0 when the corresponding diagonal limb is in stance, or a preset positive
value when the diagonal limb is in swing. We use this value as a control parameter and investigate
possible gaits of model 3 as we vary it analogously to what we did for models 1 and 2. The results are
presented in figure 10. Similar to model 2, possible gaits here are bounded by the curves corresponding
to duty factors of 0.75 and 0.5 (figure 10a). Note that, models 2 and 3 are identical at zero imbalance
threshold, as is their behaviour at the lower boundary, where both models exhibit a lateral walking
gait with one limb swinging at a time (figure 10b1). With an increase in the imbalance threshold, the

LF

RF

COM COM

RF

RH

RH

LH

LF

LH

Figure 9. Swing to stance transitions in model 2. Left: when RH is lifted due to unloading/full extension, the COM crosses the LH–RF
supporting line and starts falling, causing LF to land. Right: when RF lifts off due to full extension, the COM starts falling to the right
causing RH to land. This creates the limb movement sequence LF–RH–RF–LH, which corresponds to a lateral walking gait.
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on the right. As for model 2, possible gaits lie between the curves corresponding to the duty factors of 0.75 (the lower boundary,
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Stepping diagrams and phase relationships between the limbs near the lower boundary (b1) and close to the upper boundary (b2).
(c1) The relationship between the imbalance threshold (kim) and the propulsion force (F0) in model 3 provides the experimentally
observed dependence of the swing duration on velocity as in Herbin et al. [29] (along the green line in (a)). (c2) Phases of the
limbs relative to LF as the propulsion force and the imbalance threshold are varied as shown in (c1). At the lowest speed, the phases
correspond to lateral walk (see b1). As the speed increases, phase differences between diagonal limbs reduce, showing a gradual
transition to trot (see b2). See the electronic supplementary material, video Sl model3.mp4.
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swing phases of the diagonal limbs start overlapping like in model 2. However, unlike in model 2, no
large overlap of the homolateral swings occurs. As the imbalance threshold grows, the overlap of the
diagonal swings progressively increases and the phase difference between the diagonal limbs reduces
(figure 10c2). This creates a gait that converges to trot as the duty factor decreases (figure 10b2).

The striking difference between the gaits observed in models 2 and 3 is that as the imbalance
threshold increases, model 2 transitions to a pace while model 3 transitions to a trot (figures
8b2 and 10b2 and electronic supplementary material, video Sl). This transition in model 3 occurs
because modulation of the imbalance threshold by excitatory inputs from diagonal limbs affects swing
termination differently in fore and hind limbs. Indeed, using the left panel in figure 9 as an illustration,
we can observe the following sequence of events. As the RH limb is lifted, it triggers an excitatory
input to the LF limb that is currently in swing. This input increases the LF limb’s imbalance threshold,
which in turn extends its swing duration. Consequently, this leads to an increased overlap in the LF
and RH swing phases, effectively reducing the phase difference between these two limbs. In contrast,
when the RF limb lifts off due to full extension (figure 9, right), the RH limb’s imbalance threshold
remains zero because the LF limb is on the ground and does not provide diagonal excitation to RH.
Therefore, as soon as the RF limb lifts off, the COM begins to shift to the right due to gravity. This
immediately triggers the transition of the RH limb into stance and, unlike in model 2, no large overlap
of the RF and RH swing phases occurs.

Our study primarily examined mouse locomotion at velocities exceeding 20 cm s−1, as described by
Herbin et al. [29] and Mendes et al. [32]. For these velocities, we established a constant maximum limb
displacement (D) of 5 cm, resulting in a stride length that varied from 7.0 to 9.5 cm (see figure 11c).
However, it is important to note that mice can also walk with slower velocities ranging from 5 to 20 cm
s−1 [30,31]. To achieve these slower velocities without changing gait, mice significantly decrease their
stride length from approximately 7 cm to approximately 2.5–4 cm [30,31]. To accommodate this data in
our model, we reduced the parameter D to 3 cm. This adjustment shifted the lower boundary towards
lower velocities (see dashed cyan curve in figure 10a) so that experimentally reported swing durations
corresponding to these slower walking regimes are also reproducible by the model.

3.5. Model 3 is consistent with mouse locomotion
As described above, model 3, which includes balance control as a mechanism of swing termination
and excitatory interactions between the diagonal RGs during their swing states, can reproduce the
experimentally observed relationships between swing duration and locomotor velocity as well as the
corresponding gaits exhibited by mice. To further evaluate the model, we examined whether other
locomotor variables, such as stride length, stance duration, stepping period, stepping frequency and
duty factor, would align qualitatively with experimental observations.

To compare the model performance with the experimental data, we first characterized the relation-
ship between the imbalance threshold (kim) and the propulsion force (F0) that ensures the dependence
of the swing duration on the velocity during mouse overground locomotion published by Herbin et al.
[29] (see the green line in figures 4a, 8a and 10a). This relationship appears to be linear as shown in
figure 10.

We then varied the imbalance threshold kim and the propulsion force F0 along this linear relation-
ship and calculated the corresponding locomotor velocity, stride length, stance duration, step cycle
period, stepping frequency and duty factor. The graphs of all these characteristics and their changes
with velocity are shown in figure 11 together with the analogous experimental dependencies drawn
from [29] and [32] for a range of locomotor speeds from 20 to 55 cm s−1. Taking into account the extreme
simplifications assumed by the model, our model simulations and the experimental data are in good
qualitative agreement.

4. Discussion
4.1. Rhythm generator as a ‘state machine’: state transitions, and sensory feedback
The concept of ‘central pattern generators’ (CPGs), neural networks capable of generating rhythmic
activity without rhythmic inputs, as the fundamental source of rhythmic motor behaviours such
as locomotion, was formulated in early work by Graham Brown [48] and further developed and
elaborated in many later studies [1,4,5,8,49–54]. The ability of neural circuits in the mammalian spinal
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cord to autonomously generate a locomotor-like rhythmic pattern of activity has been demonstrated
both in vivo in decerebrated immobilized animals [52,55–57] and in vitro in isolated spinal cords of
rodents [2,12–16,58,59]. This common locomotor-like pattern includes several rhythmic components
associated with (and controlling) each limb and having specific phase relationships with each other.
Particularly, the most typical pattern observed during fictive locomotion exhibits alternation between
the flexor and extensor activity of the same limb and between the corresponding (flexor or extensor)
activity of the left and right limbs [1,2,4,8,12–16,55,57,58]. In the present study, we consider the CPG
(or central controller) as the entire locomotor network controlling all limbs and assume that this CPG
consists of four interacting ‘RGs’, each controlling the movement of one limb. While functional types
of synergistic groups of muscles in each limb operate at different phases across the locomotor cycle,
the output of each RG more broadly represents alternating flexor and extensor phases. Moreover, each
RG could be considered as a neural structure with a dual function: (i) as a ‘state machine’ [21,60–63],
defining the state and operation of the controlled system (limb) in each phase and (ii) as an ‘oscillator’,
defining phase transitions between the states/phases (with or without external signals controlling these
transitions), rather than a simple rhythm generator.

An important implication of the state machine viewpoint is that the RG defines operations in each
phase (or state) independent of the exact phase transition mechanisms. This perspective differs from
Ryu & Kuo’s [21], who viewed the CPGs as state estimators rather than state machines driving specific
control strategies in each state. During fictive locomotion, these phase transitions and their timing are
fully defined by the intrinsic properties of the RG and interactions between them within the spinal
cord circuitry. During actual locomotion, these transitions occur under the control of multiple external
signals including somatosensory feedback providing information about the states of the controlled
limbs and the body (body mechanics). These signals modulate the timing of state (phase) transitions to
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provide postural stability and adjust locomotion to the animal’s goals and the environment. These
signals may delay or advance the onset of the natural (intrinsic) state transitions or enforce the
transition when the intrinsic mechanisms are unable to do this.

In this study, we focused on mechanisms that can critically contribute to the swing-to-stance and
stance-to-swing phase transitions in RGs controlling each limb. In general, we assume that the timing
of these transitions may depend on, and be controlled by, multiple internal (central interactions within
and between RGs) and external factors (sensory feedback from the limbs and body or inputs from
other brain structures such as the vestibular signals). We used a simplified mathematical description
of mouse locomotion and compared the behaviour of several model versions to existing experimental
data. This approach allowed us to evaluate and suggest the involvement of different mechanisms in
phase/state transitions during locomotion and the role of central interactions in the observed locomotor
behaviours. Specifically, we suggest that (i) the timing of swing-to-stance transition in each limb at
relatively slow locomotor speeds (during walking and trotting gaits without a suspension phase)
is controlled by a signal that conveys a postural imbalance, and (ii) interlimb coordination, particu-
larly diagonal hind-fore limb synchronization in these gaits, is secured by the corresponding central
interactions within the spinal cord.

4.2. Locomotor phase/state transitions: control of swing duration
Despite the ability of spinal CPG circuits to generate the locomotor-like pattern of rhythmic activity
in the absence of sensory feedback, this feedback as well as some supraspinal signals were shown
to significantly contribute to the control of durations and timing of phase transitions during actual
locomotion [9–11,64–68]. Feedback control of phase transitions was also used in a few earlier models
[19,69–74]. Moreover, the involvement of sensory feedback in locomotor phase transitions expands the
frequency range of locomotor oscillations well beyond a very limited range of frequencies generated
during fictive locomotion; at high stepping frequencies, the RG/CPG circuits can even lose their ability
to intrinsically generate oscillations and operate exclusively as a state machine.

In all versions of our model, the timing of stance-to-swing transitions in the RG controlling lift-off
of each limb was defined by two types of sensory feedback from the homonymous limb, carrying
information on limb loading and limb extension. The critical role of these feedback signals for
stance-to-swing transitions has been explicitly formulated by Ekeberg & Pearson and was successfully
implemented in their model for hindlimb cat locomotion [24,25]. These transition mechanisms have
been experimentally supported in multiple studies of cat locomotion. Specifically, the information
from limb unloading was mostly provided by force-dependent feedback from ankle extensor mus-
cles, whereas limb extension information comes from the length-dependent feedback from hip flexor
muscles (reviewed in [10,11]).

In contrast to the stance-to-swing transition, the control of the swing-to-stance transition that
initiates limb touchdown and defines swing duration is less understood. Studies of mammalian
locomotion from mice to humans indicate that locomotor frequency (or, equivalently, the step cycle
period) is mostly controlled through changes in the duration of stance with minimal changes in
the duration of swing [32,34,37,38,53,75–78]. This suggests that, although partly modulated by hip/
shoulder angles [79], the swing-to-stance transition is mostly defined by central neural mechanisms
(neural interactions within and between the spinal RGs) and is much less dependent on the sensory
feedback from the limb (at least during locomotion on a flat horizontal surface). Therefore, in the
first version of our model (model 1), we considered locomotion with a constant swing duration in
all limbs. However, as we described in §3.2.4, this model was rejected because it could not fit the
experimental data on swing duration while maintaining a stable locomotion direction (see §3.2.5 and
the corresponding discussion).

4.3. Model 1 lacks a mechanism that stabilizes the movement direction
One of the advantages and hence novelty of our approach to the analysis of locomotion is the
consideration of two-dimensional locomotor behaviours with a particular focus on the system’s ability
to maintain a constant direction of movement, rather than artificially restricting locomotion to the
movements along a straight line only. This has allowed us to account for the dynamics of body
displacement in the frontal plane and body orientation, as well as interactions between the two. We
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could also analyse the effects of these factors on the stability of locomotion, including maintenance of
the constant movement direction.

As described above, the control of stance duration in model 1 is based exclusively on the feedback
signals from the homonymous limbs, and swing has a fixed duration in all limbs. Our analysis has
shown that model 1 can demonstrate stable locomotion only with relatively short swing durations
which does not match the experimentally observed locomotor characteristics in mice (figure 4a,b). An
attempt to increase swing duration to the physiologically observed values in this model creates an
instability resulting from complex interactions between the body displacement in the frontal plane,
the angle between the body and the COM trajectory, and the feedback signals involved in phase
transitions. This leads to discoordination of left and right limb movements at realistic swing durations,
also manifesting as an inability to keep a constant moving direction, resulting in misorientation of the
body and an eventual fall (see figure 4c and electronic supplementary material, video Sl).

4.4. Control of balance in models 2 and 3
Models 2 and 3 successfully overcome the limitations of model 1. In these models, the timing of
the swing-to-stance transition (touchdown), and hence the duration of swing, is defined by a signal
characterizing a postural instability/loss of balance of the entire body, affecting swing durations of each
limb depending on the limb’s state. Most mammals have an early postnatal period during which they
learn how to walk stably without falling [80–82]. The results of this learning and the exact feedback
mechanism informing the central spinal controller (CPG) on the critical postural imbalance are not
known. In models 2 and 3, we calculate the signal characterizing postural imbalance as a rate of change
of the total weight-bearing force (a sum of vertical components of all ground reaction forces), which
decreases with postural imbalance. In other words, the loss of balance in models 2 and 3, indicated by
the imbalance signal is considered when the total supporting force is decreasing faster than at a certain
rate that represents a threshold for initiation of touchdown and termination of swing. While we do not
speculate here how and where this calculation is performed in the central nervous system, the relevant
information is potentially available from the limb loading (cutaneous) sensors and can be extracted
either within the spinal circuits or in the cerebellum, as well as come from the vestibular system.

Following this concept, we assume that whenever the general imbalance signal exceeds the
threshold, the limb currently swinging for the longest time lands and transitions to stance. This
selection does not require any high-level processing and may be based on simple adaptive properties
of the neurons comprising individual RGs. In other words, the imbalance signal can be seen as a
ramping global inhibitory input to the neurons maintaining the swing phase of each limb. However,
the effect of this input would depend on their current excitability. If the excitability of each of those
neurons gradually reduces during its active (swing) phase, the first neuron to shut down in response to
the ramping inhibition will be the one that was active for the longest time. Interestingly, a combination
of these two neuronal functions, i.e. maintaining the swing and stance states of the limb and slow
adaptation during each locomotor phase, is a prerequisite for endogenous oscillations that can emerge
in individual RGs in the absence of any sensory feedback. As mentioned, such oscillations can indeed
be induced in both isolated spinal cords and paralysed animals (see §4.1), which provides indirect
support to our speculations.

We fully realize that the balance-based mechanism and the corresponding imbalance signal
controlling limb touchdown and swing duration implemented in our models are based on a certain
degree of speculation. Yet, it is clear that mechanisms of the swing-to-stance transitions should operate
in coordination with balance control. There are several possible described pathways and mechanisms
that can be involved. Crossed [83,84] and interlimb [85] reflexes from the limbs that are currently
in stance can signal a reduction in support and promote a transition from flexion to extension and
consequently trigger the touchdown of the limbs that are currently in swing. Balance control can
also be mediated by a more complex mechanism involving supraspinal brain structures, such as the
motor cortex [86,87], cerebellum [88,89] and/or vestibular system [90–93]. It is likely that a combination
of mechanisms and pathways is involved in ensuring the appropriate timing of the swing-to-stance
transition.

Particularly, quadrupedal animals with vestibular lesions experience balance impairments and
exhibit a shorter swing duration and variability in foot placement [94]. It was shown that genetic
suppression of vestibular circuits has profound effects on locomotion. Specifically, vestibular-deficient
mice could hardly keep the planned trajectory and demonstrated circling episodes during locomotion
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[91]. In general, abnormal circling can be induced by unilateral lesions of vestibular nuclei in rodents
(reviewed in [92,95]). Interestingly, a similar locomotor instability with random changes of body
directions and/or with circling episodes was produced in our model 1 when increasing swing duration
(figure 4c). The same locomotor instability would happen in models 2 and 3 after removal of balance-
based control of swing duration and replacing it with the direct control of the swing duration, which
would effectively transform those models into model 1. Moreover, as seen in figure 4a, the lack of
balance control of the swing-to-stance transition (in model 1) impacts the stability of locomotion,
reducing the range of possible swing durations. This generally corresponds to the experimental finding
that the contribution of vestibular inputs to the control of locomotion increases when locomotion is
slowing down [93].

Incorporating a balance control of the swing-to-stance transition and swing duration in models 2
and 3 yields stable locomotion within the physiological ranges of locomotor velocities, duty factors
and swing durations in mice (figures 8, 10 and 11) [29,32]. These models indeed demonstrate much
longer swing durations while maintaining stable locomotion and posture because the incorporated
balance control of the swing duration provides extremely robust anti-phase synchronization of left and
right limb movements, thus ensuring gait symmetry and preservation of the locomotor direction. We
conclude that our simulations implicitly support the possibility that the swing-to-stance transitions
and touchdown mechanisms, controlling limb movement in real mouse locomotion, may involve
imbalance-related signals functionally similar to those implemented in our models.

Finally, it must be noted that our modelling study was restricted to relatively slow locomotor gaits
in which stance durations are not shorter than swing durations (with a duty factor greater than or
equal to 0.5). Therefore, the suggested role of the balance-based control of swing can be discussed only
in connection with such gaits. During faster gaits (fast trot, gallop or bound), in which animals exhibit
suspension phases, load information from the limbs is not available at the time of touchdown, and
imbalance information cannot be used for the swing-to-stance transition. The role of vestibulospinal
control is also thought to be decreased with speed [93]. Thus, at higher speed gaits, the swing-to-stance
transition is probably controlled differently and local somatosensory feedback from each limb sensing
the touchdown could be sufficient to maintain stability. For example, cutaneous feedback signals from
the plantar surface of the paws (and Ib signals from extensor muscles) can trigger a phase advance
of the rhythm generators when stimulated during late swing [96], and a phase-dependent modulation
of these cutaneous reflexes results in activation of extensor muscles at the swing-to-stance transition
[97,98].

4.5. Limb coordination, locomotor gait changes and related model limitations
Limb coordination during locomotion, and hence the locomotor gait, can depend on, and be influenced
by, both central neural interactions between RG circuits controlling each limb and multiple feedback
signals to the RGs reflecting interactions between the neural controller and mechanical components
of the system. The latter creates additional interactions between the RGs mediated by peripheral
feedback [17,18,20,22,99,100]. Since both these interactions depend on locomotor speed, limb coordina-
tion and therefore locomotor gaits are also speed dependent. With an increase in velocity, quadrupeds
sequentially switch gaits from walk to trot and then to gallop and bound [46,101], which has been
studied in detail for mice [30,31]. The role of central (spinal) interactions in these gait transitions has
been previously demonstrated in mice [3,30,41,42] and reproduced in a series of computational models
[5–7,38,40,41,54].

The simplified models presented here were limited to walking gaits which we define as gaits
without suspension phases. Modelling locomotion at faster (running) gaits, i.e. those involving
suspension, such as gallop and bound, requires a three-dimensional description of the mechanics,
which is a lot more complex. These locomotor behaviours are out of the scope of the present computa-
tional study. It is also worth noting that some perturbations can induce running gaits like bounding
even at relatively low speeds [102]. Our current modelling framework, due to the limitations concerned
with its inability to describe suspension phases, cannot capture these behaviours.

Considering the above, our modelling relates to mouse locomotion with duty factors above 0.5,
and therefore we excluded gaits that we defined as running [29–32]. In terms of swing duration and
speed, this corresponds to the points below the yellow curve representing the duty factor of 0.5 in
figure 10a. For the points near this curve, e.g. point B2, the locomotor gait is close to ‘pure trot’ with
nearly perfect diagonal limb synchronization (figure 10b2). At the points on the cyan curve in figure
10a (corresponding to a duty factor of 0.75), the locomotor gait is a ‘pure walk’ with persistent three-leg
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support during locomotion (figure 10b1). Between the yellow and cyan boundaries, the model exhibits
a walking gait with alternating two-leg and three-leg support phases within the step cycle. With an
increase of locomotor speed along the green line in figure 10a (or any other line connecting the cyan
and yellow curves), the gait continuously transforms from lateral walk to trot (see figure 10b1,b2,c2 and
the electronic supplementary material, video Sl model3.mp4).

One of our goals was to match the main locomotor characteristics, such as stance and swing
durations, locomotor frequency and duty factor, as well as their changes with locomotor speed, to the
corresponding experimental data, particularly those published by Herbin et al. [29] and Mendes et al.
[32] for overground locomotion, which included locomotor velocities above 20 cm s−1. In the model,
with the specific linear relationship of the imbalance threshold and the propulsion force (that defines
the locomotor velocity) shown in figure 10c1, the values of these characteristics and their changes with
velocity have good correspondence with the experimental data mentioned (see figure 11).

It is important to mention that mice can walk more slowly, i.e. at velocities below 20 cm s−1 (9 ± 5 cm
s−1 in selected episodes during overground locomotion [30] and 5/10/15 cm s−1 during treadmill
locomotion [31,103]). It should be noted, however, that such slow walking usually occurs during short
episodes of free locomotion or during slow treadmill locomotion. When walking at such a low speed,
mice dramatically reduce the stride length to 3.4 ± 0.6 cm during overground locomotion [30], or to less
than 4 cm at 5/10/15 cm s−1 treadmill speeds [31]. Because of the fixed value of the maximal limb
displacement used (D = 5 cm), our model could produce such slow locomotion at velocities below
20 cm s−1 with swing duration substantially longer than the one observed in the mentioned
experimental studies (0.15–0.2 s versus approximately 0.1 s). Our model can, however, reproduce
walking at such low speeds with realistic swing durations if we reduce the maximal limb displacement
to 3 cm, as demonstrated in figure 10a. Therefore, we suggest that to move at such a low speed (e.g.
during exploratory locomotor behaviour), mice reduce maximal limb extension which in turn decrea-
ses the stride length.

4.6. Limb coordination, the role of biomechanics and central neural interactions
Limb coordination during locomotion, and hence the gaits used by animals, depend on many factors
such as synaptic drive from supraspinal structures (motor cortex, vestibular nuclei, cerebellum and
brainstem) to spinal circuits [87–89,91,93], propriospinal feedback including that from non-homony-
mous limbs forming crossed and interlimb reflexes [83,84,104], central neural interactions between
spinal circuits controlling different limbs [3,30,41,42] and mechanical interactions between the body,
limbs and the environment [99,100]. These factors affect limb coordination and produce complex
synergistic or antagonistic effects, and their individual contributions depend on other locomotor
characteristics such as velocity, phase durations, duty factors, etc.

4.6.1. Locomotion without central neural interactions

In all our models, including model 1, pure mechanical interactions contribute to left–right antiphase
and diagonal in-phase synchronization of swinging limbs. However, model 1, which operates without
balance-based control of swing duration (unlike models 2 and 3) and without any central interactions
between RGs (unlike model 3), could only demonstrate a steady symmetric locomotor gait, in which
the diagonal limbs are swinging simultaneously. In such a regime, body support is provided by either
two diagonal limbs (short periods) or all four limbs (longer part of the step cycle) (see figure 4b1,2).
Considering the very large duty factors and short swing durations, such a gait is rather unusual for
mouse locomotion [31,33].

Incorporating the balance-based control of swing duration without central interactions (model
2) allows locomotion with much longer swing durations and relatively low duty factors (figure 8).
However, in this model, an increase in swing duration (imbalance threshold), or an increase in velocity,
a reduction of duty factor, transforms the locomotor gait from lateral-sequence walk to pace (figure
8b1,2), which is also unusual for mouse locomotion [30,31].

Based on the above, realistic locomotor behaviours, including the proper expression of locomo-
tor gaits and their changes, required incorporating specific central interactions between RG circuits
controlling each limb as was demonstrated in our model 3.
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4.6.2. The role of central neural interactions

Central interactions between RGs controlling each limb are provided by commissural interneurons
(CINs, projecting their axons to the opposite side of the spinal cord) and long descending and
ascending propriospinal neurons (LPN, projecting their axons from the cervical to the lumbar
enlargement or vice versa) that mediate interactions between left–right and cervical–lumbar (fore–
hind) circuits. Recent molecular genetic studies led to the identification of candidate CINs and LPNs
for limb coordination [3,30,41,42,105–107]. Specifically, the genetically defined V0 CINs (V0D and V0V
types) are involved in left–right alternation in a speed-dependent manner. The ablation of both V0 CIN
types (V0D and V0V) led to a complete loss of walk, trot and gallop, leaving bound as the default gait
regardless of speed [3,30,42]. However, the selective genetic ablation of V0V CINs completely removed
the expression of a trot, but left intact walk, gallop and bound. Hence, V0D CINs are essential for
left–right alternation at slow locomotor speeds (walk), whereas V0V CINs secure left–right alternation
at higher speeds (trot) [3,42]. Similarly, optogenetic silencing of V3 neurons, including the ascending
propriospinal diagonal V3 aLPN (aV3), made the mice unable to move using stable trot, gallop or
bound; these mice could only move with relatively low speed and predominantly used lateral walk
[41].

Several computational models were developed to reproduce the above experimental data [5–7,37–
41,54]. The major central interactions between RGs in the spinal cord proposed in these models,
summarized in figure 12, include (i) the left–right excitatory interactions within the cervical and
lumbar enlargements mediated by V3 CINs, which are necessary for the expression of asymmetrical
gaits (gallop and bound); (ii) the left–right inhibitory interactions within the cervical and lumbar
enlargements mediated by V0 CINs, which overcome the effects of V3-mediated excitation at low and
medium speeds and are necessary for the expression of alternating gaits, such as walk (V0D) and trot
(V0V); and (iii) the ascending diagonal V3 (aV3) and descending homolateral LPN involved in the
expression of trot.

Since the present modelling study only focused on locomotion with relatively slow symmetrical
gaits with duty factors exceeding 0.5, high-speed gaits such as running trot, gallop and bound were
out of scope. Therefore, the left–right excitatory interactions between circuits controlling homologous
RGs, probably mediated by V3 CINs, have not been included in the model. For the same reason,
we did not include the V0-driven left–right inhibitory interactions between the homologous RGs that
should overcome the above excitatory interactions at low velocities. The left–right alternation in all
models was only provided by the mechanical interactions. We did not include descending homolateral
inhibition but incorporated the aV3-mediated ascending diagonal excitation that was based on the
studies of Zhang et al. [41] (see figure 12). Incorporating these connections allowed model 3 to avoid
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Figure 12. Main central interactions suggested in computational models of spinal locomotor circuits. Red arrows indicate excitatory
connections; blue connections with circle ends indicate inhibitory interactions. The dashed lines indicate connections not included in
the present model.
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locomotion with a pacing gait not normally observed in mouse locomotion [30,31]. Despite multiple
simplifications, our model 3, which included diagonal excitation, showed good correspondence with
the experimental data (figure 11).

4.7. Model limitations and future directions
The simplified modelling formalism used here has provided important insights into, and general
interpretation of, the neuromechanical control of locomotion in small quadrupedal animals, particu-
larly in mice. To develop our model, we relied on mechanical and kinematic data from mice, along
with established principles of quadrupedal locomotion derived from research on other mammals,
particularly cats. However, while direct scaling may not be appropriate because of existing biomechan-
ical differences, we took care to make reasonable assumptions and adjustments where necessary.

While our model has limitations, it offers a valuable foundation for studying not only straight-line
locomotion but also how perturbations affect this behaviour in a two-dimensional environment. The
core concept revolves around static and dynamic stability during movement, with transitions between
the stance and swing phases triggered by a loss of static stability (zero load, meaning no static stability
margin) and dynamic stability (imbalance), respectively. As stability is crucial in gait perturbations
[108], this framework positions our model well for future investigations involving stability margins.

Admittedly, our study simulates and analyses mouse locomotion at a restricted range of speeds
at which animals usually use symmetrical gaits. While this already covers an important range of
natural behaviours, the fast-running trot, gallop and bound are also frequently expressed in mice,
notably during escape, and were not considered in the present study. An extension of the model
to these locomotor gaits will require formulating a more complicated description of the movement
mechanics. In addition, it will be important for future models to consider additional neural and
mechanical factors that could contribute to the control of limb coordination and phase transitions,
including reflex circuits, cutaneous feedback, etc. The underlying cell types and circuits that have
been characterized in mice [2] can be added in future models. Finally, some parameters of the model,
notably the maximal limb displacement during stance, foot placement locations relative to the body,
and body shape, were considered constant. Yet, animals can dynamically change these parameters
during overground walking, notably when performing complex and adaptive locomotor manoeuvres,
such as changing moving trajectories [28], avoiding obstacles or walking on uneven surfaces. Neverthe-
less, the modelling framework introduced here can serve as a basis for future modelling and analysis of
more complicated and adaptive locomotor behaviours.
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