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Domain-specific systems-on-chip (DSSoCs) combine general-purpose processors and specialized hardware

accelerators to improve performance and energy efficiency for a specific domain. The optimal allocation of

tasks to processing elements (PEs) withminimal runtime overheads is crucial to achieving this potential. How-

ever, this problem remains challenging as prior approaches suffer from non-optimal scheduling decisions or

significant runtime overheads. Moreover, existing techniques focus on a single optimization objective, such

as maximizing performance. This work proposes DTRL, a decision-tree-based multi-objective reinforcement

learning technique for runtime task scheduling in DSSoCs. DTRL trains a single global differentiable decision

tree (DDT) policy that covers the entire objective space quantified by a preference vector. Our extensive ex-

perimental evaluations using our novel reinforcement learning environment demonstrate that DTRL captures

the trade-off between execution time and power consumption, thereby generating a Pareto set of solutions

using a single policy. Furthermore, comparison with state-of-the-art heuristic–, optimization–, and machine

learning-based schedulers shows that DTRL achieves up to 9× higher performance and up to 3.08× reduction
in energy consumption. The trained DDT policy achieves 120 ns inference latency on Xilinx Zynq ZCU102

FPGA at 1.2 GHz, resulting in negligible runtime overheads. Evaluation on the same hardware shows that

DTRL achieves up to 16% higher performance than a state-of-the-art heuristic scheduler.

CCS Concepts: • Computer systems organization → System on a chip; • Hardware → On-chip re-

source management;
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1 INTRODUCTION

The growing demand for high-performance and energy-efficient processing in various domains,

including machine learning, image and video processing, and wireless communication systems,

has led to the rise of domain-specific system-on-chips (DSSoCs) [22, 25]. DSSoCs combine spe-

cialized hardware accelerators and general-purpose cores to enhance the performance and energy

efficiency of a target domain while providing programming flexibility [3, 35, 38]. For instance,

DSSoCs designed for image and video processing are often equipped with specialized hardware

accelerators like digital signal processors (DSPs) and image signal processors (ISPs), while those

designed for wireless communication systems incorporate processing elements (PEs) such as fixed-

function accelerators for fast Fourier transform (FFT), encoding, and Viterbi decoding operations.

DSSoCs comprise several heterogeneous PEs, enabling parallel execution of multiple streaming

applications [15, 30]. Scheduling a large number of tasks from concurrent applications is a mon-

umental challenge due to the NP-complete nature of the problem and a large number of design

and runtime parameters [14, 54]. While static schedulers rely solely on design-time information,

dynamic scheduling approaches leverage runtime data to make more informed decisions [52, 55].

Conventional optimization-based approaches can achieve near-optimality but are highly prohib-

itive due to their complexity and runtime overheads [62]. Heuristics are frequently employed to

tackle the complexity challenge, but they are typically designed for specific use cases, lack gener-

alizability, and often fall short of the optimal solution [52]. Certain machine learning approaches

for cluster scheduling [37] and task scheduling [30] are also explored in the literature. However,

they suffer from limitations that include sub-optimality, high runtime overheads, and substantial

developmental/training efforts. Furthermore, they focus on a single optimization objective, e.g.,

maximizing performance or minimizing power consumption, but not simultaneously. In contrast,

DSSoCs require schedulers that make near-optimal decisions considering competing objectives

within nanoseconds to be on par with the task execution times in specialized PEs.

Reinforcement learning (RL) has shown promise in addressing several challenging problems,

including intelligent chatbots [41], healthcare [61], autonomous driving [42], and scheduling [26,

36, 37]. RL trains a policy that maximizes the reward function by interacting with an environment.

During the training, RL algorithms learn optimal decisions using the current state of the system

and the desired performance objectives. Real-world problems often include multiple objectives

that may conflict with each other. In contrast to single-objective environments, the performance of

such problems is evaluated using multiple objectives. Therefore, multiple Pareto-optimal solutions

may exist depending on the preference between objectives [40]. Multi-objective reinforcement

learning (MORL) approaches [24] address this challenge by maximizing a vector of rewards instead

of a scalar reward. Existing MORL methods transform the multidimensional objective space into

a single dimension using per-objective static weights and then employ standard RL algorithms

to obtain a policy optimized for those weights [34]. However, a distinct policy for each objective

is impractical due to storage and design-time requirements, necessitating a set of Pareto front
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solutions with a single policy. Therefore, obtaining a set of Pareto front solutions that covers the

entire preference space with a single training is crucial [7, 11, 58, 60].

Considering the requirements of DSSoCs and the strengths of MORL techniques, we develop

the following insights that help us design a runtime task scheduling framework:

Key Insight 1: We can use RL to effectively explore the vast solution space and address the

sub-optimality challenges of heuristic approaches and the complexity of optimization-based

techniques.

Key Insight 2: We can exploit MORL techniques to jointly optimize for conflicting optimiza-

tion objectives in DSSoCs, such as maximizing performance and minimizing power con-

sumption.

Key Insight 3: We can combine the benefits of the low inference overheads of decision tree

classifiers with MORL to design runtime scheduling policies that co-optimize multiple ob-

jectives while incurring minimal inference latency overheads.

This paper presents DTRL, a decision-tree-based multi-objective reinforcement learning tech-

nique for runtime task scheduling in DSSoCs. DTRL uses a multi-objective variant of the proximal

policy optimization (PPO) [45] algorithm and a differentiable decision tree (DDT) policy. We adopt

a DDT policy since decision trees provide significantly lower inference latency overheads due to

fewer computations than commonly used neural networks, such as multi-layer perceptrons and

convolutional neural networks. To efficiently train an RL algorithm for runtime task scheduling,

we also developed a novel RL environment for DSSoCs, utilizing an open-source DSSoC simula-

tor [10] as the foundation of this environment. We also note that our RL environment supports any

DSSoC simulation framework. The proposed DTRL framework trains the DDT policy by interact-

ing with this environment to maximize a joint objective function weighted by a preference vector.

Furthermore, the framework trains the policy with several preferences enabling it to produce an

optimal policy for any preference vector specified at runtime.

DTRL is evaluated with six wireless communication and radar systems domain applications.

We employ a complex DSSoC configuration comprising sixteen PEs, including Arm big.LITTLE

cores and fixed-function energy-efficient accelerators for matrix multiplication, fast Fourier trans-

form, and Viterbi decoding. We compare DTRL with heuristic– [28], optimization–, and machine

learning–based [30] schedulers. Extensive experimental evaluations using our novel reinforcement

learning environment demonstrate DTRL achieves high performance on par with performance-

optimized integer linear programming (ILP) solution and state-of-the-art heuristic-based sched-

uler ETF [28] when the highest preference is given to execution time. At the same time, the same

DTRL policy achieves up to 3× lower energy consumption than these schedulers when higher pref-

erence is given to power consumption. Similarly, DTRL also achieves similar energy consumption

to power-optimized schedulers when the highest preference is given to the power consumption

objective while outperforming them by up to 9× lower execution time when the preference is

given to the execution time objective. We also implement DTRL on Xilinx Zynq ZCU102 FPGA

running at 1.2 GHz, using an open-source emulation framework [1], and measure its runtime

overhead. Hardware evaluations show that DTRL has 120 ns inference latency, resulting in negli-

gible runtime overhead. Evaluation on the same hardware shows that DTRL achieves up to 16%

higher performance than the state-of-the-art heuristic-based scheduler ETF [28]. We emphasize

that DTRL successfully learns the trade-off between execution time and power consumption and

achieves a Pareto set of solutions that covers the entire preference space using a single DDT policy. To

the best of our knowledge, this is the first decision-tree-based multi-objective reinforcement learning

framework for runtime task scheduling in DSSoCs.
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The main contributions of this work are as follows:

• The DTRL framework, a decision-tree-based multi-objective reinforcement learning ap-

proach for runtime task scheduling in DSSoCs,

• A novel reinforcement learning (RL) environment for DSSoCs, utilizing a DSSoC simulation

framework,

• Extensive experimental evaluations of the proposed DTRL framework demonstrating

performance and energy consumption improvements against state-of-the-art heuristic–,

optimization–, and machine learning-based schedulers, and

• Hardware emulation platform measurements for comparisons against a state-of-the-art

heuristic scheduler and runtime overhead analysis.

The rest of this paper is organized as follows. Section 2 reviews the related work. Section 3

provides the necessary background for the proposed DTRL framework. Section 4 presents an en-

vironment for a simple and standardized evaluation of DTRL. Then, the DTRL framework is de-

scribed in Section 5. The extensive experimental evaluations and comparisons with state-of-the-art

techniques are presented in Section 6, followed by conclusions and directions for future work in

Section 7.

2 RELATEDWORK

Runtime task scheduling in DSSoCs is crucial to exploit their full potential but is highly challenging

due to several factors. First, the heterogeneous PEs in an SoC provide diverse power and perfor-

mance characteristics, thereby increasing the decision-making complexity. Second, the parallelism

offered by DSSoCs allows several applications to execute in parallel. The simultaneous application

execution requires highly effective runtime decision-making to utilize the PEs and maximize per-

formance and energy efficiency. Scheduling decisions must incur negligible latency and energy

overheads since the tasks can execute in the order of nanoseconds in DSSoCs. Finally, different

applications in a target domain may have contrasting requirements that require schedulers to dy-

namically support multiple and contrasting objectives. This work addresses all these aspects, and

hence, we classify prior work into the following categories and summarize them in Table 1.

Scheduling Techniques: Most scheduling approaches in literature use directed flow graphs

(DFGs) to model applications [14, 21, 31, 52]. Optimization-based techniques for DFG schedul-

ing, such as integer linear programming (ILP) and constraint programming (CP) [13, 56, 59], pro-

vide optimal design-time solutions. However, these techniques have significant drawbacks. First,

Table 1. Comparison of the Proposed DTRL Framework with Prior Approaches on the Basis of Desired

Metrics such as Optimality, Runtime Overheads, Ability to Support Multiple Objectives, and Capability

to Adapt Online

Prior
Approaches Optimality

Complexity and
Runtime Overheads

Multi-Objective
Support

Online
Adaptability

Optimization Techniques
[13, 56, 59] High Very High No No

Static Techniques
[14, 44, 52] Low Low No No

Dynamic Techniques
[8, 18, 30, 31] Moderate High No No

RL Approaches
[26, 36, 37, 50] High High No Yes

Multi-Objective Techniques
[6, 12, 29] Moderate-High High Yes No

DTRL (Proposed approach) High Low Yes Yes
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optimization-based approaches struggle to derive the optimal decisions in reasonable runtimes

for complex scenarios such as DSSoC scheduling due to a large number of variables and con-

straints. Secondly, it is highly impractical to re-run the optimization approach for every possible

system state, considering factors like PE utilizations, injection rate, workload, and SoC config-

uration. Thirdly, deploying optimization-based approaches for runtime scheduling is not feasi-

ble due to the scheduling overheads and computational resource requirements involved. Despite

the existence of Pareto front optimization approaches, they cannot be employed for runtime task

scheduling in DSSoCs due to the aforementioned challenges.

The heuristic class of scheduling algorithms trades off runtime with optimality. List scheduling

techniques populate the DFG nodes in a list and schedule the tasks to PEs at design time [32, 44, 51].

While design time techniques are suitable for small problem sizes that involve sequential execution,

they are insufficient to handle the complexity posed by streaming simultaneous application execu-

tion in DSSoCs [23, 30]. Dynamic scheduling techniques exploit the available runtime information

to make more effective decisions [8, 18, 31]. However, they are highly sub-optimal and designed

for specific objectives. Furthermore, they still incur high runtime overheads, leaving significant

scope for improvements.

The advent of machine learning has led to novel scheduling approaches [30, 36, 37, 50, 57]. Im-

itation learning (IL) approaches such as [30, 57] achieve low latency overheads but suffer from

sub-optimality. IL techniques also lack the ability to adapt to the workload and platform configu-

ration changes. RL-based approaches are highly promising due to the rapid algorithm development

in this field, which we review next.

Reinforcement Learning: RL has emerged as a promising approach for solving complex prob-

lems and exploring large solution spaces, including runtime task scheduling in DSSoCs. However,

prior RL-based approaches have several limitations, including being unable to run on heteroge-

neous SoC architectures, having high training complexity, and exhibiting high runtime overheads

due to unnecessarily complex algorithmic structures [26, 36, 37]. Furthermore, they have shown

limited performance on high-intensityworkloads and only support a single objective, making them

unsuitable for adapting to various objectives [49]. Therefore, developing RL-based approaches that

deliver low overheads, efficiently support multiple objectives, and overcome these limitations is

crucial.

Multi-Objective Dimensions to Scheduling and RL: The desired objectives and metrics of task

scheduling, such as power, performance, quality of service, reliability, and energy consumption, of-

ten conflict with each other. Furthermore, different applications have varying requirements that

need schedulers to support these multiple and contrasting objectives. Therefore, multi-objective

optimization support is vital for task scheduling models in DSSoCs as they require schedulers

that can make optimal decisions while considering multiple competing objectives in runtime. The

multi-objective aspect of task scheduling has always triggered interest since it can help balance

competing objectives and optimize for multiple metrics simultaneously. Optimization, genetic, evo-

lutionary, and heuristic algorithms such as [6, 12, 29] optimize for multiple objectives but suffer

from complexity and overhead drawbacks, similar to their single-objective counterparts. Conven-

tional RL algorithms support multiple objectives by designing a unique scheduling policy for each

preference vector for multiple objectives [58]. A fine-grained sweep of the preference space can

result in a large number of policies, leading to explosive memory requirements [11, 60].

To the best of our knowledge, DTRL is the first DSSoC task scheduling approach that pro-

vides superior metrics (maximizing performance and energy efficiency), low runtime overheads

using decision tree classifiers, and support multiple optimization objectives using a single policy at

runtime.
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Fig. 1. (a) An illustration of two different system states showing different levels of utilization of system

resources (or PEs), and (b) an illustrative example of applications represented as directed flow graphs (DFGs).

Nodes in a DFG represent tasks (key computational components) in an application. The edges denote the

dependency between tasks and theweight of the edges represents the communication volume between tasks.

3 BACKGROUND AND OVERVIEW

This section overviews the key components of DTRL. Section 3.1 explains the representations of

streaming applications as task graphs. Section 3.2 discusses the difference between single- and

multiple-objective reinforcement learning formulations. Finally, Section 3.3 describes the differen-

tiable decision tree used as the policy in DTRL.

3.1 Runtime Task Scheduling

DSSoCs provide numerous processing elements for task execution at runtime. As illustrated in

Figure 1(a), a system can be in different states that arise from varying utilization levels. Appli-

cations with streaming behavior, where multiple frames are repeatedly injected into the system

with different rates, pose significant challenges due to varying conditions such as system con-

figuration, utilization, busy states, and concurrent applications. This work models applications

as directed flow graphs (DFGs), as shown in Figure 1(b). Nodes represent the key computational

components of applications (also called tasks). The edges denote the dependencies between tasks,

and the weights of the edges denote the communication volumes between tasks. The scheduling

granularity in this work is at the task level, i.e., the nodes of the DFGs are assigned to processing

elements.

3.2 Multi-Objective Reinforcement Learning (MORL)

Task scheduling, at its core, is an NP-hard sequential decision-making problem [14, 54]. It can

be formulated as a Markov Decision Process (MDP) defined by the tuple 〈S,A,P, r ,γ 〉, where S,
A, P (s ′|s,a), r , and γ represent state space, action space, transition distribution, reward vector,

and discount factor, respectively. Reinforcement Learning is a class of algorithms that aims to find

an optimal policy for an agent to maximize its cumulative reward in an MDP. According to the

state s of the environment and the current policy π , the agent chooses an action a. Based on this

action, the environment returns the next state s ′ and reward r . The expected cumulative rewards

starting from state s following a policy π can be represented as state value function, V π (s ). The
RL algorithm then iteratively updates the agent’s policy (π ) and value function (V π ) based on

the feedback received from the environment in the form of rewards. This process continues until

the agent reaches a terminal state or a maximum number of steps.

In a multi-objective setting, each objective is associated with a reward signal, which transforms

the scalar reward into a vector r = [r1, r2, . . . , rM ]T , whereM is the number of objectives. This vec-

torized reward can be represented by a vectorized state value functionMV π (s ) [24], as illustrated
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Fig. 2. (a) A transformation of the RL setting to MORL. (b) An example of a Pareto front curve that trades

off between two different optimization objectives.

in Figure 2(a). In the RL domain, scalarization is the most commonly used approach to solve multi-

objective optimization problems [11, 43, 58, 60]. This approach transforms the reward vector into

a single scalar, fω (r ) = ωTr . The MDP is then transformed into a multi-objective Markov decision

process (MOMDP), defined by the tuple 〈S,A,P,r ,Ω, fω 〉, where r and Ω represent the reward

vector and preference space, respectively. Using a preference ω ∈ Ω, the function fω (r ) = ωTr
yields a scalarized reward. If we fix ω as a vector, the MOMDP can be treated as a standard MDP

and solved using conventional RL methods. Nonetheless, if we consider all possible returns and

preferences in Ω, we can obtain a set of non-dominated policies referred to as the Pareto front. As

depicted in Figure 2(b), this set includes non-optimal solutions. A policy π is considered Pareto

optimal if no other policy π ′ enhances the expected return for an objective without causing degra-

dation in the expected return of any other objective.

In our framework, we extend the standard proximal policy optimization (PPO) algorithm to a

multi-objective (MO-PPO) variant by considering a vectorized reward (r) and state value function

(Vπ ). Both the policy and the state value function take preference vector ω as input, efficiently

learning the multi-dimensional objective space. The details of MO-PPO are provided in Section 5,

while the base PPO algorithm details are given in Appendix A.1.

3.3 Differentiable Decision Tree (DDT)

A decision tree (DT) consists of root node ηr , decision nodes ηd , and leaf nodes ηl . Considering an
input x ∈ RF where F is the number of features, the root node ηr and each decision node ηd are

represented with a boolean expression pη = xfη − ϕη . Here, xfη and ϕη denote the chosen feature

and splitting threshold for node η, respectively. Based on these node expressions, the objective is

to identify the optimal path until a leaf node is reached. Each leaf node ηl has a learned probabil-

ity distribution Ql . Based on this distribution, a corresponding label is returned as the output of

the tree. The transparency and interpretability of decision trees are mainly due to the simplicity

with which the feature f and the threshold ϕf can be extracted from every decision node [33].

Nevertheless, traditional DTs have a tendency to overfit and fail to generalize well [20].

Differentiable decision trees (DDTs) have been introduced to address the limitations of tradi-

tional DTs by combining the interpretability of traditional decision trees with the differentiability

of neural networks [19, 20, 46]. DDTs leverage a continuous relaxation of the original decision tree

structure, which enables gradient-based optimization methods to be employed during training. In

DDTs, the boolean expression pη is replaced by a sigmoid function [46, 48]:

pη = σ
(
αη
(
wT
η x − ϕη

))
=

1

1 + e−(αη (w
T
η x−ϕη ))

(1)

where wη and ϕη are the weights and bias of the node η. αη is the steepness parameter of the

sigmoid function and is also a learnable parameter. This expression linearly combines input x
with node weights and compares it to a bias term to traverse the tree, as shown in Figure 3. This
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Fig. 3. An overview of a traditional decision tree and a differentiable decision tree.

means that all input features are used at each node to make a decision. With this modification, the

tree can now be trained using gradient descent for parametersw , ϕ, and α .

4 RL ENVIRONMENT FOR DSSOCS

OpenAI Gym [16] is a widely popular platform for developing and validating RL algorithms since

it provides standardized environments [53]. It allows users to plug-and-play different components,

such as the RL algorithm and simulated environments. Gym also provides standard API to interact

with environments and serves as a benchmark to compare RL algorithms. Therefore, we enhance

the capabilities of an open-source DSSoC simulator [2] to integrate it into a Gym environment. We

plan to release our integrated infrastructure to the public to stimulate future research.

4.1 End-to-End Training Flow with Novel RL Environment for DSSoCs

Training RL algorithms for task scheduling in DSSoCs involves integrating three distinct compo-

nents: (1) DSSoC simulator, (2) RL agent and (3) Gym environment. The first step in the process

involves instantiating the DSSoC simulator within a standard Gym environment template, shown

in Figure 4. This template includes the essential functionalities of initialization, reset, and step.

The states, actions, and variables are initialized in the corresponding functions. The most critical

function within the Gym environment is the step function, which enables the environment to tran-

sition from one state to another by taking action and generating a reward. It is crucial to carefully

design the control flow between the functionalities of the RL environment and DSSoC simulator

to ensure that the RL agent can effectively correlate the state, action, and reward.

Fig. 4. The DTRL framework enrolls a DSSoC simulator as an OpenAI Gym environment to enable compat-

ibility with the community standard practice of evaluating RL algorithms.
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Fig. 5. The end-to-end RL training flow with the DSSoC simulator as a Gym environment. The dashed lines

denote the event-driven handshake between the different components in the training process.

To this end, we design handshake events to facilitate communication between the simulator and

the RL environment. Figure 5 illustrates the complete end-to-end RL training flow with the DSSoC

simulator acting as a Gym environment. The RL training algorithm triggers the training process

and initializes the DSSoC simulator. The step function then initiated, running the simulator until

a task becomes available for scheduling. The current state (s) is characterized by input features

describing the task, whereas the simulator populates the system state. Based on the current state,

the RL agent generates an action and relays it to the simulator. The simulator then assigns a pro-

cessing element (PE) to the task and generates a reward, which is transmitted back to the RL agent.

The algorithm tracks the current state (s), action (a), next state (s ′), and reward (r ) for several
tasks until the end of the episode and then updates the parameters of the model. The workload is

considered complete when the environment executes all of the tasks.

4.2 Environment Dynamics

We ensure that the dynamics of the environment allow DTRL to adapt to any DSSoC configuration

and streaming applications. The DSSoC comprises several PEs, and similar PEs are grouped intoC
processing clusters. A user-selected number of frames are generated during each episode based on

the domain applications, with each frame containing several tasks. An episode terminates when all

the tasks in the workload complete execution. Scheduling is performed for each task in the work-

load, and hence the step function transitions between ready tasks, as described in Section 4.1. State,

action, and rewards are generated for each task, meaning that each time step t in the environment

corresponds to a ready task.

State Space: consists of features that describe the task, application, and state of the DSSoC at a

given time instant (S ⊆ R(2C+4)). The task-related features include the position of the task in DFG,

the application type and ID, and the execution times among the different processing clusters. The

DSSoC state is described is described by the earliest availability times of the PEs within a cluster,

indicating their busy or free status. A complete list of the features that comprise the state space is

presented in Table 2.

Action Space: consists of selecting from a set of C processing clusters, (A ⊆ NC ). In this study,

we utilize a configuration comprising of five processing clusters. At each step, the action space is
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Table 2. The List of Features That Constitute the State Space

Feature Information Dimension Feature Information Dimension
Task ID R Execution time on C clusters R

C

Depth of task in DFG R Application ID N

Application type N Earliest availability of C clusters R
C

used to select the processing cluster for task execution. Once a cluster is selected, the processing

element (PE) with the earliest availability is chosen to execute the task within the cluster.

Reward Vector: comprises execution time and power consumption since DTRL aims to learn

the trade-off between these objectives. Both components must be minimized to maximize energy

efficiency. Therefore, the negative values of the expected execution time and power consumption

of the task on the chosen PE construct the reward vector. The DSSoC simulator generates the

values of these quantities using the profiling information in its database.

5 DTRL: DECISION TREE BASED MULTI-OBJECTIVE REINFORCEMENT LEARNING

ALGORITHM

The number and complexity of tasks processed in each episode can vary significantly. These varia-

tions can lead to high gradient variance and unstable learning progress. To address this challenge,

we utilize a multi-objective variant of the Proximal Policy Optimization (MO-PPO) algorithm,

which can learn multiple objectives and ensure stability of policy updates across all optimization

steps. Finally, DTRL employs a differentiable decision tree, rather than a neural network, as the

actor to reduce inference latency overheads and enhance the interpretability. This section present

the details of the proposed DTRL framework.

5.1 Invalid Action Masking

DSSoCs typically consist of general-purpose cores and fixed-function accelerators (e.g., fast Fourier

transform (FFT), forward error correction (FEC), finite impulse response (FIR)). These accelerators

do not support all tasks streaming into the DSSoC. Consequently, some tasks involve invalid ac-

tions during training. DTRL should be able to manage invalid actions for efficient and stable train-

ing. The most common approach to penalize invalid actions is giving a high negative reward [27]

such that the agent learns to maximize the reward by not taking any invalid action. However, this

approach suffers from low explorative capabilities and spends a vast amount of time learning in-

valid actions at each state, especially when the action space dimension is large. Therefore, in our

work, we use invalid action masking [27] to constrain the DTRL agent to only choose clusters of

PEs that support the given task.

In our algorithm, the policy (πθ ) generates logits (li , i = 1, . . . , |A|), which are subsequently

converted to action probabilities (πθ (ai |s )) via a softmax operation. During training, an action is

selected by sampling from a distribution of these probabilities, denoted as πθ (·|s ). The policy is

updated using gradient descent, similar to other policy gradient approaches. Invalid action mask-

ing is applied by setting the logits of invalid actions to a large negative number, typically −1 × 108.
This ensures that the probability of these masked actions is zero, without compromising the gra-

dient update. In fact, this technique enhances the gradient update, as the gradient corresponding

to the logits of masked actions becomes zero.

5.2 Multi-Objective PPO with DDT as an Actor: Algorithm Details

This work aims to obtain a single policy that covers the entire preference space for multiple ob-

jectives in a runtime task scheduling problem. To achieve this, we adopt an approach similar to
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the existing literature on Multi-Objective Reinforcement Learning (MORL) [17, 58] to extend the

PPO to a multi-objective version (MO-PPO). For this extension, we first consider that the environ-

ment returns a vector of reward as exemplified in Section 3.2. The value network is vectorized

to efficiently learn to model multiple objectives for a given preference vector ω. Specifically, the

value network takes state s and preference vectorω as inputs and outputs |A| ×M state values, as

explained in Algorithm 1, whereM is the number of objectives. Therefore, the state value function

becomes Vϕ (s,ω), which returns a vector of expected returns for a given state s and preference

ω by following a current policy πθ . During training, the vectorized value network is updated by

minimizing the mean-squared error between estimated and target values using gradient descent

as the optimization algorithm:

Lϕ =
1

T

T∑

t=0

(Vϕ (st ,ω) − (rt + γVϕ (st+1,ω)))2 (2)

The vectorization of the reward and state value function results in a vectorized advantage func-

tion, as presented in Equation (3):

A(st ,at ,ω) = rt + γVϕ (st+1,ω) −Vϕ (st ,ω) (3)

To compute the modified advantage function, ωT
A(st ,at ,ω), a weighted-sum scalarization is ap-

plied to the advantage function, similar to the state value function. Furthermore, in our implemen-

tation, the policy takes the preference vector, ω, as an additional input along with the state s , to
make a decision. The policy loss for the multi-objective PPO (MO-PPO) is then given by:

Lθ =
1

T

T∑

t=0

min(ρ (θ )ωT
A(st ,at ,ω), clip (ρ (θ ), 1 − ϵ, 1 + ϵ )ωT

A(st ,at ,ω)) (4)

ρ (θ ) =
πθ (at |st ,ω)

πθ old (at |st ,ω)
(5)

To ensure efficient runtime task scheduling, having a neural network with high inference overhead

is not desirable. Instead, we use a differentiable decision tree (DDT) as the policy with sigmoid as

the activation function at each node. The MO-PPO algorithm can be used for the DDT policy

without requiring modifications. For the value network, fully connected layers with hyperbolic

tangent activation functions are employed.

Algorithm 1 outlines the training process of the DTRL framework. At the beginning of each

episode during training, we randomly sample a preference vector (ω ∈ Ω :
∑L

i=0ωi = 1) from

a uniform distribution. To determine the workload intensity of the task scheduling problem, the

simulation framework takes the target throughput (e.g., frames per milliseconds) as input. Thus,

at the start of each episode, we randomly sample a target throughput y.
A vectorized architecture with a single policy to gather transitions from multiple environments

is a common technique in [9, 45]. To increase the sample efficiency of our algorithm, we adopt a

similar strategy. We initialize P child processes with different seeds. The DDT policy and the value

network are shared among child processes and the main process. We divide the preference space

into P sub-spaces (Ω̃) and assign a subspace to each child process. Each child process is responsi-

ble for its own preference sub-space, and in each child process, a preference vector is randomly

sampled from its assigned sub-space. Using the policy πθ , we collect T amount of samples. Using

these samples, advantages At , target values rt +Vϕ (st+1,ω), and the probabilities πθold (at |st ,ω)
are obtained. The original PPO implementation uses generalized advantage estimation (GAE) to

calculate advantages [9, 45]. We also employ this technique with GAE parameter of 0.95. These
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ALGORITHM 1: DTRL Framework

Input: Total number of time steps N , Number of steps to run per policy rollout T , Discount factor γ ,
Number of epochs to update the policy and value network K , Minibatch size b, Number of child

processes P , clipping value ϵ .
Initialize: DDT policy πθ and value network Vϕ with parameters θ and ϕ, Random policy πθ .

while Total Number of Steps < N do

// Child Process
Reset the environment to state s0 and randomly initialize target throughput y.

Sample a preference vector ω from the subspace Ω̃.
for t = 0 : T do

Choose at according the current policy πθ and invalid action mask amt .

Collect samples {st ,at , rt , s ′t ω,done} by interacting with the environment using action at .

Obtain At , rt +Vϕ (st+1,ω), and πθold (at |st ,ω) using DDT and the value network.

Transfer populated (s,a,r , s ′,ω,am ,A,r +Vϕ (s,ω),πθold (a |s,ω)) to main process.

// Main Process
Store the incoming transitions from child processes in a trajectory buffer with size P ×T .
for k = 1: K do

for i = 0: (P ×T/b) do
idxstar t = d × (b − 1)
idxend = d × (b)
Sample a minibatch from the trajectory buffer according to start and end indices.

Obtain value estimates and new πθ .
Calculate Lθ and Lϕ
Update θ and ϕ by applying SGD to Lθ and Lϕ .

child processes run in parallel to collect transitions and do necessary computations using the same

DDT policy and value network. The obtained transitions are then transmitted to the main process,

where they are stored in a trajectory buffer of size P ×T .
The algorithm then updates both the value network and the DDT policy parameters (ϕ, θ ) ac-

cording to the loss functions described in Equations (2) and (4). The total number of optimization

steps required to update the parameters is determined by the number of epochs K and the mini-

batch size b. We use an Adam optimizer with a learning rate of 3E-4 for both the DDT policy and

the value network. The hyperparameters for DTRL are presented in Table 3.

6 EXPERIMENTAL EVALUATION

This section evaluates the proposed DTRL framework for runtime task scheduling in DSSoCs.

Section 6.1 first presents the domain applications, DSSoC configuration, and the simulation and

emulation frameworks used for evaluation in this work. Then, it introduces the baseline task sched-

ulers that are used for comparison. Finally, Section 6.2 presents detailed experimental evaluations

showing performance and energy consumption improvements of the proposed DTRL framework

over the baseline scheduling approaches. This section emphasizes the generalizability of DTRL

learning the trade-off between two conflicting objectives, average execution time and power con-

sumption, as a Pareto front set of solutions.

6.1 Experimental Setup

Domain Applications: The evaluation of DTRL involves six applications in the domain of

wireless communications and radar systems: WiFi transmitter, WiFi receiver, range detection,
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Table 3. Definition and Hyperparameter Values used in This Paper

Hyperparameter Description Value

P Number of parallel processes 10

NLayer Number of hidden layers in the value network 1

NNeuron Number of hidden neurons in the value network 64

depth Depth of DDT policy 3

N Total number of time steps for the entire training 3 × 107
T Number of steps to run per policy rollout 1024

γ Discount factor 0.99

λ GAE Parameter 0.95

ϵ Clipping factor 0.1

K Number of epochs to update the policy and value network 20

b Minibatch size 64

lr Learning Rate 3 × 10−4

single-carrier transmitter, single-carrier receiver, and temporal mitigation. Workloads comprising

100 frames each are constructed using a mix of the six applications.

DSSoC Configuration: The configuration of DSSoC consists of sixteen PEs classified into five

clusters based on their functionalities. These clusters comprise four LITTLE Arm A57 cores, four

big Arm Cortex-A53 cores, and fixed-function accelerators, which include two matrix multipli-

cation (MM) cores and four fast Fourier transform (FFT) cores, and two Viterbi decoding cores.

The PEs are chosen to fulfill the computational demands of the targeted domain applications. The

domain applications and DSSoC configuration employed in this study represent the most compre-

hensive configuration currently available within the DSSoC simulator[10].

Simulation and Emulation Frameworks:We first evaluate DTRL using our novel OpenAI Gym

environment integrated with an open-source DSSoC simulator, DS3 [2], as described in Section 4.

This simulator is validated against two commercial SoCs, Odroid-XU3 and Xilinx Zynq ZCU102.

We measure the hardware runtime overhead of the global multi-objective DDT scheduling pol-

icy by implementing it within CEDR [35] (an open-source Linux-based emulation and runtime

environment) on the Xilinx Zynq ZCU102 platform.

Baseline and State-of-the-Art Approaches for Comparison: To begin our comparative anal-

ysis, we employ an optimization-based approach that employs integer linear programming (ILP)

through IBM ILOG CPLEX Optimization Studio [5]. However, this approach suffers from severe

time and complexity issues, especially for high-intensity workloads (high target throughput)

due to a large number of variables and constraints. The solver takes several hours to days to

derive the solution and even fails to achieve an optimal decision in several cases. Therefore, we

enforce a timeout value of two minutes for each solver invocation. The ILP scheduler is reported

as a reference point, and it is not feasible at runtime due to its prohibitive runtime overhead (in

the order of minutes).

We also choose heuristic schedulers for comparisons with DTRL. The earliest task first

(ETF) [28] scheduler efficient scheduling decisions by iterating through all the ready tasks and

available PEs to determine the task with the earliest finish time, thereby making it a suitable

choice for comparison. We modify ETF to target different objectives such as power consumption,

energy consumption, and energy-delay product. The different ETF variants contribute to distinct

comparison points in our evaluation. We also compare DTRL with a machine-learning-based

scheduler that uses imitation-learning for task scheduling (ILS) [30]. This framework uses ETF as

the Oracle and trains a regression tree to approximate the Oracle decisions. State-of-the-art MORL
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approaches [58, 60] are introduced to address specific applications, such as continuous robotics

tasks and grid world games. However, these approaches do have certain drawbacks. For instance,

the Envelope algorithm [60] requires the action space to be discrete and suffers from sample

inefficiency, while PG-MORL [58] necessitates a continuous action space and both objectives

to be positive. Nevertheless, when it comes to the task scheduling problem, which involves

mixed-sign objectives and invalid discrete actions, these approaches are unable to effectively

handle such scenarios. Furthermore, these MORL approaches typically involve neural networks

with dense layers, resulting in a significantly higher runtime overhead compared to DTRL and

ETF (as provided in Section 6.2.4) when implemented on real hardware platforms. The runtime

overhead of these neural network-based approaches can be two to three orders of magnitude

greater than that of DTRL and ETF [30]. Therefore, to provide an additional basis for comparison,

we introduce a modification of an existing MORL method [39]. This modified method, referred

to as Scalarized-MOPPO, involves performing updates after computing the inner product of the

vectorized value function and the preference vectors. Notably, in Scalarized-MOPPO, the policy

DDT and the value network no longer take preferences as inputs, as the method trains separate

policies for various preference ratios of the different objectives.

6.2 DTRL Evaluation

A global DDT scheduling policy is obtained by employing the training procedure described in

Section 5. The DDT is constructed with 16 input features (including objective preferences) and

uses a maximum depth of 3. Each workload comprises 100 frames, and the frames are dynamically

injected into the system based on an exponential distribution. The average metrics from simu-

lations with 10 random seeds are used to avoid bias in the distribution. The target throughput is

varied between 1–50 frames permillisecond. The vector indicating the preference for the execution

time and power consumption objectives is denoted by {a,b} respectively.

6.2.1 Performance and Energy Consumption Evaluation. Figure 6(a) compares the average frame

execution time of DTRL with baseline and state-of-the-art schedulers. At high target throughputs,

frames are injected faster than they are processed; hence, newly injected frames overlap with ex-

isting frames. The overlap results in significant competition for the shared computing resources,

thereby resulting in a higher frame execution time, as observed in Figure 6. The DTRL policy in

Figure 6(a) uses a preference vector of {1, 0}, whereas the results for Scalarized-MOPPO are

Fig. 6. Comparison of (a) average frame execution time and (b) average energy consumption between

ETF [28], ETF-EDP, ETF-Energy, ETF-Power, ILP solution, ILS [30], Scalarized-MOPPO ([39]-Adapted) and

DTRL to schedule a workload comprising six streaming applications. The x-axis in Figures 6(a) and 6(b) is

normalized to the throughput achieved by the ILP solution.
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Fig. 7. Average frame execution time (μs) vs. Energy efficiency (mJ / frame) for (a) low (b) medium (c) high

target throughputs. Comparison between ETF [28], ETF-EDP, ETF-Energy, ETF-Power, ILP solution, ILS [30],

Scalarized-MOPPO ([39]-Adapted), and DTRL are presented. DTRL achieves multiple near-optimal policies

using various preferences.

obtained using the policy that is separately trained for the same preference vector. DTRL achieves

an execution time speedup of 1.03×, 1.05×, 1.25×, 1.9×, and 9× than ILS, Scalarized-MOPPO,

ETF-EDP, ETF-Energy, and ETF-Power, respectively. We note that ETF-Power assigns all tasks to

LITTLE cores (since it has the lowest power consumption), causing the system to become heavily

congested and drastically increasing average frame execution time. Although DTRL is trained with

multiple objectives, it still achieves an average execution time within 4% and 7% of ETF and ILP,

respectively. Additionally, the runtime overhead of ETF is 2× and 10× higher than that of DTRL,

as evaluated in Section 6.2.4. It is important to highlight that ETF, ILP, and ILS are designed to

optimize a single specific objective, whereas Scalarized-MOPPO and DTRL are specifically trained

to handle multiple objectives. On the one hand, Scalarized-MOPPO is trained individually for each

preference vector. Training several policies imposes a severe stress on the platform in terms of

training time and compute resources. Furthermore, the Scalarized-MOPPO approach requires the

platform to store all of them and appropriately choose one such policy based on the preference

vector at runtime. On the other hand, DTRL learns a Pareto front set of solutions for execution time

and power consumption objectives using a single policy.

DTRL’s energy consumption is evaluated by using a preference vector of {0, 1} to the global

DDT policy, as shown in Figure 6(b). DTRL achieves 3.06×, 3.08×, 3.06×, 1.97×, 1.75×, and 1.05×
lower energy consumption compared to ETF, ILP, ILS, ETF-EDP, ETF-Energy, and ETF-Power, re-

spectively. It achieves very similar energy consumption values compared to Scalarized-MOPPO. It

is worth noting that DTRL does not require retraining for the energy objective since the global DDT

policy dynamically generates near-optimal decisions based on the application- or user-defined

preference provided at runtime.

6.2.2 Multi-objective Functionality of DTRL. This section evaluated the multi-objective aspect

of the proposed DTRL framework. To this end, we show the average frame execution time versus

energy efficiency curves obtained by DTRL at varying throughputs, using multiple preference vec-

tors. Figures 7(a)–(c) illustrates the curves for low, medium, and high throughput workloads. The

evaluation employs preference vectors (ω) separated by a step size of 0.1,ω ∈ {{1, 0}, {0.9, 0.1}, . . .,
{0.1, 0.9}, {0, 1}}. Figures 7(a)–(c) also shows the energy efficiency (in milli-Joules per frame) of the

baseline and state-of-the-art schedulers. We note that ETF, ILP, and ILS will have only one point

on the plot since they support only one objective. However, for ETF, its variants correspond to

different comparison points in the objective space. For instance, ETF-Power corresponds to the
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Fig. 8. Pareto front solutions achieved by the proposed DTRL framework that trades off between the average

execution time of applications with the power consumption at various target throughputs (in %).

comparison point where the preferences for execution time and power consumption are 0 and

1, respectively. By using a single global DDT policy, DTRL covers the entire preference space

and produces solutions comparable to ETF and ILP, as described in Section 6.2.1. Furthermore, it

outperforms the other schedulers, providing flexibility to generate near-optimal scheduling deci-

sions for any preference vector specified at runtime. We also observe that DTRL scales to several

throughputs, achieving comparable or improved metrics compared to the other approaches.

Although Scalarized-MOPPO can achieve a similar Pareto front set of solutions to DTRL by train-

ing a separate policy for each preference vector, it faces challenges when deployed on a hardware

platform due to the need to store all possible scheduling policies. As a result, the scalability of

Scalarized-MOPPO is constrained when dealing with numerous objectives and their correspond-

ing ratios. Moreover, Scalarized-MOPPO struggles when the objectives exhibit substantial differ-

ences in magnitudes, as it learns from a scalarized reward function that requires domain expertise

for its design.

The DTRL policy, trained with two optimization objectives, namely average frame execution

time and power consumption, achieves the Pareto front curves as shown in Figure 8. A work-

load with 100% target throughput denotes the maximum frame rate supported by the platform. As

the target throughput increases, the average job execution time and power consumption increase

due to the increase in congestion in the SoC. The power consumption and execution time trade-

off curves at multiple target throughputs strongly demonstrate that DTRL scales to all workload

complexities.

6.2.3 Performance Evaluation of DTRL on a Runtime Emulation Platform. We implement DTRL

in CEDR [35] and analyze its performance on a Xilinx Zynq ZCU102 FPGA [4]. This evaluation uses

a configuration consisting of one FFT core, one MM core, three general-purpose cores, and three

domain applications, namely the WiFi transmitter, range detection, and temporal mitigation. The

trained DDTmodel for the above configuration uses 12 input features and amaximum depth of 3. It

is deployed in the CEDR framework as a C++ module. Figure 9 presents the comparison of average

frame execution time between DTRL (with a preference vector of {1,0}) and ETF executing work-

loads in CEDR on the FPGA at six different target throughputs. DTRL achieves lower execution

time than ETF at all workload throughputs. As discussed in Section 6.1, ETF incurs high computa-

tional complexity due to the quadratic dependency on the number of ready tasks, and its runtime

overhead varies between several hundred–thousands of nanoseconds. On the contrary, the DDT

DTRL policy achieves a runtime overhead of 120 ns per scheduling decision. Therefore, we demon-

strated the ability of the proposed DTRL framework to outperform state-of-the-art approaches in

both a DSSoC simulation framework and a real hardware platform (Xilinx Zynq ZCU102 FPGA).
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Fig. 9. Comparison of average job execution time between ETF and DTRL on a real hardware platform (Xilinx

Zynq ZCU102 FPGA) to schedule a workload comprising three streaming applications. Each bar in the plot

represents the average of 50 trials, with each trial consisting of 1390 tasks. Error bars represent the standard

deviation of the trials.

6.2.4 Scalability and Limitations. DTRL uses a differentiable decision tree (DDT) at its core

to make scheduling decisions. As explained in Section 3.3, at each node in the tree, features

are linearly combinedwith nodeweights and compared to a bias term. This enables DDTs to handle

high-dimensional input features and complex interdependencies between the input features, which

can be challenging for traditional decision trees. Additionally, DDTs can provide interpretablemod-

els that allow users to understand the reasoning behind scheduling decisions. However, a potential

limitation of using DDTs is their increased complexity and the size of the feature space, which may

limit scalability in certain scenarios. As the number of tasks and processors increases, the feature

space also grows, making it challenging to find an optimal solution at runtime. If the state space

is constructed with features for individual PEs, the time and space complexity of DTRL can reach

O (2N ), where N represents the total number of PEs. To mitigate this challenge, we address it by

grouping PEs into processing clusters (C), thereby reducing the number of features that would

otherwise increase with a larger system-on-chip (SoC) configuration. Consequently, the time and

space complexity of DTRL is reduced to O (2C ), with C being significantly smaller than N . Addi-

tionally, it is worth noting that the complexity of selecting a specific PE within a cluster is O (k ),
where k is the number of PEs within that cluster. Furthermore, as with traditional decision trees,

overfitting can occur if the model becomes too complex and with the increase in the tree depth. In

our work, we limit the DDT depth to 3 and transitions from randomly generated scenarios at each

episode to avoid overfitting.

7 CONCLUSION

The optimal allocation of tasks to processing elements (PEs) with minimal runtime overheads is

essential to maximize the performance and energy efficiency gains in domain-specific systems-on-

chip (DSSoCs). Existing approaches suffer from non-optimal scheduling decisions, high runtime

overheads and focus on a single optimization objective. This work presented DTRL, a decision-tree-

based multi-objective reinforcement learning technique for runtime task scheduling in DSSoCs.

DTRL uses a differentiable decision tree (DDT) policy and a novel reinforcement learning envi-

ronment for DSSoCs. Experimental evaluations utilizing six domain-specific applications and a

comprehensive DSSoC configuration demonstrate that DTRL captures the trade-off between ex-

ecution time and power consumption, resulting in a Pareto set of solutions using a single DDT

policy. Furthermore, DTRL outperforms state-of-the-art heuristic–, optimization–, and machine

learning-based schedulers with up to 9× higher performance and up to 3.08× reduction in en-

ergy consumption. The trained DDT policy also has negligible runtime overhead, achieving up to

16% higher performance than the state-of-the-art heuristic-based scheduler on the same hardware.
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Overall, DTRL provides a promising solution for optimizing the allocation of tasks in DSSoCs, en-

abling improved performance and energy efficiency in a range of applications. The core algorithm

presented in Section 5 can be readily applied to various domains that can be characterized by

multiple objectives and discrete action spaces. The proposed approach requires only designing an

RL environment specific to the target domain. For example, existing problems like wildfire track-

ing or games can be effectively addressed using DDT models within the reinforcement learning

framework [47], often incorporating additional objectives as constraints. These domains can be

expanded to accommodate multiple objectives and effectively tackled using the DTRL approach.

DTRL serves as a highly adaptable and deployable solution for multi-objective reinforcement learn-

ing, providing considerable flexibility in addressing complex problem domains. Future directions

include adding more optimization objectives, further minimizing the runtime overheads, and ex-

ploring the applicability of DTRL in other domains. Another key future work is to enable the

interpretability of the DDT policy, investigating each node’s behavior in the tree.

A APPENDIX

A.1 Proximal Policy Optimization (PPO)

Proximal policy optimization (PPO) [45] is a policy gradient algorithm that aims to improve the

training stability of the policy by updating it conservatively according to a certain surrogate ob-

jective function. Policy gradient algorithms typically update the policy network by computing the

gradient of the policy, multiplied by the discounted cumulative rewards, and using it as a loss

function with a gradient ascent algorithm. This update is typically performed using samples from

multiple episodes since the discounted cumulative rewards can vary widely due to the different tra-

jectories followed by each episode. To mitigate this variance, an advantage function is introduced

as a bias to quantify the benefits the goodness of taking action a in state s and is represented as:

A(st ,at ) = rt + γVϕ (st+1) −Vϕ (st ) (6)

Here, γ ∈ [0, 1] is the discount factor, and Vϕ (s ) is the value network that estimates the expected

discounted sum of rewards for a given state s .
At each optimization step during training, the PPO algorithm forces the distance between the

new policy (πθ (a |s )) and the old policy (πθ old (a |s )) to be small. It achieves its goal using the

following loss function and the advantage function:

Lθ =
1

T

T∑

t=0

min(ρ (θ )At , clip (ρ (θ ), 1 − ϵ, 1 + ϵ )At ) (7)

ρ (θ ) =
πθ (at |st )

πθ old (at |st )
(8)

where, T is the total time steps of collected data. The equation presented involves two policies:

πθ old (a |s ), which is used to collect samples by interacting with the environment, and πθ (a |s ),
which is being updated using the loss function. PPO introduces a constraint on the difference

between πθ old (a |s ) and πθ (a |s ) by applying a clipping operation on the ratio ρ (θ ) between two

distributions, with the clipping threshold ϵ being a hyperparameter of the algorithm. Additionally,

an entropy term may be added to the loss function to promote sufficient exploration.

During training, the value networkVϕ (s ) is also updated by minimizing the mean-squared error

between estimated and target values using gradient descent as the optimization algorithm:

Lϕ =
1

T

T∑

t=0

(Vϕ (st ) − (rt + γVϕ (st+1)))
2 (9)
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Fig. 10. Comparison of a) average frame execution time and b) average energy consumption between

ETF [28], ETF-EDP, ETF-Energy, ETF-Power, ILP solution, ILS [30], Scalarized-MOPPO ([39]-Adapted) and

DTRL to schedule a workload comprising six streaming applications. The x-axis in Figures 6(a) and 6(b) is

normalized to the throughput achieved by the ILP solution.

The multi-objective variant of PPO algorithm for runtime task scheduling is described in

Section 5.2.

A.2 Additional Experimental Results

In this section, we assess the generalizability of DTRL by evaluating it using a different DSSoC con-

figuration. Specifically, we divide the number of accelerator cores by two to demonstrate DTRL’s

performance across different configurations. This configuration comprises thirteen PEs classified

into five clusters based on their functionalities. These clusters comprise four LITTLE Arm A57

cores, four big Arm Cortex-A53 cores, and fixed-function accelerators, which include one matrix

multiplication (MM) core and two fast Fourier transform (FFT) cores, and one Viterbi decoding

core. Besides the difference in the DSSoC configuration, the experimental setup remains the same

for this evaluation.

Figure 10(a) compares the average frame execution time of DTRL with baseline and state-of-

the-art schedulers. The DTRL policy in Figure 10(a) uses a preference vector of {1, 0}, whereas
the results for Scalarized-MOPPO are obtained using the policy that is separately trained for the

same preference vector. DTRL achieves an execution time speedup of 1.25×, 1.05×, 1.2×, 1.8×, and
8.5× than ILS, Scalarized-MOPPO, ETF-EDP, ETF-Energy, and ETF-Power, respectively. Although

DTRL is trained with multiple objectives, it still achieves an average execution time within 5% and

9% of ETF and ILP, respectively. We emphasize that the runtime overhead of ETF is 2× and 10×
higher than that of DTRL, as evaluated in Section 6.2.4. It is important to highlight that ETF, ILP,

and ILS are designed to optimize a single specific objective, whereas Scalarized-MOPPO and DTRL

are specifically trained to handle multiple objectives. It is important to highlight that DTRL learns a

Pareto front set of solutions for execution time and power consumption objectives using a single policy

for various DSSoC configurations.

DTRL’s energy consumption is evaluated by using a preference vector of {0, 1} to the global DDT
policy, as shown in Figure 10(b). DTRL achieves 3.1×, 3.1×, 3.6×, 2×, 1.7×, and 1.06× lower energy
consumption compared to ETF, ILP, ILS, ETF-EDP, ETF-Energy, and ETF-Power, respectively. It

achieves very similar energy consumption values compared to Scalarized-MOPPO.

Figures 11(a)–(c) illustrates the average frame execution time versus energy efficiency curves

for low, medium, and high throughput workloads using multiple preference vectors. The evalu-

ation employs preference vectors (ω) separated by a step size of 0.1, ω ∈ {{1, 0}, {0.9, 0.1}, . . .,
{0.1, 0.9}, {0, 1}}. Figures 11(a)–(c) also shows the energy efficiency (in milli-Joules per frame) of
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Fig. 11. Average frame execution time (μs) vs. Energy efficiency (mJ / frame) for (a) low (b) medium (c) high

target throughputs. Comparison between ETF [28], ETF-EDP, ETF-Energy, ETF-Power, ILP solution, ILS [30],

Scalarized-MOPPO ([39]-Adapted), and DTRL are presented. DTRL achieves multiple near-optimal policies

using various preferences.

the baseline and state-of-the-art schedulers. It should be noted that ETF, ILP, and ILS represent

a single point on the plot since they are designed for a single objective. However, ETF’s variants

correspond to different comparison points in the objective space. In contrast, DTRL covers the en-

tire preference space and generates solutions that can be compared to ETF and ILP by utilizing a

single global DDT policy. DTRL outperforms other schedulers and offers the flexibility to generate

near-optimal scheduling decisions for any preference vector specified at runtime.
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