
Decentralised Biomedical Signal Classification
using Early Exits

Li Xiaolin1, Student Member, IEEE, Hans Vandierendonck2, Senior Member, IEEE,
Dimitrios S. Nikolopoulos3, Senior Member, IEEE, Bo Ji3, Senior Member, IEEE,

Barry Cardiff1, Senior Member, IEEE, and Deepu John1, Senior Member, IEEE

Abstract—This paper presents a decentralised signal classi-

fication approach for data acquired using Internet of Things

(IoT) wearable sensors. Traditionally, data from IoT sensors

are processed in a centralised fashion, and in a single node.

This approach has several limitations, such as high energy

consumption on the edge sensor, longer response times, etc.

We present a distributed processing approach for convolutional

neural network (CNN) based classifiers where a single CNN

model can be split into multiple sub-networks using early exits.

To reduce the transfer of large feature maps between sub-

networks, we introduced an encoder-decoder pair at the exit

points. Processing of inputs that can be classified with high

confidence at an exit point will be terminated early, without

needing to traverse the entire network. The initial sub-networks

can be deployed on the edge to reduce sensor energy consumption

and overall complexity. We also experimented with multiple exit

point locations and show that the point of exit can be adjusted for

trade-offs between complexity and performance. The proposed

system can achieve a sensitivity of 98.45% and an accuracy of

97.55% for electrocardiogram (ECG) classification and save 60%

of the data transmitted wirelessly while reducing 38.45% of the

complexity.

Index Terms—ECG classification, Arrhythmia, Decentralised

Inferencing, Distributed Network, Deep Learning

I. INTRODUCTION

With the rapid advancement of wearable biomedical sens-
ing, it has become possible to collect long hours of continuous
biosignal data, such as ECG. Traditionally, data acquired
by a wearable device is first transmitted to an intermediate
gateway and then sent to a cloud server for analysis. The
automated data processing algorithms are deployed as cloud-
native applications for continuous and long-term analysis
of ECG data. CNN has shown promising results in ECG
signal analysis [1], [2]. However, cloud-deployed systems are
highly dependent on communication networks, resulting in
high latency and response times, and also cause large energy
consumption in wearable devices due to continuous wireless
transmission. The straightforward alternative, i.e. to deploy
the models fully on edge wearable sensors also faces several
challenges. The computational costs of the models can be
prohibitively high for edge deployments. The challenge of
complexity is inherent to deep learning methodologies, and
therefore model compression techniques have been utilized as
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Fig. 1. Decentralised inferencing using 1D CNN with early exit points.

a means of addressing this issue [3]. Some works also report
the development of lightweight machine learning models for
edge devices [4]. However, fully edge-native approaches usu-
ally lower the system accuracy due to quantization losses or
other trade-offs.

We propose a decentralised data processing approach, where
a single CNN model can be split into multiple sub-networks
using early exits [5]. Here, each sub-network can accurately
classify a subset of the original input and can be deployed onto
separate nodes. The cumulative performance of the model (that
includes all sub-networks) remains high, similar to that of a
large model. The initial sub-networks have lower complexity
and therefore can better fit into a resource-limited edge device,
making it suitable for real-time applications. Since most inputs
are classified by the initial sub-networks, their processing can
be terminated early without traversing the rest of the network.
This reduces the energy consumption of the edge sensor, saves
network bandwidths, and reduces overall latency, response
times, and complexity.

II. ARCHITECTURE

In this work, we used the 1D-CNN originally proposed
in [1] as a baseline and added an early exit at one of the two
locations in the model (as in Fig. 1). We have optimized the
complexity of [1] by changing the first layer’s stride, kernel
size, and second layer’s stride to 5, 25, and 2 respectively
while achieving minimal change in performance. All layers
before the early exit are used for initial classification, and
the remaining layers will be used only for those inputs which
didn’t exit early. We used ECG from the MIT-BIH Arrhythmia
database and mapped them into 5 classes as per AAMI stan-
dard [3]. At the early exit, we compute the probability for all 5
classes (pi, i 2 (N, S, V, F, Q)), and assign the class with the
highest probability (max(pi)) as the possible output. Further,
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Fig. 2. The system performance and exit rate with early exit point 1.

Fig. 3. The system performance and exit rate with early exit point 2.

max(pi) is compared against a threshold, and if it is higher,
the computation is exited early assuming the initial results are
accurate. If max(pi) is below the threshold, the classification
result is deemed unreliable and processing continues to the
next stage of the model. One major issue with this approach
is the size of feature maps that needs to be sent from the first
to the second sub-network. If each sub-network is deployed
on independent nodes (say edge and cloud), it is essential to
keep the size of these feature maps minimal, to reduce the
communication and energy costs. To address this, we propose
to add an encoder-decoder network at the early exit point. The
encoder will compress the feature maps, to minimize energy
expenditure and communication costs when transmitting data
to the cloud. Fig. 1 illustrates the proposed model with exit
points for ECG beat classification. The proposed framework
facilitates the deployment of the first sub-network onto the
edge device, while the remaining layers are deployed on the
next node for handling more complex inputs. Only those inputs
which can’t be classified reliably on the edge are forwarded
to the next stage resulting in significant savings compared to
the traditional approach, which indiscriminately transmits all
inputs to the cloud.

III. RESULTS AND DISCUSSION

The MIT-BIH Arrhythmia database is used in this work,
with 70%, 15%, and 15% for training, validation, and testing.
The performance of the two exit points was evaluated inde-
pendently in the experiments. Fig. 2 and Fig. 3 illustrate the
variations in average system accuracy and sensitivity [3] with
respect to increasing thresholds, as well as the percentage of
data that can be exited early when either exit point is employed
in isolation. The exit rate represents the fraction of the entire
dataset that early exits at the specified exit point. The models
were optimized for high sensitivity to reduce the chances of
not detecting any anomalous classes.

Fig. 2 shows a threshold value of approximately 0.9 achiev-
ing a relatively high sensitivity of 98.45% with an accuracy

TABLE I
THE EXIT RATE, PERFORMANCE, THE NUMBER OF FLOPS, AND

REDUCTION PERCENTAGE AT DIFFERENT CONFIGURATIONS.

Threshold Exit Rate Accuracy Sensitivity # FLOPs Reduction Percentage

Original Exit Point - - 99.32% 98.52% 218880 -

Early Exit Point 1

0.6 94% 93.55% 97% 87040 60.23%
0.8 77% 96.45% 98.18% 110883 49.34%
0.9 60% 97.55% 98.45% 134727 38.45%

Early Exit Point 2

0.6 99.6% 98.94% 97.95% 147850 32.45%
0.8 98.85% 99.1% 98.14% 148385 32.21%
0.97 97.14% 99.26% 98.26% 149604 31.65%

of 97.55% when configuring the first exit point only, enabling
early exit for approximately 60% of the data. As Fig. 3 shows,
when the threshold is set to 0.97, 97.14% of the data is early
exited with 98.26% sensitivity and 99.26% accuracy. Thus, a
delayed exit point helps improve accuracy but at the expense
of complexity. Table. I displays the performance, the ratio
of data that exits early, the number of floating-point opera-
tions (FLOPs) at various configurations, and the complexity
reduction at the two exit points. The average total FLOPs is
calculated by Exit Rate ⇥ FLOPs(Exit) + (1 � Exit Rate) ⇥
FLOPs(Original). Based on the results presented in Table. I, it
can be inferred that as the threshold increases, the Exit Rate
decreases, despite the potential for performance improvements.
Thus, a trade-off must be made between performance and
overall complexity.

IV. CONCLUSIONS

This work presented a decentralised signal classification
approach for biomedical data in wearable sensing applications.
We demonstrated that large CNN models can be split into
multiple sub-networks using early exits such that each sub-
network can be deployed onto independent nodes to address
challenges in edge-only or cloud-only deployment of data
processing. We also demonstrated that by moving the early exit
point to a different location in the model, trade-offs between
model performance, resource utilization, and complexity can
be achieved. Our proposed model achieved 97.55% overall
accuracy and 98.45% sensitivity at the first exit location,
reducing 60% volume in wireless transmission and 38.45%
arithmetic operations.
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