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A Multidimensional Opinion Evolution Model with Confirmation Bias

M.Hossein Abedinzadeh and Emrah Akyol

Abstract— In this paper, we present a novel opinion dynamics
model in vector spaces. We define individuals and information
sources, where individuals’ opinions evolve over time and are
represented by vectors. The information sources are charac-
terized by constant opinion vectors, while confirmation bias is
explicitly incorporated into the model to account for individu-
als’ selective information acquisition from information sources
that align with their existing opinions. Drawing inspiration
from the Friedkin-Johnsen model, this mechanism combines
an individual’s innate opinion, the opinions of their social
network neighbors, and the influence of information sources.
The social network operates on trust and remains static, while
the information sources introduce dynamics through weighted
norms based on the distance between an individual’s and
the information source’s opinion vector. We characterize the
convergence conditions for the proposed dynamics and present
approximation and exact computation methods for steady-
state values under both affine and non-linear state-dependent
confirmation bias weight functions.

I. INTRODUCTION

Empirical studies in social sciences indicate that indi-
viduals form opinions on different issues correlatedly, i.e.,
the opinion components evolve as a vector, see e.g. , [1].
In recent years, there has been a significant interest in
expanding the scalar models to multidimensional settings
in order to reflect the complexities of opinion evolution
in real-world circumstances where individuals frequently
have several interconnected opinions on various topics [2]—
[7]. Individuals are represented as vectors of opinions in
the multidimensional model, with each vector dimension
corresponding to a specific issue. Extending scalar mod-
els to multidimensional settings requires developing new
mathematical tools to describe the dynamics of opinion
formation. One of the critical challenges is how to account
for the interdependence between different issues and how
individuals update their opinions on one issue based on their
opinions on other issues. Another challenge is incorporating
the effect of confirmation bias, where individuals tend to
seek out and favor information sources that confirm their
existing beliefs into the model. In [8], the authors proposed
scalar evolution dynamics based on the well-known Friedkin-
Johnsen model in [9], which explicitly considers the afore-
mentioned confirmation bias.

In this paper, we extend the opinion evolution model in
[8] which explicitly considers confirmation bias, to vector
spaces. Beyond a simple concatenation of independent scalar
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dynamics, this nontrivial extension enables modeling the
interactions between opinion components.

The structure of this paper is as follows. Section 2 intro-
duces the notation and outlines the model for cyber-social
networks. In Section 3, we delve into the analysis of con-
vergence dynamics and the estimation and exact computation
of the unique equilibrium point. Finally, Section 4 concludes
the paper, summarizing key findings.

II. NOTATION AND NETWORK MODEL

A. Notation
In this paper, we utilize the following notation:

R™ The set of n-dimensional real vectors;

Rt The set of non-negative real numbers;

R™MXn The set of m x n-dimensional real matrices

I The set of n-dimensional vector with all components
within [0, 1] interval

[mxn The set of m X n-dimensional matrices with all
components within [0, 1] interval

N(Np) Set of positive integers(including zero)
Matrix transposition

x<y Element-wise inequality between vectors x and y

A<B Element-wise inequality between matrices A and B

diag{x} | Diagonal matrix with appropriate dimensions whose
diagonal elements are given elements of vector x

sign(+) Sign function

1 Identity matrix

0 Zero matrix

1, n-dimensional vector of all ones

0, n-dimensional vector of all zeros

|| Absolute value of a real number, element-wise absolute
value of a vector or mtrix, and the cardinality of a set

x(r) The r-th component of vector x
A(r,a) Component in r-th row and a-th column of matrix A
x[t] The time dependence of vector x in a discrete domain,

where t is the time parameter

Scalars are represented using lowercase letters, vectors are de-
noted by bold lowercase letters, and matrices are indicated by
capital letters. In the rest of this section, we provide definitions
that are extensively utilized throughout this paper.

Definition 1 (/;-norm and [;-distance). For x € R", the l1-norm
is defined as:
lIx[] = Ix(r)].
r=1

The 11 -distance between two vectors x and y both in R"™ is defined
as:

d(x, y) =[x -yl

Definition 2 (Induced l1-norm). For a square matrix A € R™*",
the induced li-norm is defined as:

A n
1l = fsup L e B x 10,1 = max 3 4070
r=1
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Definition 3 (Weighted /;-norm and distance). Weighted li-norm
of vectors x € R" is defined as:

n

lIxlle =D e(r)lx(r)]-

r=1

Weighted [1-distance between vectors x and y is defined as:
dc(X, y) = ||X - y“c

Definition 4 (stochastic and sub-stochastic matrix). A matrix A €
I™*™ is row-stochastic if:

> A(ra)=1 Vre{1,2,...,n},

a=1

and sub-row-stochastic if:

> A(r,a) <1 Vre{l,2,...,n}

a=1

Similarly A € T"*™ is called column-stochastic if:

> A(ra)=1 Vae{l,2,...,m},

r=1
and sub-column-stochastic if:

> A(r,a) <1 Vae{1,2,...,m}.

r=1

If a matrix is both row-stochastic and column-stochastic, we refer
to it as a row-column-stochastic matrix. This sentence applies to
sub-stochastic matrices as well.

B. Social Network Model

We investigate a network consisting of two layers: Social layer
and information layer. In the social layer, there are n € N
individuals, each denoted as v;. Every individual holds an expressed
opinion vector x;[t] € I? at time ¢, along with an innate opinion
vector s; € [? regarding ¢ € N interconnected issues. In the
information layer, there are m € Ny distinct information sources,
denoted as uy. Each of these sources has an associated information
vector yi € 19, all addressing the same ¢ topics.

The interactions among individuals are modeled through a di-
rected graph G = (V,E), where V. = {vi,...,v,} signifies
the individual vertices, and E C V x V denotes the set of
edges representing influence relationships. Self-loops are permitted,
meaning that for certain v; € V, (v;,v;) € E. The transmission
of information from sources to individuals is represented by a
bipartite directed graph H = (VUU, B), where U = {u1,...,um}
corresponds to the vertices representing information sources, and
B C V x U denotes the edge set. Consequently, each individual is
associated with a set of neighboring individuals N; C V and a set
of neighboring information sources ; C U.

Note: The vector x;[t] represents the state at time ¢ and is
inherently time-dependent. However, for the sake of simplicity, in
certain instances within this paper, we omit the explicit use of the
time argument ¢.

We consider the following model which is adopted from [8]:

Xi[t + 1} = ([ — Al)Sz + Al([ — AZ) Z Wiij]' [t}
JEN;
+ AN Z Vik (%) 85,k (1)
keQ;
where

1) We define ;1 as follows:

Oik =YK —Si

2) Let a; € I be a vector containing parameters representing
the social influence of individual v;. We define the matrix
A; € T9°9 as follows:

A; = diag{a; }

3) Consider A; € 17 as a vector containing parameters that
represent the information influence of individual vi. We
define the matrix A; € I19%? as follows:

A; = diag{\;}

4) W;; € R4 represents the weighted influence matrix
of individual v; on individual v;.We emphasize that W; ;
remains constant over time, and W; ; represents the intercon-
nection between different components of the opinion vector
X; [t]

5) We introduce B, ,(-) : I9 — T4, which is defined as follows:

Bix(xi) = Cig

The weight matrix C;, € I19°9 is a constant, stochastic
matrix. Where 7 refers to individual v; and k refers to
information source uy.

6) Define the function v} ,(-) : I — R* as:

vik(xi) = gik(B; 5 (r) (i),

where g7, (-) : T — RT is a decreasing function. This
function v; ;(x;) quantifies the confirmation bias of the r-
th component of the opinion vector of individual v; towards
information from source u.

7) Vik(xi) € RT?? is the weighted influence matrix of
information source ux on individual v;, which is defined as
follows:

Vir(x:) £ biadiag{ [vl () 0l (x)] ) @)

where b; ,, = 1 if information source ux € Q;, and b; , = 0
otherwise.

Xi — Yl @)

Remark 1. The definition of C; i in (2) indicates that the confir-
mation bias within the r-th component of the opinion vector X; of
individual vi is computed by averaging the components of |Xx; —yx
thereby representing a weighted distance as follows:

>

5z‘,k(xi)(7") = dci,k(r,:)(xi, V&)
where C; (1, :) denotes the r-th row of Cj .

Remark 2. A; and A, are specific characteristics of individual
vi, independent of their connection to information sources. The
connection of an individual vi to an information source uy is
specified by b; .

We represent the social dynamic given by (1) in concatenated form
as follows:

x[t+1] = (I — A)s + A((I — AWx[t] + AV(x)8), (@)

where we define the following variables:

x £ [xr,x;,...,xI]T eI 5)
sé[sf,s;...,sﬂ-re]l"q, (6)
62yl sl yh-sl| e @
52 [6],...,6Z}T e 1™, ®)
A = diag{A1,..., A} € ["7*", )
A 2 diag{Ay,..., Ay} € "7, (10)
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Wl,l Wl,n
W2,1 WQ,n
wa | .| ey an
Wn,l Wn,n
Vi(x:) 2[Via(xi), . . . Vim(xi)] € 197%™ (12)
V(x) £ diag{Vi(x1),..., Va(x,)} € "™ (13)

Assumption 1 (upper and lower acceptance parameter). We in-
troduce the upper-acceptance vector ¢, € 17 and the lower-
acceptance vector ¢, € 1. The bound for v} (x;) is expressed
as follows:

(1—-ai(r)e,(r) < v (x:) < (1 — e (r)) e, (r)

Assumption 2. Matrix (I — A)W is a stochastic matrix.

Assumption 3. Matrix A(AV (x) + I) is row-sub-stochastic ma-
trix for any x € 1"? .

Assumption 4. For any x and z € 1% weight function v; ;(-)
satisfies

vie(x) = vin(2)] < gy g (r)l]x — 2]
forVi eV, Vk € U, Vr < q and some constant p, ;, € R*

Assumption 5. The following condition holds:

max Igg@({zzai(r)(l = Ai(r))Wi s (r, a)}+

i€VreQ

max
i€V

Z Zai(r)Ai(T)“i,k(7’)|5i,k(7’)| < 1.

keQ;r=1

Remark 3. Using 8;x = yr — Si, we rewrite equation (1) as

Sfollows:
xilt +1] = (I — Ai — Ai\i Y Vik(x))ss
keQ;
+ Ai([ — AZ) Z Wi,ij[ﬂ + A;\; Z Vi,k(xi)YIv (14)

JEN; keQ;

As evident in equation (14), given that the matrices Vi (X;)
are diagonal, an increase in the value of vy, (x;) for the r-th
component of the opinion vector x;(r) implies a decrease in the
influence of si(r) on the dynamics. Accordingly, Assumption 1
employs the concepts of upper-acceptance and lower-acceptance
vectors to establish a boundary for vy j,(x;).

Remark 4. As evident from Assumption 1, if o;(r) = 1, then
v; (xi) = 0. This implies that if Individual v; does not consider
its innate opinion, the information sources do not have an effect on
its expressed opinion. Therefore, in this paper, when o;(r) = 1,
we consider X;(r) = 0.

Remark 5. Due to the fact that x;, si, and yy are in 19, (1) and
(4) represent averaging equations to ensure that x;[t + 1] remains
in 1. This is guaranteed by Assumption 2 and 3.

Remark 6. The Lipschitz condition, as expressed in Assumption
4, establishes that the value of ’U:k(Xz) is amenable to control
through a linear weight function. Consequently, certain nonlinear
weight functions governed by Assumption 4 can be approximated
as linear weight functions. As seen in works such as [10], [11],
in control theory, Assumption 4 is a common technical requirement
used for the stabilization of nonlinear systems.

In the following example, we illustrate the significance of
multidimensional modeling, where a multidimensional modeling

approach yields significantly divergent outcomes compared to one-
dimensional modeling.

_ [1.0
Y17 10
Uq
) x1[0] = 54 X
’,a’ X5 [0] =S5, \‘~~~
V' 4 S\
2-D Modeling: 1-D Modeling:
) _ 70.46 . 700
lim x,[t] = [0.82 - > lim x, [¢] = [0.88
) _ [0.46 . 700
+ B [0_85]‘ """ e [0.89 v
Uy < » V1
N\ 4 @&
< —[0:0 0.0
2= [0-5 $17 [0.0

Fig. 1: A network with two individuals (v; and v;) and one
information source u;. The equilibrium point of the system
is obtained under two conditions: firstly, with two separate 1-
D models for each issue. second: with one two-dimensional
model. This setup allows us to analyze the dynamics of
the system and observe how the equilibrium point shifts in
response to different modeling approaches.

Example 1. In this example, a network structure with two indi-
viduals vi and va, and an information source ui, is employed.
The opinion vector consists of two components, where the first
component is called Issue 1, and the second component corresponds
to Issue 2. The network structure is illustrated in Figure 1. We
assume the weight influence matrices Wi ; (i,j € {1, 2}) to be
diagonal as follows:

25 0.0
Wiit=Wipg=Wsa1 =Wso= [ ]

0.0 25

The diagonal weight matrices W ; (i,j € {1, 2}) mean that when
they discuss Issue 1 with each other, their beliefs about Issue 2
have no impact on Issue 1, and vice versa. This property also
holds for the self-loops W11 and W4 2, which indicates that within
themselves, vi and va2 do not have interconnections for Issue 1 and
Issue 2.

Social and information influence matrices are given by:

A1 = AQ = Al = AQ = d1ag{08, 08},

A relatively large value of the social and information influence pa-
rameters indicates that both individuals possess a strong inclination
toward the information source. Innate opinions of individuals and
opinions of information sources are given by:

0.0 0.0 1.0
5= {0. } 2= [0.5}7 yi= {1.0]'

Additionally, v 1, i € {1,2} and v € {1,2} are defined as:
Vi1 = gir,l(ﬁi,l(r)) =0.3(1.0 - ﬂi,l(r))’

where B, 1(x;) is defined in (2). We use two different values for
CikVi € {1,2} and k = 1 in (2) . In the first and second scenarios,
C; i is represented as C1 and Cs respectively (Vi € {1,2} and k =
1), and is explained as follows:

10 0.0 0.95 0.0
Cl:[o.o 1.0]’ 02:{0.05 0.95]'
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These two matrices appear quite similar. If we regard C2 as the
actual system matrix and C1 as an approximated version of Co,
it might appear that the influences of non-diagonal factors have
been neglected, and the resultant matrix has been normalized. The
simulation results of the dynamics in the first and second scenarios
are depicted in Figure 2. In the following, we discuss how a small
change in C 1, has resulted in such a substantial difference in the
outcomes.

The first scenario leads to two decoupled dynamical systems for
each issue. For Issue 1, the dynamics are as follows:

Xl(l)[t =+ 1] = 0.251(1) + 0.4(X1(1)[t] + Xz(l)[ﬂ)
+0.3(1 = [x1(1)[t] — y1(1)[)d1,1(1)
xa(Dt+1] = 0.285(1) + 0.4(x1 (1)[f] + x2(1)][t])

+0.3(1 — x2 (D[] = y2(1)[)2,1(1)

Similarly, for Issue 2, the dynamics are as follows:

X1 (2)[t =+ 1] = 0.251(2) + 0.4(X1(2)[t] + X2(2)[ﬂ)
+0.3(1 — [x1(2)[t] — y1(2)])81,1(2)
xa@)[t+1] = 0.255(2) + 0.4(x1 (2)[] + x2(2)]t])

+0.3(1 — [x2(2)[t] — y2(2)[)2,1(2)

In the first scenario, where the initial conditions for simulating
the dynamical systems are set to the innate opinions, s1 and Sa,
two notable observations emerge. For Issue 1, due to disagreement
between individuals and the information source, the confirmation
bias terms vil,l, i € {1,2} become zero, and the difference
equations associated with Issue 1 remain zero. Conversely, Issue
2 displays distinct dynamics. Here, the confirmation bias term ’Ué’l
is nonzero, prompting the individual to align with the information
source, driven by a significant information influence parameter. This
leads the belief of va to converge with the information source’s
viewpoint. Even though the initial confirmation bias v%,l is zero at
the initial condition, the impact of va induces a gradual change in
v1's belief. Given vi’s inclination toward the information source
due to a substantial information influence parameter, its belief
progressively converges with that of the information source. Figure
2 confirms the analyses.

In contrast to the first scenario, the second scenario can no
longer be modeled using separate sets of differential equations for
each issue. Here, a coupled dynamical system for the entire network
is derived as follows:

)it +1] = 0.281(1) + 0401 (D[] + x2(1)][t])
+0.3(1 — 0.95|x1(1)[t] — y1(1)|
=0.05/x1(2)[t] — y1(2)[)d1,1(1)
X1 (2)[t =+ 1] = 0.251(2) + 0.4(X1(2)[t] + X2(2)[ﬂ)
+0.3(1 — 0.05x1 (1)[f] — y1 (1)]
—0.95x1(2)[] — y1(2)])81.1(2)
xa(D[E+1] = 0.285(1) + 0.4(x1 (1)[f] + x2(1)]1])
+0.3(1 — 0.95|x2(1)[t] — y1(1)]
—0.05[x2(2)[t] — y1(2)])d2.1(1)
xa@)[t 1] = 0.285(2) + 0.4(x1 (2)[1] + x2(2)]t])
+0.3(1 — 0.05|x2(1)[t] — y1(1)]
—0.95|x2(2)[t] — y1(2)[)82,1(2)

The results depicted in Figure 2 demonstrate a very strong
alignment between the two scenarios in Issue 2; however, there
are stark differences in the outcomes for Issue 1. This suggests that

the nature of this dynamic is multi-dimensional, and two separate
one-dimensional approximations cannot capture all the network’s
characteristics.

1 1
—Actual Model
x,(1)0.5 x,(2) 0.5
o 0 100 200 300 400 450 0 o 100 200 300 400 450
1 1
x,(1)0.5 X,(2) 0.5
0 0
(] 200 450 0 200 450

Time Time

Fig. 2: The simulation results are generated based on two
distinct scenarios. In the first scenario, the system is modeled
using two separate one-dimensional models for each issue.
In the second scenario, the system is represented by a single
two-dimensional model. This setup lets us observe how Issue
1 varies in response to different modeling methodologies.

III. CONVERGENCE ANALYSIS

In this section, we analyze the convergence behavior and equilib-
rium points of (1) and (4). In the following theorem, whose proof
is presented in Appendix I, we establish the existence of a unique
equilibrium point.

Theorem 1. The dynamics described by (1) (and (4)) converge to
a unique equilibrium point x° that satisfy:

x“=(1I—-A)s+ Al — A)Wx® + AAV(x°)d

regardless of the initial conditions.

In the following example, we observe how the model converges
to a unique equilibrium point regardless of the initial conditions.

Example 2. This example illustrates a network with three indi-
viduals, each expressing opinions on two interconnected issues.
The opinion of each individual is represented by a vector with two
components, the first corresponding to Issue 1 and the second to
Issue 2. The network structure is illustrated in Figure 3. The weight
influence matrices W j (i,7 € {1, 2, 3}) are defined as:

Wi = {8:2 8:2} Wia = {8:? 8:;}’

Wis = {00.'015 00'915}’ Wai=Waz = [g:g 09435}’
Wao=wi=o Wi = [0T 0]

Ws,a = {00.65255 0?625]'
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Social and information influence matrices are given by:

Al = Al = A3 = d1ag{02,02},
Az = Ay = diag{0.8,0.2}, As = diag{0.8,0.8}.

Innate opinions of individuals and opinions of information
sources are given by:

B
Additionally, v; \,(x:) are defined as:

vi1=0;i€{l, 3} and r € {1, 2}

V21 = g2,1(B2,1(r)) = 0.5(1 = By, (r));m € {1, 2}.
Where (3, | (x;) is defined as:

L 0.8 0.2][Ix2(1) — yi(1)]
B2 (xi) = {0.2 0.8} {|X2(2) - @I

The network parameters and matrices are defined in a manner
that complies with Theorem 1. Figure 4 depicts the evolution of
the opinions held by all individuals, starting from random initial
conditions, across 500 simulations. The simulations demonstrate
that the dynamics converge to a unique equilibrium point regardless
of the initial conditions.

_ (0.0
1.0

S

x:[0] = s,

_— x,[0] = s, 6 — [0.0

| %3[0] = s3 ‘ 0.0

i

1

! _ 0.029

i lim x, [¢] = [0.953
_ _ [0.496

A - S U by $3 = [8'3

. _10.392
lim x5[t] = [0.320

Fig. 3: A social network with three individuals and one
information source.

IV. EQUILIBRIUM ANALYSIS

In this section, we address equilibrium point characteristics in
dynamical system (1). Initially, within the framework of Corollary
1 (whose proof is presented in Appendix II), we demonstrate the
existence of an equilibrium point in the general state described
by equation (1). However, its computation leads to an explosive
search in the space 1. These problems are effectively addressed
using constrained optimization techniques. Subsequently, in Section
A, we demonstrate that by utilizing affine functions for v; , (x:)s,
the equilibrium point can be determined through a search in a
finite space. In subsection B we show that under conditions where
the network structure is specified and v; 4 (x;)s are bounded, the
equilibrium point of the dynamic system (5) is approximated, and
under conditions stated in Section C, the system admits a closed-
form solution.

Corollary 1. The network system (1) has a unique equilibrium
point that satisfies the nonlinear equation (15):

1 1
x,(1)0.5 x,(2)0.5
0 o 10 20 30 40 45 0 o 10 20 30 40 45
1 1
X,(1)0.5 x,(2)0.5
0 o 10 20 30 40 45 0 0 10 20 30 a0 45
1 1
X4(1)0.5 X5(2)0.5
(] 0
0 20 45 0 20 45
Time Time

Fig. 4: Evolution of opinion of individuals in the social
network, showing convergence to a single equilibrium point
over 500 simulations.

x = (I —A(I = W)™ (I — A)s + AAV (x°)d).  (15)
Remark 7. Assumptions 2 and 5 imply that A(I — AN)W is a sub-
row-column-stochastic matrix.

Due to the dependence of V on x° obtaining x® via (15)
frequently entails solving a constrained optimization problem.

A. Equilibrium in Presence of Affine Weight Functions
Our attention is directed towards affine weight functions repre-
sented as:

Gik = wi(r) —;(r)B, 1 (x:)(r), (16)

where, w; € 17 and ~y,; € I? are non-negative vectors.

Remark 8. By making reference to Remark 2, we infer that 0 <
9; - Additionally, from its definition which is utilized in the proof
of Theorem 1, we deduce that it is a decreasing function. Therefore,
inequalities 0 < v, < w; and 0 < Cy i, forall i, j € Vand k € U
are satisfied.

Remark 9. In (16), the multiplication of ~;(r) by B; ,(xi)(r)
introduces flexibility in the choice of 7y, (r). This flexibility is subject
to the condition that the inequalities in Remark 8 remain valid.
Consequently, it is reasonable to assume that C; . is a stochastic
matrix, without loss of generality.

If v; 1, (x;) takes the form of affine functions as described in (16),
the dynamical system described in equation (4) is transformed into
the subsequent equation:

x[t + 1] = Aas + Va(x)y + Wa(x)x[t], a7

Where A,, V,(x) and W, (x) defined in (37) to (39). The following
theorem states that computing equilibrium point x° in a known
network structure in conjunction with affine weight functions,
involves searching through a finite set. The proof is presented in
Appendix III.

Theorem 2. If v; ;. (x;) takes form (16), Algorithm 1 converges to
the equilibrium point in a finite number of steps.
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Algorithm 1 Computation of Equilibrium Point

Input: The ordered set P encompasses all possible values
of 0;) as defined in (35). For each 6;, € P, there exist
corresponding values for M and M as given in (44) and
(50), respectively, initial index p = 1.
Qutput: Equilibrium point x°.

1: while p < ||P|| do

2: Compute: M, M from (44) and (50), and corre-

sponding values W, and V.

3: Compute: Xew «— (I — Wa)fl(Aas + V.y).

4: if by, sign(X;Sew — Y&) = @ik, for Vi € V, Vk € U
then

5: Output equilibrium point: x° ¢ X%ey .

6: Break.

7: else

8: Update index: p <— p + 1.

B. Equilibrium Point Approximation

According to Assumption 1, v; ;(x;) is bounded. In the subse-
quent theorem, we demonstrate that it is possible to determine a
bound for x°. The proof is presented in Appendix IV.

Theorem 3. Dynamics (4) converge to a unique equilibrium point
X° that satisfies inequality (18),

xp < x° < xy. (18)
where:

x| £ max(Z(s + AA(2By — ®S5B1,,)), 0ny), (19)
xy £ min(Z(s + AA(®PBy — ®5B1m)), Lng), (20)

T
© £ dingq [¢,, &), ] } € R, @1

— - — _ T
G2 ag{[q{, Byvees Bu } ERMM, (22)
ZE(I—-A(I-MNW) (I - A) e R"*M (23)
S £ diag{s} € R™*™, 24

Example 3. In Example 2 if we replace v%yl and v%)l as follows:

v%yl =0.75In(2 — 0.7‘33% - y1| - 0.3}30% - y2|)

v3q, =0.3(1— sin(0.3|m§ -yi|+ O.7|x§ —y2|))

the upper bounds for v%,l and v%l are straightforward to compute:
0 < vz < (1—a(1))1.04,
0.052 < v31 < (1 — @2(2))0.33.

In Figure 5 we plot the equilibrium point, as well as its correspond-
ing lower and upper bounds computed using (18).

As depicted in Figure 5, minimal disparities are observed be-
tween the upper and lower bands at x1(1), x1(2), and x2(2).

Remark 10. If (18) is satisfied with equality for the (iq + v — q)-th
entry, i.e, xi (i + 7 — q) = xy(iq + r — q), then the estimation of
r-th component of individual v;’s opinion at steady state is exact:

xi(r) = xL(ig + 1 — q) = xu(ig + 1 — q).

1 . : : ‘ ‘
@  [*Lower Bound @Upper Bound M Equlibrium Point]
0.8 X5(2) = 0.9519 1
0.8 x°(2) = 0.9445 B
X (2) = 0.9441
0.7 4
0.6 x3(3) =0.4337 B
X5(5) = 0.3621
0.5 x°(5)=0.0944 | |x%(6)=0.2963 ||
0.4r X(5)=00352 | |yo6)_0.0773 | |
’ [ X2(6) = 0.0288
0.3 ® i
x§(1) = 0.0285 Xy(4) = 0.0405
0.2 x%(1) = 0.0195 x°(4) = 0.0347 -
0.1 |[tm=00175 ™ X{(4) =0.0335 - = |
o ‘ * . * *
x,(1) x,(2) x,(1) %,(2) x5(1) x,(2)

Fig. 5: This plot shows the opinion values of three individuals
on two issues, along with upper and lower bounds, and an
equilibrium point. The x-axis is labeled with each issue of
each individual, while the y-axis represents the value of
opinion.

C. Close-form Solutions in Presence of Affine Weight Func-
tions
In the preceding subsection, we discussed that finding the equl—

librium point involves a finite search among the at most 3(nma)®
possible cases. In the following corollary, we introduce a case in
which there is a close-form solution. The proof is presented in
Appendix V.

Corollary 2. Given that g; j, is affine as described in (16) for all
i1 €V, keUandr < q if the following condition is met for
a=1iq+r—gq:

y(a) > xp(a) or y(a) <xi(a) (25)
the equilibrium point of (1) has a closed-form solution that satisfies:

X =(I = Wa) " (Aas + Vay).

Example 4. In Example 2 we used v%’l and vg,l as follows:

vy1 = 0.5 — 0.5(0.8]x2(1) — y1 (1)
+0.2[x2(2) — y1(2)]),

v31 = 0.5 — 0.5(0.2]x2(1) — y1 (1)
+0.8|x2(2) — y1(2)]),

where

w1 =7, = [0.5, 05"
The upper bounds for v%}l and v%’l are straightforward to derive:
0<wvy1 < (1—azl)), and 0 <v3; < (1 — a2(2))0.56.
The bounds of xo calculated using (18), which gives:
0.04 < x2(1) < 0.5, and 0.03 < x2(2) < 0.042

Using (56), we determine that 0;,(1) = —1 and 0;,(2) = 1,
allowing us to simplify the system such that the cardinality of order
set P in Algorithm 1 reduces to 1. As a result, we analytically obtain
the equilibrium point using Theorem 2 as:

= [0.029, 0.953, 0.496, 0.041, 0.392, 0.320]T

Authorized licensed use limited to: STATE UNIV NY BINGHAMTON. Downloaded on August 30,2024 at 17:22:06 UTC from IEEE Xplore. Restrictions apply.



V. CONCLUSION

In this paper, we presented a novel model of multidimensional
opinion dynamics in social networks, with a special emphasis
on confirmation bias. Along with model, we provided sufficient
conditions for convergence of dynamics to a unique equilibrium
point that is independent of initial conditions. We examined this
equilibrium point for both linear and nonlinear confirmation bias
functions: for nonlinear functions, we provided upper and lower
bounds and for linear functions, we presented exact computation
method of the aforementioned point, following the steps introduced
in [8] for scalar systems.

APPENDIX I
PROOF OF THEOREM 1
We reproduce the following well-known Banach fixed-point
theorem that we use in proving Theorem 1.

Theorem 4 (Banach Fixed-Point Theorem [12]). Let (X,d) be a
complete metric space, and let f : X — X be a mapping. If there
exists a constant 0 < ¢ < 1 such that for all x,y € X, we have

d(f(x), f(x)) < cd(x,y)
then f has a unique fixed point x° in X, i.e., there exists exactly

one point x¢ € X such that f(x°) = x°.

To prove Theorem 1, we consider the concatenated form (4) of
the dynamics (1). We define the function

£(x) 2 (I — A)s+ A((I — A)Wx + AV (x)d).

If f(x) satisfies Theorem 4 with /1 -norm, then the dynamical system
defined by (4) has a unique equilibrium point. Thus, we relate norm
of difference between f(-) evaluated at x,x’ € R"™ as follows:

If(x) = £l < [|A( = MW (x = x) |
+ [[AA(V (x") = V(x))4d]]. (26)
suppose ||x" — x|| # Oq:
JA(I — A)W||Hx’ — xH
={sup W cy eRYy #£ Oq}HX/ — XH
SIAT = MW (' —x(t ”H x|
- [[x" —x||
=[ AT = MW (x' )|
which indicates
AT — MW (X" —x)|| < [[AU — MW ||x" —x]||. @D

It is evident that when ||x" — x|| = 0, the (27) still holds, which
implies that (27) holds for all values of ||x’ — x||.
From (2) and recalling that 0 < |§; 1 (r)| < 1, we conclude that:

||AA(V(X/) — V(x))tSH
n a
<SS S (Al () — o (1) 160 ()]
i=1lkeQ;r=1
(28)
By using Assumption 4 in right hand side of (28) we have:
Z > Zaz )ik (xi (1) — vik (xi(r)]| 0.k (7))
i=1keQ;r=1
<Zzzaz (M) pi i ()| (r) — xi(r)[| 86,k (7)]
i=lkeQ;r=1
< " = x|fmaxq > Zaz ) () 8is(r)] o (29)

keQ;r=1

and hence,
IAA(V (X)) = V(x))d]|
<[[x" = x||max 2;2 Zf’“ (M)p (MIGi k(M) p - (30)

Combining (26) with (27) and (30), we conclude that if Assump-
tion 5 holds, f(x) satisfies Theorem 4. Hence, the (1) converges to
a unique equilibrium point for any initial opinion z(0) € 1.

APPENDIX IT
PROOF OF COROLLARY 1

According to Theorem 1 and Assumption 4, an equilibrium point
that satisfies Theorem 1 exists. We note that (15) can be derived di-
rectly from Theorem 1, provided that the matrix (I — A( — A)W)
is non-singular. Based on Remark 7, A(I — A)W is sub-row-
stochastic, which implies that the spectral radius of this matrix,
denoted by p(A(I — A)W), is smaller than or equal to 1 (i.e.,
p(A(I — )W) < 1.

We also deduce from Assumption 5 that the norm of A(I—A)W,
denoted by ||A(I — A)W||, is less than 1. It is well-known that the
spectral radius of a matrix is always less than or equal to its norm,
ie., p(A(I — A)W) < ||JA(I — A)W||. By combining these two
inequalities, we obtain p(A(I—A)W) < 1and ||[AJ-ANW]| < 1,
which in turn implies that p(A(I — A)IW) < 1.

This insight suggests that the matrix A(I — A)W is stable. As
a result, the matrix (I — A(I — A)W) is non-singular.

APPENDIX III

PROOF OF THEOREM 2

By substituting the affine weight function (16) into V; x(x;)d; %
in (1), we obtain:

Vik(%:)0i 6 = (i + T35 1C5 1605 1)ye — is;

el ETAVEN GIAC IS o 3D
where
Q; £ diag{w;} € R™*Y, (32)
T; £ diag{~,} € R, (33)
A = diag{d;r} € R?Y, (34)
i = sign(x; —yi), (35)
O, = diag{0;ir}, (36)

By substituting the (31) into (1), and expressing the obtained
equation in matrix form (17), we have

Aa 2 1-A(I+A0QB), 37)
Va(x) £ AA(QB + M(x)), (38)
Wa(x) 2 A(I — AW — AATM (%), (39)
T
y £ [yf,y§,~~~7yl] erm, (40)
T
Qédiag{[w1T,w2T,...,wnT] } 1)
A 1. T T T T
delag{['yl Y2 s Yn ] }, (42)
M 2 b 1A 1Ci 1O,
M1,1 Ml,m
M| C, (44)
Mn,l Mn,m
B = diag{b; 114} € R, (45)
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Bia Bim
B4 : : , (46)
B;L,l B'r;,m
B; = [Bm Bi,m], 47)
B2 diag{Bi,..., B}, 48)
M2 S Mo “9)
keU
M % diag{M,...,M,}, (50)
Using convergence definition for (17), we obtain:
=(I — Wa(x)) " (Aus + Va(x)y). (51

In the context of linear weight functions, (16) introduces a depen-
dence of 6, on x° under steady-state conditions. Consequently,
both M and M become functions of x®. It is important to note
that 8; 1 (r) takes one of three values: 1, 0, or —1. This limitation
implies that the total number of potentlal choices for M and M at
steady state is bounded by 3(m0)? at most. We denote this set of all
possible choices as IP. Considering the constraints imposed by (15),
only one of these choices satisfies the constraints and corresponds to
the equilibrium point. Therefore, the task of finding the equilibrium
point mvolves a finite search among the aforementioned set of at
most 3("m9)” possible cases. Algorithm 1 exploits this property to
obtain this equilibrium point using (51).

APPENDIX IV
PROOF OF THEOREM 3

Theorem 3 is established through the derivation of bounds for
g = V(x®)d in (15). Element of g corresponds to the r-th
component of the opinions of individual v; obtained according to

glig+r—q) =Y viu(x)yn(r) = > vip(x{)si(r)  (52)
keU keu
Using Assumption 1, we have:
glig+r—q) < (1 —-ai(r))
(@(r)Z biwyr(r) —si(r)@,(r)) lu) (53)
keu k€U

The right side of (53) corresponds to the (iq + r — g)-th entry of
the matrix h derived from the expression:

h= (I - A)®By — (I — A)®SB1,.4

Thus, we obtain:

V(x*)d < (I — A)®By — (I — A)®SBlyma (54)
Similarly, we derive:
V(x*)§ > (I — A)®By — (I — A)®SBlya (55)

By employing (54) and (55) within (15) and considering that 0,4 <
x¢ < 1,4, we derive (19) and (20). The expressions for @, ¢, B,
and S are provided by (21)-(24) respectively.

APPENDIX V
PROOF OF COROLLARY 2
As proposed in the study by [8], it is possible to reduce the

number of available choices by incorporating Theorem 3 and (18)
into the following form:

-1, xy(a) <y(a)
1, xi(a) > y(a)
0ik(r) =< —1,0, xy(a) = y(a) (56)
1,0, xi(a) =y(a
—-1,1,0, otherwise

The conditions outlined in (25) align with the first and second
conditions presented in (56). Consequently, only one possible value
for 0; (1) exists, implying that |P| = 1. This, in turn, signifies that
Algorithm 1 converges within a single step. As a result, (51) stands
as a close-form solution for (1).
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