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Abstract

We introduce a multi-scale modeling and optimization framework for integrated
process and molecular design of carbon capture systems from point sources. We focus
on using ionic liquid (IL)-based solvents, which have been proposed as environmentally
benign and effective solvents for carbon capture. The thermophysical properties of the
capture solvent are described using perturbed-chain statistical associating fluid theory
(PC-SAFT) with a set of continuous molecular descriptors. At the macroscopic level,
detailed and rigorous correlations are used for characterizing mass and heat transfer.
The optimization of the resulting multi-scale flowsheet model aims to minimize total
annualized cost, and is performed using pseudo-transient methods. An extensive case
study considers a broad repertoire of point-source carbon capture scenarios (in terms
of source characteristics and capture rate), proving the superiority of simultaneously
and holistically designing the process and the solvent, relative to existing results that
rely on a single, fixed solvent.

Introduction

Mitigating carbon emissions from point sources related to power generation and man-
ufacturing is a key element of addressing global warming. On the one hand, fossil-fueled
power plants are anticipated to remain in use for several decades to provide grid resiliency
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while grid-level energy storage is widely developed. On the other hand, carbon capture and
sequestration is essential for industrial decarbonization, given that technology and efficiency
advances alone cannot completely eliminate emissions from manufacturing.1

Significant progress has been made on solvent-based carbon capture technologies for point
sources, using second generation amine solvents such as piperazine2,3 and, more recently,
ionic liquids4,5 and other water-lean solvents.6,7 Given the vastness of the application space
(point sources of CO2 differ widely in terms of, e.g., flow rate, concentration of CO2, moisture
content, and levels of other criteria pollutants) there is no “one size fits all” capture solution.
In this context, the reduction to practice of carbon capture technologies typically amounts
to tailoring a technology based on an established solvent to a specific application. This effort
is referred to as “process design” and entails selecting the size of equipment (such as height
and diameter of unit operations) and operating parameters (such as pressures, temperatures,
and solvent flow rates) for a processing facility that follows the general configuration shown
in Figure 1. The objective of this selection process is to maximize the efficiency of the facility
for the particular application or source type; equivalently, one aims to lower the energy spent
and, ultimately the cost (including capital and operating expenses) per unit mass of CO2

captured for each case.
This approach ignores an important additional set of degrees of freedom available for

minimizing the cost of a carbon capture facility, namely, the selection of the solvent molecule.
We argue that the selection of the solvent molecule (or a de novo molecular design) in
conjunction with the design of the process is in effect the central element of creating cost-
effective capture solutions covering the wide gamut of applications of CO2 capture from
point sources, which will ultimately lead to widespread adoption and a meaningful impact
on global CO2 emissions.

In this context, integrated identification of solvent structures and process conditions is
important.8–10 Computer-aided molecular design (CAMD) methods provide a systematic
approach for designing solvent molecules based on process performance criteria.11–13 The
molecular structure adds extra degrees of freedom to integrated design problems, neces-
sitating quantitative relationships that link molecular structures and properties. Group
contribution-based approaches are often used to establish such correlations between molec-
ular structure and properties.14–19

Integrated material and process design for CO2 separation has been explored for both
absorption-based17,20,21 and adsorption-based22–24 processes. The approach that is generally
taken involves solving an optimization problem using a representation of the system span-
ning all relevant length and time scales, including macroscopic energy and material balances
for the process, and molecular-level modeling that reflects structure-property relations. The
resulting optimization problems are large-scale (involving tens of thousands of equations and
decision variables), highly nonlinear, and stiff, meaning that they are theoretically challeng-
ing and practically impossible to solve. In addition, the discrete nature of molecular structure
adds an integer component to the aforementioned optimization problems, compounding the
solution difficulty. To address increased computational complexity, various strategies can
be employed, including search-space reduction, using simplified process models, hierarchical
decompositions, and the use of data-driven surrogate models.

Another approach to tackle this challenge is through continuous molecular targeting
(CoMT).25–27 CoMT involves considering continuous molecular parameters in physics-based
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equations of state, such as perturbed-chain-statistical-associating-fluid theory (PC-SAFT),
as degrees of freedom for the integrated design problems. This allows for the identification of
optimal hypothetical molecules within the continuous design space (avoiding discrete vari-
ables), which is often represented by convex polytopes created from a database of molecules
using the corresponding continuous molecular descriptors. Existing molecules can be selected
by searching the database for elements whose descriptors are closest (in the norm sense) to
the optimized solvent.

The current amine-based technologies for CO2 capture suffer from high energy demand
and environmental concerns due to volatile solvent emissions. As a response, the development
of environmentally friendly materials and processes is receiving increased attention. Ionic
liquids (ILs) have gained attention for their unique characteristics, including low volatil-
ity, high CO2 affinity, and low toxicity, positioning them as a sustainable solvent.28–31 In
particular, ILs offer a large design space through the combination of cation and anion pairs.

Motivated by the above, we pursue a novel multi-scale modeling and optimization frame-
work of IL-based carbon capture processes. The PC-SAFT model is used to represent IL
material properties using continuous and scalable relations.26,32 Without any additional ad-
justable parameters, this model can reliably predict important thermodynamic properties,
including the density of pure ILs and CO2 solubility.33–35 Pseudo-transient continuation is
used to impart favorable convergence properties to the optimization problem.36

The key contributions of this work are:

� We use a comprehensive process flowsheet model including a detailed rate-based model
for CO2 absorption, which accounts for critical kinetic limitations in mass and heat
transfer processes. In particular, viscosity is an important property for mass transfer
and we develop a continuous model for predicting viscosity.

� The design space of IL solvents for CoMT is partitioned into cation and anion spaces
within the continuous design space. The identification of IL molecules relies on the
optimal selection of cation-anion combinations. This approach offers the advantage of
expanding the design space with a relatively small number of cation and anion options.
Therefore, a large number of (hypothetical) molecules can be efficiently scanned.

Solvent-Based CO2 Capture From Point Sources

A general configuration of preemptive, point-source carbon capture is illustrated in Fig-
ure 1. Preemptive carbon capture refers to the process of capturing carbon dioxide (CO2)
from high-pressure streams, taking advantage of the favorable pressure conditions for effi-
cient capture. This differs from post-combustion carbon capture, which involves capturing
CO2 from flue gases at atmospheric pressure. Preemptive capture aims to remove CO2 from
shifted syngas streams such as those that arise in the operation of power plants using mu-
nicipal waste37 or integrated gasification combined cycle (IGCC) configurations,38,39 as well
as from high-pressure CO2 streams in processes such as steam methane reforming (SMR) for
hydrogen production.40 We utilize preemptive capture of CO2 to exemplify carbon capture
processes, noting that the configuration and operation of post-combustion, atmospheric-
pressure systems are fundamentally similar (Figure 1). For preemptive capture, the gas
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Figure 1: Schematic illustration of the multi-scale nature of the CO2 capture solvent and
process design problem. A general flowsheet configuration for a point-source capture plant
is shown. A gas containing CO2 comes into contact with a solvent in the absorber. The
concentration gradient drives mass transfer of CO2 between the gas and liquid phases, with
the solvent leaving the absorber having a high CO2 concentration. The CO2 is released in
the stripper, producing a CO2 stream that can be sequestered or further processed. The
regenerated solvent is then returned to the absorber. In general, CO2 absorption is favored
by high pressure and low temperature, and CO2 desorption is favored by high temperature
and low pressure. A solvent cooler and feed compressor, and a heater may thus be used to
enhance absorption and desorption, respectively. The performance of the CO2 capture plant
(in terms of energy used for heating/cooling, equipment cost) has a complex dependence on
the selection of the CO2 capture solvent molecule, being impacted by its CO2 absorption
enthalpy, heat capacity, viscosity, density, etc.

stream (comprising mostly hydrogen and carbon dioxide) contains 15-60% CO2, depending
on the source application.41 We focus in particular on ionic liquid (IL) absorbents. Given
that the pressure of the gas streams is typically between 2 and 7 MPa,42 a physical ab-
sorbent is preferred for high-pressure capture because solvent regeneration can be achieved
by depressurization without having to elevate the temperature for regeneration (resulting in
a lower energy requirement). Physically absorbing solvents (such as Selexol and ILs) have
been found to provide better economic performance for preemptive capture when compared
to the chemically absorbing amine solvents.43–45 ILs are promising physical solvents for high-
pressure CO2 capture

17,46 due to their superior thermophysical properties including high gas
solubility, low volatility, and stability.31,47
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Multi-Scale CO2 Capture Process Model

Structure-property relation model using PC-SAFT

At the molecular scale, the model relies on perturbed-chain statistical associating fluid
theory (PC-SAFT) extended for electrolyte solutions.48–50 The PC-SAFT model is used to
predict the thermophysical properties of the IL solvent,51,52 thereby realizing the connection
with the macroscopic scale. IL solvents are considered to be completely dissociated into
their respective cations and anions. Although many ILs are not completely dissociated, 53

this approach has been shown to adequately represent a variety of IL and IL/CO2 systems.35

The individual anions and cations are represented in the PC-SAFT model as a function
of three continuous descriptors, comprising the segment number m, segment diameter σ,
and the segment dispersive energy parameter ε/k. A database of 18 cations and 9 anions
is considered, resulting in 162 possible ILs. These specific cations and anions are carefully
selected from the literature, ensuring the use of all the ILs for which data are available,
except for some inappropriate cations/anions (this will be discussed in the next section).
The values of the descriptors are fitted using density data for pure ILs.35 Then, molecular-
level properties are predicted as a function of the molecular descriptors of the anion and
cation moieties. Accurate property predictions can be obtained without resorting to the use
of binary interaction parameters for density, CO2 solubility, and residual heat capacity.33–35

Heat capacity is then calculated using an estimate of the ideal gas heat capacity as proposed
in Joback and Reid 54 . A continuous-valued expression for the ideal gas heat capacity of
ILs as a function of the aforementioned descriptors (PC-SAFT parameters) is obtained as
suggested by Stavrou et al.:26

Cp
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ε
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)
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(
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)
(1)

where Cp
ig is ideal gas heat capacity and Ci are coefficients for each term (Table S5, Figure

S2). Cp
ig values for other components are estimated based on the summation of group

contribution parameters:54
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The work of Stavrou et al.26 is also used to estimate the molar mass for ILs represented
by PC-SAFT parameters:

M = M0 + M1

(
m
ε

k

)
+ M2

(
mσ3

)
+ M3

(
mσ3 ε

k

)
(3)

where M is the molar weight and Mi are the coefficients of the correlation (Table S4, Figure
S1). The prediction of ideal gas heat capacity and molecular weight is not expected to cause
significant errors in the process performance, given the overall accuracy of the results. The
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parameter values and accuracy are included in the SI Tables S4 and S5, with visualizations
in Figures S1 and S2.

Predicting viscosity is important considering its significant impact on the mass transfer
and liquid holdup in the absorption column. Rosenfeld proposed55,56 a residual entropy
scaling theory to predict viscosity for simple fluids. Rosenfeld’s original quasi-universal,
monovariable relation is limited to ideal spherical monatomic fluids. For general fluids,
component-specific parameters or relations are necessary. Recent studies have extended this
theory by proposing different structures of entropy scaling terms (e.g.,57–59). Motivated by
these studies, we propose a combined entropy scaling and Vogel-Fulcher-Tammann (VFT)
model that represents viscosity as a function of density, molar weight, temperature, and
an entropy scaling term, with the addition of the VFT equation term to account for the
temperature dependency of viscosity of ILs:

lnµES =A0 + A1 ln ρ + A2 lnM + A3 lnT + A4(−s) + A5(−s)−1

lnµVFT =A6
1

(T − 170K)

lnµ =lnµES + lnµVFT

(4)

where lnµES is the entropy scaling term, s represents the reduced residual entropy given by
Sres/NAk, lnµVFT is the VFT equation term, and the ideal glass transition temperature is
set at a fixed value of 170 K. The regression results and the relevant parameter values are
presented in Figure S3 and Table S6.

We note that the proposed viscosity model also captures the reduction in viscosity that
occurs when CO2 is absorbed in the IL. This phenomenon is important to predict since the
viscosity of CO2-rich IL solvents can differ significantly from the viscosity of pure ILs.60

Previous viscosity prediction models are mostly group-based approaches (i.e., discrete rep-
resentations) and do not account for reduced viscosity when CO2 is absorbed.

61–63 The most
recent multi-scale optimization study for IL-based carbon capture does not account for this
viscosity reduction of IL after CO2 absorption.17 Although our regression is based on pure
IL properties, our proposed approach accounts for the decreased molar weight, density, and
residual entropy for the mixture of CO2, IL anion, and IL cation, and therefore, the reduced
viscosity can be reasonably estimated when CO2 is absorbed into the IL (Figure S4).

While a single regression model for viscosity can adequately describe various cations,
we discover that different anions necessitate different correlation parameters. Using the
k-means clustering algorithm,64,65 we categorize anions into three clusters based on their
three-dimensional PC-SAFT parameters as shown in Figure 2 and Table 1. These clus-
ters/groups are then described with specific viscosity correlation models. In addition, the
exponent of the model is constrained to be positive to ensure physical realism. Each model
is specifically designed for a small design space defined by each group, and we use a wide
range of temperature data ranging from 10°C to 100°C, thus overfitting is avoided.

IL molecule design space

Although PC-SAFT parameters for 1,3-dimethyl-imidazolium cation are available (pre-
dicted from the linear dependence on molar mass35), we exclude this cation from the design
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Figure 2: Three anion groups (group 1: [Tf2N]
−, [eFAP]−; group 2: [TfO]−, [DCA]−, [C2SO4];

group 3: [BF4]
−, [PF6]

−, [SCN]−, [Ac]−). Specific regression models are derived for each
cluster/group.

Table 1: Anion cluster groups

Anion m σ ε/k
group 1 [Tf2N]

− 6.01 3.75 375.65
[eFAP]− 8.84 3.60 318.48

group 2 [Tfo]− 3.74 3.88 509.31
[DCA]− 3.43 3.73 578.04
[C2SO4] 4.14 3.84 623.48

group 3 [BF4]
− 3.82 3.51 496.12

[PF6]
− 4.28 3.59 492.28

[SCN]− 4.55 3.36 624.24
[Ac]− 3.73 3.56 533.11

space because it forms a solid ILs in the temperature range of interest. This is because
the symmetry of the cation (due to identical methyl groups) enhances crystallization 66 and
the melting point of the dimethyl imidazolium-based IL can be unusually high.67 Also ex-
cluded as unsuitable choices are halide-based68 ILs that are solid at room temperature and
trihexyltetradecylphosphonium-based ILs that are excessively bulky and viscous. Hence, ILs
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that exhibit these extreme properties do not contribute in defining our design space.
For most IL cations and anions, the PC-SAFT prediction of CO2 solubility is acceptable

without introducing binary parameters. Given the small number of descriptors and the
vast design space, we consider PC-SAFT predictions with a mean absolute percentage error
(MAPE) of less than 20 % as acceptable. The solubility predictions for the 33 ILs within our
design space are reported by Sun et al.35 However, some cases (Br–, C1SO

–
4 , and Cnmpy+-

based ILs) require adjustable binary parameters to accurately fit the experimental CO2

solubility data. For example, the prediction of CO2 solubility in [C6mpy][Tf2N] significantly
deviates from the experimental data (70.2% MAPE) when a binary parameter is not used. 35

Therefore, these ILs are excluded from the design space (these cation/anions falls outside of
the polytopes defining the design space).

We note that a sensitivity analysis of the process design with respect to key molecular
properties (molar volume, heat capacity, and viscosity) was discussed in our previous work, 69

where interested readers can find detailed information.
We show the PC-SAFT parameters used for the design space of IL solvents and the set of

linear inequality constraints formed by the convex polytope (which will be described later)
of the IL solvent design space in Equations S1 and S2.

CO2 capture process flowsheet model

At the macroscopic level, material and energy balance equations for the absorber, solvent
regenerator (CO2 stripper), heat exchangers, and compressor are included in the model.
Rate-based mass transfer between the gas and liquid phase is considered in the absorber
(rather than assuming equilibrium between phases).

We develop a flowsheet model for a preemptive carbon capture process using our previous
work69 with minor modifications.

� The overall mass transfer coefficient, Kg,CO2 can be represented as:

1

Kg,CO2

=
1

kg,CO2

+
1

kl,CO2

(5)

where kg,CO2 and kl,CO2 are the gas-phase and liquid-phase mass transfer coefficients
for CO2 gas. Since we consider physical absorption only in this work, a correlation
factor that quantifies enhanced mass transfer due to chemical absorption of CO2 is not
included.

The viscosity of ILs can be high compared to aqueous solvents (e.g., viscosity for
[C6mim][Tf2N] is 55 cP at 30 oC). Song et al.70 developed a general mass transfer
correlation for viscous fluids using aqueous glycerol (up to ∼70 cP):

kg,CO2 =
0.28

RT
U0.62
V

(
µV

ρV

)−0.12 (
DV

CO2

)0.5
a0.38p (6)

kl,CO2 = 0.12U0.565
L

(
µL

ρL

)−0.4 (
DL

CO2

)0.5
g1/6a−0.0065

p

(
Lcolumn

1.8

)−0.54

(7)
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where µ is viscosity, ρ is density, U is superficial velocity, DCO2 is the diffusion coefficient
of CO2, and g is the acceleration of gravity. The subscript or superscript V and L
represent vapor and liquid phase properties, respectively. ap is the specific surface area
of packing, Lcolumn is the packing height.

� The energy transfer rate (between liquid and vapor phase in the absorption column),
NH is calculated as the sum of the enthalpy change by bulk CO2 flow and convective
heat transfer:

NH = NL
CO2

∆H + hae
(
TV − T L

)
(8)

where NL
CO2

refers to molar transfer rate of CO2 gas, and ∆H denotes the molar en-
thalpy change due to mixing with CO2 flow (the change of enthalpy with respect to
increase of CO2 concentration at given temperature T L is simultaneously calculated by
the PC-SAFT model). The hae

(
TV − T L

)
term describes the convective transfer rate.

The convective heat transfer coefficient, h is estimated using the Chilton-Colburn anal-
ogy. This analogy relates the heat transfer coefficient to the mass transfer coefficient: 71

h = Kg,CO2

(
CVCV

p (κ
V)2

(DV
CO2

)2

)1/3

(9)

where CV is the molar density (reciprocal of molar volume), and CV
p and κV are the heat

capacity and thermal conductivity of the vapor phase. DV
CO2

represents the diffusion
coefficient of CO2 in the vapor phase.

The column effective packing area, ae is:
70

ae = ap

[
1.16 ηp

(
WeLFr

−0.5
L

)0.138]
(10)

where ηp is a packing correction factor, and WeL and FrL refer to the Weber and Froude
numbers for the liquid phase.

� IL solvent regeneration is performed using multiple flash units at different pressures.
As shown in Figure S5, We use two flash units (medium-pressure flash and low-pressure
flash units) based on the work by Zhai and Rubin.46 Flash units are assumed to be
at equilibrium and the corresponding vapor-liquid equilibrium for CO2-IL system is
estimated by the PC-SAFT model.

To address convergence difficulties typically encountered in solving high-dimensional,
nonlinear optimization problems (specifically, IL-based carbon capture processes which in-
corporate detailed thermodynamic and rate-based models as described before), we use the
pseudo-transient modeling approach proposed by Pattison et el.36 This method involves re-
formulating the original algebraic equation system as a differential algebraic equation system
with the dynamics governed by a set of pseudo-time constants. A comprehensive description
of this modeling and reformulation procedure can be found in our previous work.69
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Optimization problem formulation for multi-scale design

The simultaneous design of the process and IL solvent is formulated as an optimization
problem of the form:

min
x,y,z

f(x, θ, z)

s.t. hp(x, θ, z) = 0

θ = hm(x, y)

gp(x, θ, z) ≤ 0

gm(y) ≤ 0

xlb ≤ x ≤ xub

ylb ≤ y ≤ yub

zlb ≤ z ≤ zub

(11)

where f is the annualized cost for the CO2 capture process. We consider capital costs (ab-
sorber, flash tanks, pump, heat exchanger, steam heater, cooler, and compressors) and op-
erating costs (electricity, heating, and cooling). The variable vector x represents the process
operating variables (e.g., process temperatures, pressures, and flowrates), y represents molec-
ular descriptors (PC-SAFT parameters), and z represents the process design variables (e.g.,
height and diameter of the absorber). The equation vector hp represents the macroscopic
model equations (e.g., mass and energy balances, rate-based mass transfer model), θ rep-
resents the molecular properties, and hm are equations representing the structure-property
relations based on the PC-SAFT model as described above. gp and gm are process and
molecular constraints, respectively. The subscripts “lb” and “ub” indicate lower and upper
bounds on the variables, respectively. The molecular constraints, gm, ylb, and yub are differ-
ent for each viscosity-group subproblem. Process-level decision variables, constraints, and
molecular-level constraints are presented in Table S1, and Equations S1 and S2.

We present detailed cost correlation models used in this work in the Supporting Informa-
tion. We use a value of 5.0 for the scaling factor (a factor that converts purchased equipment
cost to total capital cost) and a value of 0.2 for the annualizing factor (a factor that annualizes
capital cost and addresses return on investment, tax, depreciation, and maintenance). 72

There are four optional units (feed compressor, cooler, heater, and heat exchanger) in
the flowsheet model (Figure S5). We note that the cost for each optional unit is active only
if the corresponding unit is necessary (i.e., both capital and operating costs related to the
equipment are zero if it is not included). This is because the purchased equipment cost for
each unit is zero when the cost sizing factor (heat exchange area for cooler, heater, heat
exchanger, and compressor work for feed gas compressor) is zero. For the heat exchanger
model, the approach temperature for a heat exchanger is not constrained to a specified
minimum approach temperature as in69 to ensure the case of the absence of a heat exchanger.
Although a minimum approach temperature is not specified, there is a trade-off between high
heat integration, i.e. a low approach temperature, and expensive heat exchanger cost (due
to high heat exchanger area), and a (physically) reasonable value is obtained.

The optimization problem formulated above is constrained at the macroscopic level by
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gp, a set of constraints that includes overall CO2 capture level, temperature limits for cooling
and heating, etc.

In order to account for the different viscosity correlations for the three different sets
of anions, we consider three subproblems, where each subproblem uses different viscosity
correlations and constraints for the anion descriptors. Then, we optimize each submodel
and determine the minimum objective value and the corresponding decision variables. This
approach effectively addresses the diverse viscosity behaviors exhibited by different sets of
anions.

Molecular level constraints gm are defined under two different circumstances:

� Solvent selection: Here, gm are defined to ensure the physical existence of the opti-
mal molecular structure. Specifically, the search space of the PC-SAFT descriptors is
confined to the convex polytope formed by descriptors of the known cation and anion
moieties available in the database (Figure S6).

� Solvent discovery : Here, the gm constraints are relaxed by expanding the convex hull
formed by descriptors of the known cations in each coordinate direction by an ad-
justable weight α > 1. For anions, the molecular descriptors are confined to a range
defined by their respective minimum and maximum values for the entities in each
cluster. That is, the constraints on gm are replaced by a box constraint of the type
ylb ≤ y ≤ yub (Figure S7).

The flowsheet model for each subproblem has ∼35,000 equations and is implemented in
gPROMS ProcessBuilder. These problems are solved within the range of 2 to 4 hours of
CPU time (for each subproblem in both solvent selection and discovery) on a 64 bit Windows
10 PC with an Intel Core i7, 3.20 GHz processor and 16.0 GB RAM.

Results and Discussion

In this work, we consider various feed gas conditions, which have different CO2 compo-
sitions and pressures (15 mol%, 22.5 bar; 22 mol mol%, 22.5 bar; 37 mol%, 29.6 bar; 60
mol%, 29.6 bar) representing a broad range of possible gas conditions from power genera-
tion or SMR plants,40,41,46 as shown in Table 2. H2 and CH4 are considered inert, as their
solubilities in ILs are remarkably lower than that of CO2

73,74 Additionally, different levels of
carbon capture rates (90 %, 95 %, and 99 %) are taken into account.

Table 2: Feed gas conditions

CO2 (mol%) 15 22 37 60
H2/CH4 (mol%) 85 78 63 40
Flowrate (kmol/h) 13,950
Pressure (bar) 22.5 22.5 29.6 29.6

The optimal IL selection and corresponding capture costs are presented in Figure 3. For
comparison, other studies have estimated the pre-combustion carbon capture cost for IGCC
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Figure 3: (a) Optimal IL selection and (b) process cost as a function of feed CO2 partial
pressure and target capture level.

power plants using amine-based solvent to be Euro 25.3/tonne44 and GBP 9.1/tonne.75 The
results in Figure 3 are competitive with these values, within the uncertainty of the capital
and operating cost estimates. The results are highly dependent on the specific point sources
and carbon capture levels. For cases with higher capture rates and lower partial pressure in
the gas feed, the capture cost is found to be higher primarily due to higher energy and larger
process unit requirements. In general, the absorption process requires higher pressure and
lower temperatures and the regeneration process requires higher temperatures to achieve the
desired CO2 capture level. Consequently, larger absorber, heat exchanger, and regeneration
units are needed to accommodate the higher solvent requirements. In such cases, smaller
molecules ([C3mpyr][Tf2N]) are preferred because of their smaller specific volumes, which
help to avoid larger equipment sizes and the higher cost of pumping. Also, it is because
of their lower heat capacities, which will prevent excessive cooling/heating costs during the
process.

In contrast, for cases with higher partial pressure of CO2 and lower CO2 capture levels,
relatively smaller solvent amounts and less energy are required. Therefore, molecular specific
volume and heat capacity are less important than in the former cases, and relatively larger
molecules ([C6mim][Tf2N]) are preferred to achieve a higher CO2 cyclic capacity. However,
excessively large molecules, which have higher viscosities, are avoided.

There are no feasible solutions found for high capture levels and low-pressure cases under
the operating constraints (maximum allowable compression pressure is 60 bar and flash
temperature is 100 oC).

It has been reported that [C6mim][Tf2N] is an effective absorbent for CO2 capture because
of its stability, low viscosity, and selective (high) CO2 solubility.76 A [C6mim][Tf2N]-based
carbon capture system was compared to a well-established technology (Selexol-based). 46 The
results showed a 3.1 % reduction in overall capture costs for the [C6mim][Tf2N]-based system
compared to the Selexol-based system. Therefore, we use the [C6mim][Tf2N]-based system
as the baseline/benchmark in this paper.
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Although [C6mim][Tf2N] is also identified as an effective solvent for high-pressure capture
cases in our study, we find that another solvent ([C3mpyr][Tf2N]) performs better in other
applications. Therefore, we compare our findings with the case of this benchmark IL solvent
([C6mim][Tf2N]) using a subset (in terms of the CO2 partial pressure and capture rate) of the
scenarios described earlier ((a) 22 mol% CO2 content, 22.5 bar feed pressure, 90 % capture
level, (b) 37 mol% CO2 content, 29.6 bar feed pressure, 90 % capture level, (c) 22 mol% CO2

content, 22.5 bar feed pressure, 99 % capture level). These particular scenarios are chosen
because their solvent decisions differ from the benchmark IL ([C6mim][Tf2N]).

Both processes (i.e., using the baseline solvent and allowing for new solvent selection) are
optimized using the same cost correlation models with fixed material choices. Figure S8 and
S9 show capital and operating costs of the optimal and benchmark systems. For all cases,
both capital and operating costs are smaller for the system using the optimized IL. This can
be attributed to the smaller size of the equipment and lower heat duties required for cooling
and heating (note that heat duties related to cooling and heating are non-zero only for case
(c)). This is because a larger size of equipment is necessary for the benchmark IL process
due to the higher molar volume (Table 3). Note that the capital cost is primarily defined by
the equipment sizes, which directly depend on the solvent volume. Similarly, operating and
utility costs including heating and cooling are much higher for the benchmark IL process
because the heat capacity of the benchmark IL is higher (Table 3). Overall, the CO2 capture
process using the optimal IL (([C3mpyr][Tf2N])) can achieve up to 13.4% cost savings (case
(a): 9.4%, case (b): 6.9%, case (c): 13.4%) compared to the benchmark IL-based carbon
capture process. These results show that improved material selection and process design
can be reached through the multi-scale design, therefore securing large economic savings in
overall process costs.

Table 3: Comparison of properties between the benchmark IL ([C6mim][Tf2N]) and the
optimal IL ([C3mpyr][Tf2N])

Property∗ [C6mim][Tf2N] [C3mpyr][Tf2N]
molar volume (cm3/mol) 327.8 193.0
heat capacity (J/K mol) 671.3 339.5
∗The properties are predicted by the PC-SAFT model at 30
oC and 1 bar.

Figure 4 shows a comparison of CO2 solubility between the benchmark IL ([C6mim][Tf2N])
and the optimal IL ([C3mpyr][Tf2N]). Although the apparent CO2 molar capacity is higher
for the benchmark IL, this choice of solvent molecule does not lead to savings in process
costs because the process-level considerations are neglected. The multi-scale design problem
evaluates the properties of the IL solvent, specifically identifying a molecule with relatively
high volumetric CO2 capacity to avoid higher liquid volume (which causes larger equipment
size and expensive pumping). Similarly, a molecule with higher heat capacity is avoided
to keep heating/cooling costs low (in particular, for case (c)). To this end, an IL solvent
with balanced properties (relatively high volumetric CO2 capacity and low heat capacity) is
selected considering the impact on process-level costs.

Finally, we optimize the carbon capture process by expanding the molecular design space.
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Figure 4: Comparison of (a) molar solubility and (b) volumetric solubility between the bench-
mark IL ([C6mim][Tf2N]) and the optimal IL ([C3mpyr][Tf2N]). CO2 solubility is predicted
by PC-SAFT model.

We ambitiously assume that it would be possible to increase the cation design space (repre-
sented by the three PC-SAFT parameters) by 50% in each parameter direction. Likewise,
we assume the anion convex polytope could be expanded to a box space represented by
the minimum and maximum bounds of the three PC-SAFT parameters (Figure S7). Given
the absence of a definitive approach for predicting what is feasible, experimental efforts to
establish a reasonable expansion range are essential. The aim of this expansion is to provide
insights for molecule synthesis and the identification of superior molecules. This expanded
design space led to the suggestion of a new solvent, as presented in Supporting Information
(Figure S10, Table S2). To evaluate this potentially new IL solvent, we use a representative
example with a carbon point source containing 37 mol % CO2, a feed pressure of 29.6 bar,
and a process constraint of 90 % capture level.

The molecular size (the effective molecular size can be estimated by the m and σ values
of the molecule) plays a critical role in determining the solubility of CO2 in ILs. For instance,
a larger molecule may have stronger van der Waals interactions with CO2 molecules, con-
tributing to the enthalpic driving force for solubility. The energy parameter (ε) can impact
the balance of interactions between cation-anion and anion-CO2 entities. These molecular
parameters affect other physical properties, such as density, heat capacity, and viscosity.
By expanding the design space, we can identify more balanced IL molecules and ultimately
an optimal IL molecule with a higher cyclic capacity without a significant increase in heat
capacity and specific volume (Table 4).

The synthesis of molecules based on (the optimal) molecular descriptors, is still an open
question and an important direction for future research. Experimental validation would be
necessary to determine if the optimized molecule can be realized and exhibits the desired
properties in practice. In the expanded PC-SAFT parameter design space, the new optimal
IL lies on a bound (Table S2 and Figure S10); however, the thermophysical properties of the
new optimal IL (Table 4) represent a balance between higher values of heat capacity and
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molar volume (both disadvantageous) and higher CO2 solubility (advantageous and enabling
higher cyclic capacity), with all of these properties well within reasonable bounds for ILs.

Table 4: Comparison of properties of optimal ILs using original design space and expanded
design space

Property Original design space Expanded design space
molar volume (cm3/mol) 193.0 242.5
heat capacity (J/K mol) 339.5 352.7
Cyclic capacity (mol/mol) 0.419 0.579
∗The properties are predicted by the PC-SAFT model at 30 oC and 1 bar.

Conclusions

A multi-scale optimization framework is developed for the simultaneous optimization of
process design/conditions and material selection for preemptive, high-pressure CO2 capture
processes using ionic liquids (ILs). The approach introduced in this work uses a pseudo-
transient modeling technique, which makes it possible to solve difficult numerical problems
using general-purpose commercial solvers. Moreover, key molecular properties including CO2

solubility, density, heat capacity, and viscosity are represented continuously using the PC-
SAFT model. The design space for ILs is restricted within the convex polytope constructed
by PC-SAFT parameters. For the process level, detailed cost models for the process equip-
ment and a rigorous rate-based absorption model are employed. We identify the optimal
IL solvent and the corresponding process design simultaneously. The material design cap-
tures the inherent economic trade-off (e.g., between CO2 absorption capacity and equipment
sizes/energy requirements) of the process. The multi-scale approach achieves significant cost
savings compared to the optimal process design using a benchmark IL solvent. Increasing
the design space of molecules further improves the process efficiency by identifying unknown
ionic liquids. Synthesizing such a molecule would indeed pose a significant challenge, ne-
cessitating experimental efforts to further explore this space. Furthermore, experimental
validation of properties such as absorption and desorption kinetics is essential for improving
the accuracy of the multi-scale design. The multi-scale framework introduced is general and
versatile so it can be used for many applications beyond the case study of high-pressure
CO2 capture using ionic liquids. There are ongoing efforts to describe key thermodynamic
properties and establish correlations with molecular structure, as this is a fundamental re-
quirement for the extension of this framework for low-pressure CO2 capture (using chemical
absorption solvents).
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