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Abstract

Grammar induction, the task of learning a set of syntactic rules from minimally annotated training data, provides a means
of exploring the longstanding question of whether humans rely on innate knowledge to acquire language. Of the various
formalisms available for grammar induction, categorial grammars provide an appealing option due to their transparent
interface between syntax and semantics. However, to obtain competitive results, previous categorial grammar inducers
have relied on shortcuts such as part-of-speech annotations or an ad hoc bias term in the objective function to ensure
desirable branching behavior. We present a categorial grammar inducer that eliminates both shortcuts: it learns from raw
data, and does not rely on a biased objective function. This improvement is achieved through a novel stochastic process
used to select the set of available syntactic categories. On a corpus of English child-directed speech, the model attains a
recall-homogeneity of 0.48, a large improvement over previous categorial grammar inducers.
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1. Introduction

The learnability of linguistic structure by minimally
supervised models is a question of enduring interest
for both natural language processing and theoretical
linguistics. Studies using recent Transformer-based
(Vaswani et al., 2017) large language models (LLMs)
suggest that these models are increasingly able to
learn subtle syntactic phenomena such as subject-
verb agreement and filler-gap dependencies (Linzen
and Baroni, 2021; Wilcox et al., 2022)—casting doubt
on influential claims (e.g., Chomsky, 1965) about the
poverty of the stimulus and the importance of innate
linguistic knowledge (Piantadosi, 2023). However, be-
cause LLMs do not produce grammars with clearly
defined rules, it is difficult to characterize what kinds
of structure they acquire. Furthermore, the extremely
large scale of their training data makes LLMs unreal-
istic models of human language acquisition.

In contrast, grammar induction models provide a
more explicit account of how linguistic structure is
learned, with potentially greater relevance for under-
standing language acquisition. Although recent in-
duction studies have often worked with probabilistic
context-free grammars (PCFGs; Kim et al., 2019; Zhu
et al., 2020; Zhao and Titov, 2020), categorial gram-
mars offer the advantage of a clean syntax—semantics
interface, opening up possibilities for joint models
of syntactic and semantic acquisition. But previous
work on categorial grammar induction has faced other
limitations. Earlier models relied on part-of-speech
annotations (e.g., Bisk and Hockenmaier, 2012), un-
like PCFG inducers that can learn from raw data. A
recent study (Clark and Schuler, 2023) learns from
raw data, but relies on an ad hoc bias term added to
the objective function in order to achieve acceptable
results.

We address these limitations by proposing a cate-

gorial grammar inducer that (1) learns from raw data,
and (2) achieves competitive results without an ad
hoc directional bias. This is accomplished by a novel
method for selecting syntactic categories (Section 4).
To evaluate the inducer as a model of child language
acquisition, experiments are performed on corpora of
child-directed speech in English (Section 5).

2. Related Work

Despite being considered a difficult task (Carroll and
Charniak, 1992), grammar induction has been an ac-
tive area of research for several decades (Lari and
Young, 1990; Klein and Manning, 2002). Recent
PCFG systems have achieved improvements through
neural network architectures and other innovations
such as multimodal grounding (Zhao and Titov, 2020;
Zhang et al., 2021, 2022). Prior to Clark and Schuler
(2023), earlier categorial grammar studies focused
on learning from minimal POS annotations and/or a
small number of labeled data points (Bisk and Hock-
enmaier, 2012, 2013; Bisk et al., 2015). Zettlemoyer
and Collins (2005) present a system that learns a
Combinatory Categorial Grammar (Steedman, 2000)
to help with the task of mapping a sentence to its
logical form—illustrating the potential for categorial
grammars to serve as an aid in models of meaning ac-
quisition, although this system requires explicit logical
forms as input.

A related line of research has used formal methods
to examine which classes of grammars are provably
learnable under various assumptions about the input
data and learner (e.g., Gold, 1967; Kanazawa, 1994;
Clark and Yoshinaka, 2016). Kanazawa studies cate-
gorial grammars, showing that certain varieties such
as rigid grammars are learnable from strings. The
present study differs from this research in proposing
a system that learns from broad-coverage, natural-
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Figure 1: Example parse tree using a basic categorial

grammar.

language corpora rather than idealized data.

3. Background: Induction Model

3.1.

The model presented in this paper uses a basic cate-
gorial grammar or AB-grammar (Ajdukiewicz, 1935;
Bar-Hillel, 1953). This type of grammar includes a
set of primitive categories, such as S or NP; two
type-combining operators, \ and /; and two corre-
sponding composition operations, backward function
application and forward function application. Type-
combining operators allow complex categories such
as S\NP/NP to be formed from primitive categories.

Figure 1 shows an example parse tree from a basic
categorial grammar with the primitive categories S
and NP as well as complex categories NP/NP, S\NP,
and S\NP/NP. Forward function application occurs
when fluffy combines with dogs and when chase com-
bines with cats; backward function application occurs
when fluffy dogs combines with chase cats.

Grammar Formalism

3.2. Objective Function

The induction model’s objective function also follows
previous work (Jin et al., 2021a; Clark and Schuler,
2023). It is defined as the marginal probability of the
sentences in the dataset:

P@) = > [ [Pey = en ) - [ [Pley = wy) (1)

7,7 neEtr ner’

Here, o is a single sentence. A possible parse tree
for o~ in Chomsky Normal Form can be divided into
a set of nodes 7 undergoing nonterminal expansions
¢y, = ¢y ¢ and a set of nodes 7' undergoing termi-
nal expansions c, — w,, where ¢, is the nonterminal
category at node 1 and w,, is the word located at node
7.’

Bernoulli distributions determine whether a cate-
gory ¢, undergoes nonterminal or terminal expansion:

P(Term | ¢,) = Solf(t)rRaX(NTerm(E dc,)) (2

'The variable n € {1,2}" is a Gorn address specifying
a path of left and right branches from the root node of the
parse tree.

In this equation, ¢, is a nonterminal category and 6.,
is a vector representing a Kronecker delta function
with 1 at index ¢, and 0 elsewhere. E € R™¢l js a
matrix of nonterminal category embeddings of size d,
where C is the set of nonterminal categories. Nterm
is a residual network containing 2 blocks (Kim et al.,
2019).

Binary-branching nonterminal expansion probabili-
ties are defined as follows:

P(cy — ¢y cp) = P(Term=0 | ¢;)) -
P(c, = ¢y ¢ | ¢y, Term=0), 3)

with left- and right-child argument categories associ-
ated with weights W, Wg and biases b, bg:?

P(cy — ¢y cpp | ¢, Term=0) =

W, b
f : 4
L Softmax_( [wR] 6, + [bRD @

Cae C C is the set of possible argument categories,
and o € {L, R} expresses the location of the argument
child relative to the functor child.

Lexical unary-expansion rule probabilities are com-
puted as follows:

P(c, = wy) = P(Term=1 | c,) -
P(cy, = wy | ¢, Term=1), (5)

with a softmax taken over words in the vocabulary:

P(c, = wy | ¢y, Term=1) = softmax(N’(E 5.,)) (6)
Here, N’ is residual network, similar to Nt except
that the output layer’s dimension is the size of the
vocabulary.

4. Selection of Syntactic Categories

Along with defining an objective function, categorial
grammar induction requires selecting an appropriate
set of available syntactic categories. Because of con-
straints on how categories can combine, this decision
has a potentially large effect on the final performance
of the induction model.

Clark and Schuler (2023) select categories by set-
ting a fixed number of primitives and maximum cate-
gory depth.® The total number of available categories
|Cppl| with P primitives and maximum depth D can be
calculated from the following recurrence relation:

|Cpol = P @)
ICpil = 2ICpiy[* + P (8)

2Note that the bias vectors are randomly initialized and
thus do not enforce any particular branching behavior.

3Depth is defined according to a category’s tree-based
representation. For example, Figure 2(c) is a category of
depth 2.
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(a)

Figure 2: Steps to generate the complex category
3\0/1 following the stochastic generation process.

Clark and Schuler set P and D to 3 and 2, respec-
tively, yielding 885 categories. The small nhumber
of primitives in their system is a potential disadvan-
tage, considering that existing categorial grammars
typically include more primitives. For example, the
generalized categorial grammar from Nguyen et al.
(2012) includes 14 primitive category types. CCG-
Bank (Hockenmaier and Steedman, 2007) only uses
4 primitive category types, but these are paired with
additional features to make finer distinctions, e.g. be-
tween declarative sentences and questions. In a
basic categorial grammar, a larger set of primitives
would be needed to capture these distinctions.

We therefore experiment with an alternative cate-
gory selection method that allows for a larger number
of primitives relative to the full number of categories.
This method generates categories by a stochastic
process based on two parameters p and g. Intuitively,
p determines the preference for simple versus com-
plex categories, while g determines the preference
for a small or large set of primitives.

The process begins either by generating a primitive
category n with probability p(1—-¢)"q, or a function cat-
egory with probability 1 — p (the input and output cat-
egories of which will then recursively be generated).*
The expression p(1 — g)"q consists of a probability p
of generating a primitive (as opposed to a function
category), followed by an exponentially decreasing
probability of generating a particular primitive with
probability ¢ after bypassing n previous primitives
with probability 1 —¢. The category set is then defined
to be the set of categories whose probability accord-
ing to this stochastic process is greater than some
threshold.

This formulation has two desirable consequences.
First, categories with less complexity are preferred,
which is consistent with models such as the Prange
et al. (2021) supertagger, as well as Bayesian induc-
ers that use the infinite hidden Markov model (Beal
et al., 2002). Second, categories using low-index
primitives (e.g. 0 or 1) are assigned higher probabili-
ties than categories using high-index primitives. This
mirrors the fact that complex categories in handwrit-
ten grammars tend to reuse a small set of primitives
(e.g. S\NP/NP/NP for ditransitive verbs).

“Primitive categories in the induction system are identi-
fied with integer labels 0,1,2,....

Figure 2 illustrates the generation process for the
example category 3\0/1. At step (a), a function cate-
gory is generated with probability 1 — p. At (b), the left-
hand child generates a second function category with
probability 1 — p, and the right-hand child generates
the primitive category 1 with probability p(1 — ¢)q. Fi-
nally, at (c), the new function category’s left child gen-
erates primitive category 3 with probability p(1 — ¢)*qg,
and its right child generates primitive category 0 with
probability pg. The overall probability of this category
is (1 - p)*p’(1 - g)'q’.

5. Experiments

5.1.

Following other recent grammar induction work (Jin
et al., 2021a; Clark and Schuler, 2023), the induction
model was tested on child-directed speech from the
Adam and Eve sections (Brown, 1973) of CHILDES
(MacWhinney, 2000). Both sections are in English.
The Adam section was used for hyperparameter tun-
ing; it contains a total of 28,780 sentences, with the
child’s age ranging from 2 years and 3 months to 5
years and 2 months. The Eve section was used for
final testing; it comprises 14,251 sentences, with the
child’s age ranging from 1 year and 6 months to 2
years and 3 months. Syntactic annotations for these
two sections of CHILDES were provided by Pearl and
Sprouse (2013).

Child-directed corpora

5.2. Procedures

The two evaluation metrics used were (1) unlabeled
F1 score, which measures the alignment between
predicted and annotated constituents; and (2) recall-
homogeneity (Jin et al., 2021b), the product of un-
labeled recall and homogeneity. Homogeneity, a
metric used in part-of-speech tagging applications,
measures to what degree a single induced category
corresponds to a single annotated category.

The Adam corpus was used to perform a grid
search to determine the optimal values for the p and ¢
parameters described in Section 4, as well as a prob-
ability threshold. In general, lower values of g per-
formed better, while the choice of p seemed to have
less effect. The best-performing set of categories
used p = 0.5, ¢ = 0.01, and a probability threshold
of approximately 8.2 x 1075, resulting in 2445 cate-
gories. See Appendix A for more information on the
grid search.

The selected set of 2445 categories includes 638
primitives and 1807 single-operator complex cate-
gories. However, because only primitives 0 through
41 appear in complex categories, it is impossible for
primitives 42 through 637 to appear in parses of mul-
tiword sentences.

This category set was subsequently used for test-
ing on the Eve section of CHILDES. Appendix B
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Figure 3: Recall-homogeneity (a) and F1 (b) on the
Eve corpus, including 20 randomly initialized runs
from the baseline and new models.

reports additional hyperparameters in the induction
model.

5.3. Results

Figure 3 presents the main results, collected from
20 randomly initialized runs using the set of 2445
categories. These results were compared against
20 baseline runs using the Experiment 1 model from
Clark and Schuler (2023) with 885 categories. Mean
RH improves from the 0.31 in the baseline model to
0.48 in the new model, and mean F1 improves from
0.48 to 0.65. A permutation test showed that the
improvements were significant (p<0.01). For compar-
sion, Jin et al. (2021a) report a mean RH of 0.49 from
their PCFG inducer (F1 is not reported).

The baseline system shows a bimodal distribu-
tion in Figure 3, with a cluster of 6 runs averaging
RH=0.48 and F1=0.72, and the remaining 14 runs
averaging RH=0.23 and F1=0.39. In contrast, 19 out
of 20 runs from the new system have comparable RH
and F1 scores to the better runs from the baseline
system.

The one remaining run from the new system is
a clear outlier, with RH=0.27 and F1=0.35. This run
uses backward function application and left-branching
structures far more often than the other 19 runs, which
mostly rely on forward function application and right
branching; see Figure 4 for an example sentence.
The pattern of better runs using right branching and
worse runs using left branching is similar to what
occurs with the baseline model. However, it is en-
couraging that only a single run from the new system
tends to produce left-branching trees; it suggests
that the new method of category selection is more
effective at guiding the model toward desirable right-
branching analyses. Notably, this is accomplished

/18\

7 29\7 18/8 8
/\ /\
5 7\5 8/1 1
N N
7 5\7 1/8 8
/\
7/31 3|1 8/5 T
|

you read the book

(a) (b)

you read the book

Figure 4: Comparison of predicted parses for an
example sentence in Eve from the lowest-RH ((a);
RH=0.27) and highest-RH ((b); RH=0.53) runs of the
grammar inducer.
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Figure 5: Relationship between log likelihood and
recall-homogeneity across the 20 runs of the new
model on Eve.

without any hard-coded directional bias term like Clark
and Schuler (2023) use in their Experiment 2.

The relationship between log likelihood and RH is
illustrated in Figure 5. The run with RH=0.27 has
a relatively low log likelihood relative to other runs.
However, the 19 other runs do not show much of a
correlation between the two measures—suggesting
further room for improvement in defining an objec-
tive function that steers the inducer toward accurate
parses.

Inspection of the most frequent induced categories
reveals that each is associated with a small set of an-
notated categories, most often just one (Table 1). The
table shows that all of the most frequent categories
are primitives. This occurs because the selected
set of 2445 categories—comprising only primitives
and single-operator complex categories—only allows
complex categories to appear at preterminal nodes in
parse trees (as happens in Figure 4). It can also be
observed that low-index primitive categories are used
for a range of annotated categories such as NP and
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Induced category | Annotated categories (relative freq.)
1 NP (0.22)
8 VP (0.55)
0 VP (0.30), S (0.19), SQ (0.08)
7 PP (0.29)
4 S (0.09)
26 ROOT (0.98)
30 ROOT (1.00)
18 ROOT (1.00)
10 SBAR (0.16), S (0.1)
31 ROOT (1.00)

Table 1: Annotated categories from the Penn Tree-
bank tag set associated with each of the 10 most fre-
quent induced categories (sorted from most to least
frequent). Induced categories come from the best-
performing induction model (RH=0.53). Annotated
categories that are associated with an induced cate-
gory at least 5% of the time are reported.

VP, while high-index primitives are almost exclusively
used for ROQOT. This likely reflects the fact that high-
index primitives appear in fewer complex categories
overall, thanks to their lower probability according to
the stochastic process. Appendix C presents confu-
sion matrices relating the most frequent induced and
annotated syntactic categories.

6. Conclusion

We test a categorial grammar induction model that
uses a novel technique for category selection. On a
corpus of child-directed speech, this model attains
an average RH of 0.48, a large improvement over
the Clark and Schuler (2023) system that brings the
model’s performance to the level of state-of-the art
PCFG inducers. Predictions from the model lend sup-
port to the idea that syntactic structure may be learn-
able without extensive prior knowledge, and show
interesting correlations between induced and anno-
tated categories.
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A. Grid search for category selection

To select p and ¢ values for the stochastic cate-
gory selection process detailed in Section 4, a grid
search was performed on the Adam corpus using
p.q € {0.001,0.01,0.1,0.2,0.5,0.8,0.9,0.99,0.999}.
Because testing all pairs of p and ¢ would have been
too costly, the range of p values was tested with ¢
fixed at 0.5, and then the range of ¢ values was tested
with p fixed at 0.5. For each tested pair of p and g,
probability thresholds were set to select roughly 100,
1000, or 2500 categories. The probability threshold
was the minimal value ¢ such that the number of cate-
gories with probability greater than or equal to ¢t was
no more than 100, 1000, or 2500.

After the initial grid search, lower probability thresh-
olds permitting up to 7500 categories were tested
with p and ¢ set to 0.5 and 0.01. However, the set of
2445 categories performed best on Adam. To avoid
underflow, probabilities were log-transformed during
category selection.

B. Hyperparameters

Hyperparameters in the induction model matched
those reported in Clark and Schuler (2023). The
Adam optimizer was used with a learning rate of
0.0001. The category embedding size and hidden
state size were set to 64. Each run was randomly
initialized and run for 20 epochs with a batch size of
2 sentences.

C. Comparison of Induced and
Annotated Categories

Figure 6 on the following page presents confusion

matrices comparing the most frequent induced and
annotated syntactic categories.
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10 - 0.00 0.01 0.00 0.10 0.00 0.00 0.16 0.00 0.00 0.00 0.00 n 0.10
31 — 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Other - (X 0.02 0.00 0.02 0.00 0.13 0.01 0.00 0.00 0.00 0.01 0.11 0.04

(b) Precision

Figure 6: Comparison of frequent induced and annotated categories in the Eve corpus. Induced categories
came from the best-performing induction model with 2445 categories (RH=0.53). “NotBracketed” in (a) refers
to phrases of a particular category that were not bracketed together in the predicted parse. “NonCross” in (b)
counts phrases belonging to an induced category that did not appear as constituent in the annotated parse,
but did not cross constituent boundaries in the annotation. “Cross” counts phrases that did cross annotated
constituent boundaries.
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