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ABSTRACT 

The dynamic restructuring of Cu has been observed under electrochemical conditions, and it has 

been hypothesized to underlie the unique reactivity of Cu towards CO2 electroreduction. 

Roughening is one of the key surface phenomena for Cu activation, whereby numerous atomic 

vacancies and adatoms form. However, the atomic structure of such surface motifs in the 

presence of relevant adsorbates has remained elusive. Here, we explore the chemical space of Cu 

surface restructuring under coverage of CO and H in realistic electroreduction conditions, by 

combining grand canonical DFT and global optimization techniques, from which we construct a 

potential-dependent grand canonical ensemble representation. The regime of intermediate and 

mixed CO and H coverage—where structures exhibit some elevated surface Cu—is 

thermodynamically unfavorable yet kinetically required. Therefore, we develop a quasi-kinetic 

Monte Carlo simulation to track the system’s evolution during a simulated cathodic scan. We 

reveal the evolution path of the system across coverage space and identify the accessible 

metastable structures formed along the way. Chemical bonding analysis is performed on the 

metastable structures with elevated Cu*CO species to understand their formation mechanism. By 

molecular dynamics simulations and free energy calculations, the surface chemistry of the 

Cu*CO species is explored, and we identify plausible mechanisms via which the Cu*CO species 

may diffuse or dimerize. This work provides rich atomistic insights into the phenomenon of 

surface roughening and the structure of involved species. It also features generalizable methods 

to explore the chemical space of restructuring surfaces with mixed adsorbates and their non-

equilibrium evolution. 
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INTRODUCTION 

In the quest for a sustainable future, electrocatalysis stands as a cornerstone, driving the 

electrochemical storage of renewable energy and paving the way for the production of valuable 

molecules from waste and greenhouse gases. Knowledge of the surface structure under reaction 

conditions is central to electrocatalyst development, as it is the prerequisite to mechanistic 

investigation and subsequent optimization. However, the more we know, the more we realize we 

don't know – with improving resolution of surface characterization techniques, it increasingly 

becomes evident that the electrocatalytic surfaces are not static landscapes. Instead, they are 

dynamic arenas where an ensemble of catalyst states fight in chaos, with a diverse distribution of 

geometry, composition, and reactivity.1,2 

Copper, the only transition metal that efficiently catalyzes CO2 reduction reaction (CO2RR) into 

C2+ multi-electron reduction products,3 is intriguingly notorious for undergoing complex redox 

and structural dynamics under electrochemical conditions.4,5 From bulk phase transition to 

surface reconstruction,6 and from dissolution-redeposition to nanoclustering,7,8 the fluxional 

nature of Cu electrocatalysts seem to underpin their unique reactivity. A surface species key to 

the abovementioned phenomena is the Cu adatom, whose existence has been confirmed in 

CO2RR and CO electro-oxidation conditions.9,10 Multiple structural models of the adatom have 

been proposed, but most of them were built based on experimental signals and speculations, or 

neglected the many realistic aspects.9,11,12 The atomic structure and formation mechanisms of 

these surface adatoms, under the effect of electrode potential and surface adsorbates, is still 

lacking. 

As a sequel to our previous efforts to understand the H-induced restructuring of Cu(100)13 and 

Cu(111)14 in electroreduction conditions, here we investigate the case where the surface is under 

a mixed coverage of both *H and *CO, which is more relevant to CO2RR and CO electro-

reduction/oxidation reactions. By performing grand canonical genetic algorithm (GCGA) global 

optimization and grand canonical density functional theory (GCDFT) calculation, we constructed 

potential-dependent grand canonical ensemble and free energy landscapes of Cu surfaces under 

different coverages of *H and *CO. Due to the failure of Boltzmann statistics in predicting any 

changes to the Cu surface morphology, we devised a pseudo-kinetic Monte Carlo simulation to 

address the non-equilibrium nature of the system and to identify the metastable states that the 

system would be trapped into under reducing potentials. A number of Cu*CO species, which are 
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elevated from the top surface under the co-influence of atop *CO and surrounding *H, were 

predicted to form in the CO2RR-relevant potential regime. The chemical bonding origin of the H 

and CO co-induced formation of elevated Cu*CO species is investigated, and the possible 

pathways for surface migration and dimerization of the formed elevated Cu*CO are probed by 

free energy calculations. This study provides rich insights into the formation and chemistries of 

the roughened Cu surfaces in realistic electrochemical conditions, which can benefit the 

electrocatalysis community in mechanistic investigations and further optimization of Cu 

electrocatalysts. 
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RESULTS & DISCUSSION 

 

Figure 1. Vertical displacement of surface Cu atoms as a function of CO and H coverages, for 

the global minimum structure of each coverage state, without applied potential. Darker color 

indicates a larger standard deviation in the heights of top surface Cu atoms in the top monolayer 

of the surface. 

 

We consider the Cu surfaces to be under the coverage of both CO and H, which are the two main 

reaction intermediates in CO2RR in near-neutral or acidic conditions. Due to the extremely large 

chemical space spanned by surface rearrangement and mixed adsorbate coverage, grand 

canonical genetic algorithm (GCGA)13,15–17 is used to globally optimize the configuration of 

Cu(100), (111), and (711) step under the coverage of both H and CO (Methods and 

Supplementary Note 1 for details). To be specific, the system is allowed to exchange H and CO 

with a reservoir with fixed chemical potentials of H and CO (𝜇! and 𝜇"#), so that the search 

direction in the compositional space will be self-adaptive. To cover the chemically relevant range 

of 𝜇! and 𝜇"#, multiple GCGA searches are performed at a pH of 7, CO partial pressure of 1 

atm, and electrode potentials between 0 and -1 VSHE. 

In total, 16,830, 22,511, and 20,555 unique catalyst states are obtained for Cu(100), Cu(111), and 

Cu(711), respectively. The main body of this work will be focusing on the reconstruction of 

Cu(100), which has well-studied H-induced restructuring and chemistry in previous theoretical 

and experimental works,13,14,18 while the others share similar adsorbate-induced reconstructing 

behaviors (Figure S3).19 All three collections well cover the regime of mixed H and CO 

adsorption up to 1 ML H and 0.75 ML CO, with a quite broad distribution of geometries. Figure 

1 shows the standard deviation of top surface Cu atoms’ heights as a function of H coverage and 
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Figure 4. Quasi-kinetic Monte Carlo simulations of surface structure and coverage evolution. (a) 

H and CO coverages as functions of electrochemical potential, from Boltzmann statistics (dashed 

lines) and Monte Carlo simulations (solid lines) with error bands. (b) Evolution of the system’s 

coverage state on the vertical displacement map of surface atoms, with respect to H and CO 

coverages, during a simulated cathodic scan, from Boltzmann statistics (as blue crosses) and Monte 

Carlo simulations (as red circles). (c) Notable structures (with a maximum population of at least 

10%) illustrating significant surface Cu rearrangements under mixed coverage of H and CO. Color 

code: Cu – brown; H – blue; C – grey; O – red; elevated Cu – green. 

 

 

To identify the states that the system would visit along its way across the 2-dimensional coverage 

space, we devise a quasi-kinetic Monte Carlo (MC) simulation to investigate the surface changes 

under varying electrochemical potential. The surface is represented by a 10×10 lattice of the 

cells (each of the same size as in GCGA sampling, i.e. an overall 60×60 surface model). Two 

types of moves (Scheme S1) are considered to represent the electrolyte-electrode and intra-

electrode exchange of adsorbates: (i) desorb or adsorb one adsorbate; (ii) displace one adsorbate 

to a neighboring cell. The kinetic barriers of these moves are assumed to scale with their 

associated grand canonical free energy changes, which introduces potential dependence and a 

sense of time into the simulation. During the simulated cathodic scan, the electrode potential is 

changed in a small increment of 10 mV. At each potential, the system undergoes a finite number 

of simulation steps (2 million, corresponding to the timescales of microseconds, see 

Supplementary Note 3), which is sufficient to bring the system to a quasi-equilibrium, but not 

guaranteeing it to reach the global minima. 

The MC simulation presents a completely different picture from the thermodynamic one. The 

majority adsorbate in the beginning, CO, will still be replaced by H as the potential scans to 

more negative, but the onset of such crossover is at a much more negative potential (about 0.2 

VRHE for Boltzmann; about 0.5 VRHE for MC), and the transition is much smoother than in the 

thermodynamic-only picture (Figure 4a). Even at very negative potentials, the system never goes 
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into the H-only coverage state, suggesting trapping in a metastable LM regime without reaching 

the GM. This is consistent with the experimental observation that CO retains to the surface with 

a coverage of 0.1 – 0.3 ML during CO2RR, even at more negative potentials.21–23 

The path in the coverage space, as the system traverses the potential-dependent free energy 

landscape, is plotted on the structural deviation map (as in Figure 1) in Figure 4b. The 

Boltzmann picture predicts an abrupt jump from CO-only to H-only coverage, whereas MC 

predicts a smooth, continuous path from CO-only coverage into the region of roughly 0.2 ML 

CO coverage and 0.6 ML H coverage. Note that this path across the coverage space is 

independent from the scan rate used in the simulation, which indicates that the simulated system 

is sufficiently relaxed to reveal the intrinsic minimum path on the potential-dependent free 

energy surface (see Supplementary Note 4). 

More interestingly, the observed regime of mixed coverage coincides with the production of 

elevated Cu*CO species on the surface (Figure 4c). By tracking the statistics of states in the 

Monte Carlo simulations, we could obtain the population of each state in the metastable regime 

during the simulated cathodic scan (Figure S8). Starting at about -0.45 VRHE, there is a 

significant replacement of CO by H on the surface, leading to a p4g-like surface arrangement of 

Cu.24 In the range of -0.5 to -0.7 VRHE, multiple surface phases with Cu*CO species gain 

population up to 30%, which are shown in Figure 4c and ordered by onset potential (from 

positive to negative). The arrangement of surface Cu are primarily in the p4g-like configuration, 

with minority in the singly shifted-row configuration. The overall population of elevated Cu*CO 

peaks (up to about 50%) in the coverage range of 0.50 to 0.64 ML for H and 0.14 to 0.31 for CO. 

The elevation of the Cu*CO species decreases at a higher H-to-CO coverage ratio, due to the 

depleted CO coverage and strong stabilization of in-plane Cu configurations at very high H 

coverage.13,14 The system never makes it to the doubly shifted-row hydride phase (the 

thermodynamic GM with about 1 ML H-only coverage) during simulated cathodic scans of any 

scan rate within the affordable time scale. The inaccessibility of the deep hydride phase is again 

consistent with the observations in ref.20 To probe whether these surface phases could survive a 

long-term electrolysis or chronoamperometry, we scan the system to a CO2RR-relevant target 

potential (-0.6, -0.7, and -0.8 VRHE) where Cu*CO is populated, and then hold the potential 

constant for a long time scale of 400 million moves. Surprisingly, the Cu*CO-containing phases 

does not lose but gain population during the constant-potential simulation, with the total 
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flatter, and the minimum shifts to a higher elevation. At a local H coverage of 0.75 ML, the 

minimum shifts to a 0.86 Å elevation, and it further increases to 1.17 Å at 1 ML local H 

coverage, corresponding to formation of the elevated Cu*CO species. Note that this H-induced 

elevation of top surface Cu is only significant with an atop CO adsorbate – if without CO, the 

maximal elevation is merely 0.12 Å at 1 ML local H coverage (Figure 5b). In summary, there is 

not a kinetic barrier associated with the Cu elevation on any of the fixed-composition PES’s, but 

rather, the minimum of the PES evolves as the local H coverage increases, naturally bringing the 

Cu*CO to the elevated state at higher local H coverage. 

The evolution of the PES shape is also quite intriguing: the PES becomes flatter when local H 

coverage increases from 0 to 0.75 ML, but it gets steeper again at 1 ML. The coverage-dependent 

flatness of the PES suggests the presence of two competing interactions, one to hold Cu in-plane 

and another to drag it out-of-plane. They strike a balance at 0.75 ML local H coverage, marking a 

critical point for the transition to the elevated state. The elevated Cu*CO formation indeed 

resembles a phase transition process, which takes place in the local H coverage range of 0.5 to 

0.75 ML. This is accompanied by the breaking of chemical bonds between top surface Cu and 

subsurface Cu atoms, as quantum theory of atom in molecule (QTAIM) analysis suggests in 

Figure 5c. Note that H merely acts as a “lubricant” which partially weakens the Cutop-Cusub 

bonds.13 The elevated state with a distorted pyramidal configuration, with electron localization 

and molecular-like characteristics (Supplementary Note 6), can only be stabilized in the presence 

of an atop CO adsorbate. 

The elevated Cu*CO species is unlikely to be the ultimate CO2RR-active species, but a precursor 

of them. It has been experimentally observed that the initial roughening, which corresponds to 

the formation of Cu*CO species, occurs in the activation stage and does not correspond to the 

steady state of the catalyst.10 The eventual CO2RR active sites are expected to be found within 

(sub)nanoclusters,9 islands,25 holes,26 and/or other surface defects/patterns27 that result from 

diffusion and agglomeration of the Cu*CO species.  
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elevated Cu*CO as it sinks back into the top surface (Figure S13a). In the meantime, the H 

farthest from the later-elevated Cu*CO also breaks off and diffuses in the opposite direction, 

away from the initially-elevated Cu*CO, and stabilizes itself at a three-fold hollow site. Both 

initially- and newly-elevated Cu*CO share a similar coordination environment, binding to three 

H adsorbates below that are supported on a pentagonal local arrangement of surface Cu (Figure 

S13b-c). The diffusion of H adsorbate configurations is an indispensable part of the propagation 

process, as the local arrangement of the H determines the free energy landscape of Cu*CO (not a 

simple barrier-lowering effect), in a highly coupled manner. 

When the elevated Cu*CO diffuses over the surface, it would eventually run into other elevated 

Cu*CO, and possibly seed islands and clusters.9,10,25,26 Hence, we further calculate the free 

energy profile of two Cu*CO interacting with each other, with the inter-Cu distance as the 

reaction coordinate. The obtained mechanism involves one of the Cu*CO rising from its initial 

elevated site and hop to a neighboring hollow site, in order to get closer to the other Cu*CO and 

dimerize (Figure 6). In the end, the two Cu*CO form an OC*Cu-Cu*CO dimer. This process has 

a significantly higher barrier of 0.36 eV, due to the need for one Cu*CO to break away from its 

initial surface site. As a result, dimerization is expected to be much less frequent than diffusion, 

but the barrier should still be crossable at room temperature. The dimerization is also facilitated 

by local H arrangements (Figure S14): the H adsorbate in between the two Cu*CO’s firstly hops 

from the initial site to a metastable out-of-plane bridge site, so that it can attract and coordinate 

to both Cu*CO’s, drawing them closer to each other. As the two Cu*CO’s get close enough and 

dimerize, the in-between H sinks back to a distorted hollow site and act as a supporting ligand 

from below, shared by both Cu atoms in the OC*Cu-Cu*CO dimer. This could be the underlying 

mechanism of Cu clustering and island formation on Cu electrodes in CO2RR conditions. 

In the end, we would like to briefly discuss the reactivity implications of this work. A typical 

CO2RR could be broken down to multiple stages: (i) before reaching the CO2-to-CO onset 

potential, due to the absence of CO in the reaction system, there should be only hydrogen 

evolution reactions (HER). In fact, atomically ordered low-index crystalline Cu surface prefer 

HER over CO2RR.28 (ii) When the CO2-to-CO onset potential is reached (at -0.5 to -0.6 VRHE), 

CO begin to get electrogenerated, but its concentration level would be too low to induce any 

major surface restructuring,22 and HER is still dominant. (iii) At more negative potentials (up to -

1.0 VRHE), as the CO coverage builds up on the surface, the system enters the mixed intermediate 
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coverage regime where Cu*CO – and subsequent (sub)nanostructures or defects – start to form. 

These structures are the major contributors to the overall turnover, improving the selectivity 

towards CO2RR. (iv) When the potential scans to more negative than -1.0 VRHE, the surface 

would gradually have CO replaced by H and form hydride-like motifs, which should stop (or 

even reverse, depending on the condition and time scale) Cu*CO formation or subsequent 

(sub)nanostructuring, with HER coming back to dominance. The deductions qualitatively agree 

with the experimental selectivity trend on crystalline Cu electrode during a cathodic scan in near 

neutral media, where the Faradaic efficiency of CO2RR first increase and then decline after 

peaking between -1.0 and -1.1 VRHE.29 

A more quantitative reactivity study (product distribution, C2+ selectivities, etc.) needs to be 

based on the understandings of the Cu*CO-derived (sub)nanostructures, especially their atomic 

structure, formation mechanism, and lifetime. The highly off-equilibrium nature of the system 

poses a grand challenge for both experiment (temporal, spatial, and site-specific resolution) and 

theory (large system size, vast chemical space, long time scale, complex reaction networks, 

electrolyte dependencies) and calls for more research in these critical aspects.  
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CONCLUSIONS 

In this work, we extensively explore the chemical space of Cu surface restructuring under mixed 

coverage of H and CO using a grand canonical global optimization technique, and construct a 

grand canonical ensemble representation of the surface in electrochemical conditions. The 

surface is predicted to significantly roughen under intermediate coverages of both H and CO; 

however, the potential dependence of the restructuring is not well described by Boltzmann 

statistics, as the system is not at equilibrium. A quasi-kinetic Monte Carlo method is developed 

to simulate the evolution of the surface under varying reducing potentials, with kinetic trapping 

considered. The “path” of the system across the metastable regime is identified, as well as the 

accessible reconstructed structures along the way. Under intermediate coverages of both H and 

CO, elevated Cu*CO species can emerge; they are lifted above the top surface by about 1 Å, are 

not “adatoms” in a strict sense, and create no immediate vacancies. Chemical bonding analysis 

reveals the origin of the elevated Cu*CO species to be the combined effects of surface Cu-Cu 

bond weakening by H and atop coordination of the strong ligand CO. Molecular dynamics 

simulation and free energy calculations are performed to investigate the further evolution of the 

Cu*CO species. We found that it can readily diffuse over the surface via a novel propagation 

mechanism where one Cu*CO sinks back into the top surface and another Cu*CO unit pops up, 

creating a standing wave. Two Cu*CO may also dimerize with a slightly higher barrier, which is 

likely the underlying mechanism of further clustering and island formation. This work provides 

atomic insight into the roughening behavior of Cu electrocatalysts and a way to address complex 

restructurings that are induced by coverage of mixed adsorbates and far from equilibrium. The 

overall high surface dynamism, with facile propagation of Cu*CO in the presence of H, raises a 

question of relevant active site(s) for CO2RR forming transiently. 
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METHODS 

1. Model Set-up 

The Cu(100) surface is modeled by a 4-layer 6×6 supercell of Cu(100) termination with a cell 

dimension of 15.336 Å×15.336 Å (constructed with experimental lattice parameter from ref 30). 

The bottom two layers of the slab are constrained as bulk region, and everything else is allowed 

to relax as the interface region. A vacuum slab of 15 Å thickness is added in the z-direction to 

avoid spurious interactions between periodic images. 

 

2. DFT calculations 

The local optimizations and energy evaluation are performed with the RPBE functional31 and 

PBE_PAW pseudopotentials32 using the VASP program (version 5.4.4).33–36 The convergence 

criteria for electronic and force minimization are set to 10-5 eV and 0.05 eV/Å during the global 

optimization and 10-6 eV and 0.01 eV/Å for the final refinement. Due to the relatively large 

system and sampling size, only the Γ k-point is sampled in the reciprocal space of the Brillouin 

zone throughout, and the cutoff energy for the kinetic energy of the plane-waves was 400 eV. 

The transition states (TS) are located using climbing image nudged elastic band (CI-NEB) 

method37 with image dependent pair potential (IDPP) interpolation.38 Each TS geometry has 

been confirmed to have only one imaginary mode. 

All electronic structure analyses are performed based on converged charge density or 

wavefunction. The Bader charges are calculated using Bader Charge Analysis program.39 The 

QTAIM analysis is performed using the critic2 program using the Wigner-Seitz method with a 

subdivision level of 2.40  

 

3. Grand Canonical Genetic Algorithm 

To sample the chemical space of both Cu restructuring and adsorbate (H and CO) 

coverage/configuration, we performed global optimization using the grand canonical genetic 

algorithm (GCGA) as implemented in our open-source GOCIA python package 

(https://github.com/zishengz/gocia), which now supports mixed and polyatomic adsorbates. To 
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be specific, the system is treated as a grand canonical ensemble of H and CO adsorbates, and the 

search target is to minimize the coverage-dependent grand canonical free energy Ω$%&: 

Ω$%& = 𝑈 − 𝑇𝑆 − ∑𝜇'𝑁' ≈ 𝐸&($)*+! − 𝐸&($) − 𝑛! ⋅ 𝜇!(pH, 𝑈, 𝑇) − 𝑛"# ⋅ 𝜇"#(𝑝"#, 𝑇) (1) 

Where the 𝐸&($)*+! and 𝐸&($) are electronic energies of the adsorbate-covered and the bare 

Cu(100) slab. The vibrational contributions to free energy by the slab atoms are neglected 

considering their small contribution and high computational cost.41 The chemical potential of H 

and of CO, 𝜇! and 𝜇"#, are calculated by: 

𝜇!(pH, 𝑈, 𝑇) =
1
2
𝐸!!
,$& − ln(10) 𝑘-𝑇pH − |𝑒|𝑈.!/	

+>ZPE,$& + 𝐶0
,$& − 𝑇𝑆,$&C − >ZPE$%& + 𝐶0$%& − 𝑇𝑆$%&C (2)

 

𝜇"#(𝑝"#, 𝑇) =
1
2𝐸"#

,$& + 𝑘1𝑇 ln
𝑝"#
𝑝2 	+

>ZPE,$& + 𝐶0
,$& − 𝑇𝑆,$&C − >ZPE$%& + 𝐶0$%& − 𝑇𝑆$%&C(3) 

where the pH and U (in SHE scale) dependent terms are calculated using the computational 

hydrogen electrode model.42 The ZPE and thermal contribution terms of adsorbates are obtained 

from frequency calculations and evaluated at 298.15 K. 

A population size of 25 and a mutation rate of 30% are chosen for the GCGA sampling. The pool 

of initial candidates is generated using the bond length distribution algorithm (BLDA) which is a 

random structure generation method based on the covalent radii of the atoms.43 A pre-

optimization with Hookean potential is performed to produce reasonable starting geometries 

before they are fed to electronic structure codes for local optimization and energy evaluation. 

Mating between the alive candidates to create offspring is done by a split-and-splice operation,44 

in which the parent slabs are cut along a random plane and then spliced together. A fitness factor 

is assigned to each candidate based on its mating counts and its grand canonical free energy. 

Candidates with higher fitness (low free energy) are more probable to mate. A similarity check 

against the current population is performed before adding any new candidate, to prevent 

duplicates. Adopted mutation operations include: (1) adding or removing an adsorbate, (2) 

rattling the surface atoms along random vectors drawn from a normal distribution, (3) translating 

the buffer slab along x or y axis by 1/n (n=2,3,6) of the cell length, (4) permuting a random half 

of buffer region (original slab and the sampled adsorbates). If an offspring is too similar to its 

parent, its mutation rate is raised to 100%. Upon the addition of each offspring to the population, 
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the candidate with the lowest fitness is archived to maintain the population size. The structures 

with unbound fragments are removed from the population to avoid sampling into chemically 

irrelevant regions of the PES. 

 

4. Grand canonical DFT calculations. 

For the lowest structures in the obtained ensembles, the electrochemical conditions beyond the 

computational hydrogen electrode (CHE) are applied. Under a constant applied potential, the 

electrode surface is effectively a grand canonical ensemble of electrons where the number of 

electrons is varied to adapt to the change in the workfunction of the surface. The potential-

dependent electronic grand canonical free energy of the surface Ω3( can be approximated by a 

surface charging model:45 

Ω3((𝑈) = 𝐸(𝑈) − 𝑞(𝑈) ⋅ 𝐹𝑈 ≈ 𝐸(𝑈2) −
1
2𝐶

(𝑈 − 𝑈2)4 (4) 

which treats the electrochemical interface as an effective capacitor. Here, 𝐸(𝑈) is the electronic 

energy of the surface under a potential 𝑈 which is calculated by refencing the Fermi level of the 

system against the vacuum level. 𝑞(𝑈) is the surface charge difference referenced against the 

neutral system, and 𝐹 is the Faraday constant. 𝑈2 stands for the potential of zero charge in 

vacuum scale, and 𝐶 is the effective capacitance. 

The self-consistent implicit solvation model VASPsol46 is used to represent the polarizable 

electrolyte region. The surface slab is symmetrized along the z-axis to avoid asymmetric 

potential in the implicit solvation region. The thickness of the implicit solvent slab is increased to 

5𝜆 where the Debye screening length is evaluated by:47 

𝜆 ≈
3
√𝐼
Å (5) 

where 𝐼 is the ionic strength in M, in this study we take it to be 0.1 to model the 0.1 M HClO4. 

Hence the implicit solvent thickness is set to 50 Å for the symmetrized slab (Figure S1c). 

By varying the number of electrons in the system, the 𝐸(𝑈) of the system at the corresponding 𝑈 

and 𝑞(𝑈) can be obtained, and thereby a quadratic relation between Ω56(𝑈) and 𝑈	can be fitted 

by sampling a series of 𝑞 values. The 𝑈 (in vacuum scale) can be converted into the SHE scale 

by referencing it against the benchmarked value (4.60 V for VASPsol).48 
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The final coverage- and potential-dependent grand canonical free energy Ω787 is approximated 

by: 

Ω787(𝑛, 𝑈) ≈ Ω3(&($)*+!(𝑈) − Ω3(&($)(𝑈) − 𝑛 ⋅ 𝜇!(pH, 𝑈, 𝑇) (6) 

For consideration of cost, the GCDFT calculations are performed not during the GCGA sampling 

but on a subset of structures from the final ensemble a posteriori. This approach greatly reduces 

the computational expense to construct a potential-dependent grand canonical ensemble while 

capturing the energetics of key accessible states in the ensemble. See benchmarking and 

justifications in Supplementary Note 2. 

 

5. Monte Carlo simulations. 

The evolution of surface adsorbate coverage and configuration under varying potential is studied 

based on the structures in the ensemble and their potential-dependent free energies, from global 

optimization and grand canonical DFT calculations. The surface is modeled as a 10×10 lattice, 

with each grid representing a surface area of the size of the sampling cell. 

During each simulation step, two types of moves can be made: (1) Intra-surface exchange, in 

which one random grid donates a random adsorbate to its neighboring grid; (2) Surface-

electrolyte exchange, in which one random grid gains or loses a random adsorbate. The end state 

of a grid after a move is a randomly selected minimum structure of its corresponding coverage 

state. The chemical potential of the adsorbate in the reservoir is constant and depends solely on 

the reaction conditions. The barrier associated with a move is assumed to scale with the change 

in free energy, which introduces a sense of kinetics into the simulation.  

A move is accepted or rejected based on the Metropolis criteria. The temperature of the 

simulation is set to be 298.15 K, corresponding to room temperature conditions. The system is 

started at 0.25 VRHE and then varied by 10 mV toward the negative voltage, every 2 million 

simulation steps. During each phase of the simulated cathodic scan, the system could not reach 

equilibrium but a quasi-equilibrium corresponding to a metastable regime at that potential. The 

simulation can hence track the evolution of the kinetically trapped system on a changing free 

energy landscape and locate its path across the configurational space. 
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Note that, although the absolute time factor associated with each move is lacking, the simulation 

should be able to reflect relative time scales at the microsecond level. A rigorous kinetic Monte 

Carlo set-up would require evaluation of free energy barrier of every possible move in the 

ensemble, and determination of pre-exponential factors for calculating the rates, which are 

prohibitively expensive and beyond the scope of this study. 

 

6. Molecular dynamics. 

The ab initio molecular dynamics simulations are performed on the optimized structures with the 

same DFT setting as the geometry optimization using the VASP program. The simulation is 

performed in the NVT (canonical) ensemble at 300 K with the Nose-Hoover thermostat, with a 

time step of 1 fs. The unconstrained AIMD simulations are performed for more than 20 ps to 

ensure proper equilibration of the system and to provide initial configurations and velocities for 

the constrained AIMD simulations to follow. 

The slow-growth technique is used to sample the free energy profiles. Specifically, the collective 

variable (reaction coordinate) corresponding to the studied process is varied very slowly during 

the sampling, so that all other variables are well equilibrated. The resulting trajectory constitutes 

a blue moon ensemble and can be used to calculate free energetics by thermodynamic 

integration. The height of the Cu atom in Cu*CO and the inter-Cu distance are used as the 

collective variable for the propagation and dimerization, respectively. 
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