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Executive Summary

Als are pervasively integrated into the fabric of our lives. Disruptive Als such as autonomous
vehicles have captured our imagination and raised concerns. Als that recommend movies,
music or products, prioritize social media posts or search engine results, approve credit
applications, diagnose diseases, etc., are rapidly transforming all aspects of our lives. In nearly
every domain in which Als have been deployed, there have been interactions and outcomes
that were unexpected and unintended. There is an increasing awareness - across academia,
industry, government, and the general public - that active steps need to be taken to ensure that
these Al solutions must follow ethical principles that both safeguard, and actively promote,
human well-being.

On the bright side, ethics and Al is an active area of research and there is considerable
progress in ensuring successful and pragmatic outcomes. Consider the following successes:

e NSF has funded numerous projects on the topic of ethics and Al. (See Appendix)

e There are multiple conferences devoted to the topic, e.g., the ACM Conference on
Fairness, Accountability, and Transparency (FAccT); Al, Ethics, & Society; specialized
Ethics tracks within broader Al conferences, etc.

e Many companies and federal agencies have hired a Chief Ethics / Ethical Al Officer or a
Lead for Responsible Al.

e There is a range of research and workforce training activity across multiple disciplines
including ethics and philosophy, the social sciences, anthropology, computer science,
etc., as well as in the professional schools for the law, medical and health sciences.

e The US government has convened groups on the topic (e.g., THE NATIONAL Al
ADVISORY COMMITTEE (NAIAC) - National Artificial Intelligence Initiative; or a recent
National Academies committee on Responsible Computing Research). The US White
House has issued a Blueprint for a Al Bill of Rights Blueprint for an Al Bill of Rights |
OSTP | The White House.

e Many guidelines and solution approaches have been developed including from the
National Academies of Engineering [1], NIST Al Risk Management Framework | NIST
and the NIH [54].

However, significant gaps and challenges remain. Large industrial organizations have been able
to acquire human capital and strengthen their ethical expertise, but they continue to face the
challenge of retrofitting and re-engineering robust engineering pipelines that were not
designed to address ethical values or satisfy values-based measures and standards. In
contrast, small and medium-sized enterprises can potentially design ethical Al systems “from
the ground up,” but often lack the necessary human capital. All organizations fear the potential
backlash from ethical missteps and would welcome the emergence of a toolbox of best
practices, tailored to specific domains, and with appropriate measures. More concretely, small
businesses, startups, or foundations that support open-source Als typically do not have
adequate resources to build up the needed expertise and staff in-house. They are in dire need
of off-the-shelf Ethical Al design solutions, such as a template Al Governance toolkit and/or
checklist that can be personalized to specific Als. Outside of the tech industry, Executive Order
EO13960 calls for the use of Trustworthy Als across the US Government; however, there is little
consensus about the frameworks, workforce needs, or mechanisms to realize this goal, despite
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the proliferation of Al systems across the Federal Government." Even when there is agreement
about the desired features of an Al system, the designers, builders, and deployers of Als often
lack the knowledge of how to reach that goal. This is particularly true in areas such as criminal
justice, financial transactions, and services, or health and well-being, where there is already
significant evidence of human bias, in both training data and outcomes.

There has been much research activity on relevant topics and themes, but more progress is
needed, and in particular in the area of pragmatic and translational guidance. Although
people widely agree that ethical design should focus on stakeholders’ values, there has been
limited work to translate these values into measures, and then constraints to be applied during
design and development, or in understanding how different (heterogeneous, conflicting) values
could be explicitly (or implicitly) implemented. Similarly, measures largely focus on “objective”
measures such as accuracy or out-of-sample generalization, but the ethical design of Al
requires measures that capture the manifold ways that an Al system can support people’s
values. These two themes are clearly interdependent, as the ideal situation would be to
simultaneously understand the nature and measures of stakeholder values. For example, most
people value safe driving for autonomous vehicles, but we currently lack clear
operationalizations or measures for “safe driving,” so we cannot design to ensure that this value
is supported. At the same time, the most effective best practices and methods are useless if
they are not actually implemented in Al development. We must additionally recognize that
organizational (mis)incentives may be a significant limiting factor in the adoption and use of
already-known ethical design techniques. Simple exhortations of companies will be insufficient.
We need better, more persuasive arguments and frameworks, e.g., demonstrations of positive
return on investment.

As governments consider regulatory frameworks, similar to data privacy regulations,
independent third-party organizations will be needed to conduct audits and to check for
compliance with regulation or certification against standards. Auditors must be equipped to
evolve at the same rapid pace as Als. There may be a need for automated alerting to possible
ethical concerns; tactics, techniques, and procedures (TTPs) to allow for rapid auditing; and
support for large scale auditing for widely deployed Als.

A Workshop on the Ethical Design of Als was convened in September and October 2022;
Louiga Raschid from the University of Maryland was PI, with Michael Pazzani from USC/ISI and
John Horty and llaria Canavotto from the University of Maryland as co-Pls.
https://go.umd.edu/EDAIs

Workshop participants hailed from a wide range of disciplines and application domains, and
expressed interest in establishing partnerships across academia, industry, and government
agencies, to address the challenges that were identified during the event.

One of the outcomes of the workshop was a recommendation for a 2023 Convergence
Accelerator Track on the Ethical Design of Als (EDAIs). Suggested recommendations of themes
and goals for the EDAIs Track include the following:

Human Centered Design methodologies around Values and Measures and Incentives.
Proto Ethical Als: Algorithms or Systems or Pipelines across multiple domains.

Best Practices for the design of ethical Als.

Workforce development and education and training.

This report documents the activities of the EDAIs Workshop as follows: In Section 1, we provide
a broad overview of Ethical Al along multiple dimensions. We also expand on the goals for the

' In fact, part of the charge to the NAIAC is to provide recommendations about how to achieve trustworthy
Al across the US Government. However, those recommendations are unlikely to be at the level of
specificity required for particular Al projects.


https://go.umd.edu/EDAIs

EDAIs track. Section 2 presents multiple exemplars of use-inspired Ethical Al designs across a
range of applications and domains including large language models (LLMs); decision support for
health and well being; criminal justice and the management of commercial MLOps platforms.
Section 3 provides a research background and a summary of related work. The reports of
breakout groups on themes that were explored in the Workshop including Values, Measures,
Incentives, and Training and Education and Benefits are included as an Appendix.

1. An Overview of the Ethical Design of Als

Misunderstandings about the nature of ethical Al pose persistent challenges to its advancement.
Three misconceptions are particularly common. First, ethical Al is sometimes thought to be a
value-neutral tool. However, the reality is that ethical values are explicitly or implicitly
implemented within Al systems as a result of choices made throughout the development
lifecycle. For example, the choice of specific success criteria (or loss function for optimization)
will result in an Al system that prioritizes some set(s) of values over others. Ethical
considerations are therefore already a key part of Al design and development, even when
developers are often unaware of the ethical import of those choices. Second, ethical Al is
sometimes understood as a matter of compliance, particularly legal compliance. But while some
aspects of ethical Al are amenable to compliance certification or other regulatory mechanisms,
many others cannot be meaningfully or easily tested through post hoc assessments or
checklists. For example, many important values, e.g., “drive safely”, “be honest’, and “help
others”, cannot be translated into precise performance standards, as their expression depends
on complicated details of the exact situation. Further, a focus on post hoc assessments may
create unintended choices earlier in the design cycle as described by Goodhart’s Law, e.g., a
push to optimize the outcome for specific evaluation measures, rather than a focus on a good
design that reflects the underlying ethical values. Ethical values must therefore be considered
explicitly and critically during the early stages of the design and implementation of Als. Third,
ethical Al is not solely, or even mostly, a matter of abstract philosophical debate and thought.
The ethical and societal impacts of Al extend beyond far-future concerns, e.g.,
superintelligence, or idealized thought experiments, e.g., Trolley Problems. Our workshop
focused on the practical, real-world, near-future potential of ethical Als to lead to tangible
improvements in people’s lives. The workshop participants identified numerous projects that
could advance these practical challenges and opportunities.

1.1. Ethical Al Principles and Guidelines

Although commonly suggested, a focus on explicit principles was actually deemed by many
Workshop participants to not be a promising direction for translational research. There have
been an enormous number (literally hundreds) of sets of principles that have been proposed to
help ensure that our Al systems are ethical (in some sense). There have been so many sets of
principles that people have conducted analyses of the similarities and differences between
different proposals. The core idea underlying this approach is that clear, careful articulation of
the necessary features of an ethical Al system will provide designers, developers, and
deployers with a suitable “target” for their work, as well as clear criteria for the subsequent
evaluations of their efforts. However, this approach faces four limitations. First, the principles
tend to be very high-level, and so usually have limited impact on actual practice. In almost all
cases, the descriptions of the principles or desired features fail to translate into practical
guidance about how to actually achieve that goal. Second, the high-level nature of these
principles means that they must be context- and domain-general, in the sense that they apply in
almost all cases. Third, these sets of principles are almost all incompatible with one another, in
the sense that there are Al systems that are ethical according to principles A, but not principles



B. This variation in principles thus poses a potential barrier to progress, including the approach
of “Al XYZ As A Service”. Fourth, the actual implementation of particular principles has, in
practice, almost always been team-sensitive. Different groups, even in the same organization,
have interpreted principles in meaningfully different ways.

1.2 Ethical Al Algorithms, Systems, and Pipelines

Near-term progress on Al & Ethics can focus on the development of algorithms (or systems or
pipelines) that explicitly encode our values or ethical commitments. For example, responses to
Trolley Problem type cases often take the form of algorithms that directly implement one or
another theory of ethical evaluation. Additionally, some efforts to respond (ethically) to differing
values within a community have explicitly encoded various voting or social preference
aggregation procedures in an Al decision system. In some cases, this approach might work
well, but it requires two fundamental assumptions that frequently fail to hold. First, this approach
assumes that our values can always be precisely and explicitly represented in a
machine-interpretable way. In practice, however, many of our values are more vague and
context-sensitive. Second, this approach assumes that Al system decisions are made using the
same representations and cognitive machinery as humans. However, many Al systems use
radically different concepts than humans, so our ethical theories cannot necessarily be
translated into Al algorithms. For example, most self-driving cars do not represent the age of
pedestrians, or even that there are pedestrians, as opposed to “volumes of space that should
not be entered”, so many of the proposed ethical algorithms to solve “Trolley Problem” style
cases simply cannot be implemented in the Al systems. More generally, Al systems often find
patterns in our environments that we have missed, but those patterns will typically require the Al
system to think differently than we do, and thus our ethical theories cannot be directly
implemented in such systems. Workshop participants discussed the challenges, needs, and
gaps of use-inspired and domain- or application-specific proto-Als.

1.3 Verifiable Behavior

One could instead focus solely on the behavior of the Al system: does it act in ethical ways
(regardless of exactly how those behaviors are generated)? One manifestation of this approach
has been the development of test, evaluation, and audit frameworks. For example, the
Department of Defense (including multiple branches) has worked to develop test, evaluation,
validation, & verification (TEVV) procedures for their Al systems, including those procured from
third-party vendors. Many efforts around algorithmic audits, particularly for biases, similarly
focus on system behaviors (decisions, classifications, predictions, etc.) rather than the
mechanisms by which those are generated (e.g., NYC Local Law 144 on automated
employment decision tools). A different manifestation of this approach focuses on systems that
are provably beneficial or reliable, including efforts to translate frameworks such as zero trust
security into Al contexts. This approach typically requires a high degree of specificity—perhaps
implausibly high—about what constitutes “ethical behavior.” In practice, we often do not know
exactly which behaviors are most ethical; at the very least, there are typically blurry lines
between ethically obligatory and ethically permissible behaviors, and between ethically
permissible and forbidden (i.e., unethical) behaviors. While there have been some successful
efforts to specify ethical behavior, these almost all arise in relatively closed-world systems, i.e.,
where most or all relevant factors can be represented, though not necessarily measured.

While the issues around formally verifiable ethical behavior and outcomes formed a backdrop
for many of the discussions, the EDAIs Workshop did not focus on formal verification since a
companion workshop on Provably Safe and Beneficial Als (PSBAIs) explored these topics in
significant detail. https://humancompatible.ai/psbai-workshop-2022/
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1.4 Human-Centered Ethical Design and Best Practices

There is a need to develop “best practices” for each stage of the human-centered Ethical Al
lifecycle — design, development, evaluation, deployment, revision, etc. — that increase the
likelihood that ethical Al will result. Importantly, these best practices do not each need to
explicitly consider ethical issues, i.e., they should be judged by whether they lead to more
ethical Als, not whether they use “ethical” language. For example, the best practice of “engage
with diverse communities to determine how an Al system might affect them” is difficult to
express in purely ethical language or to capture as an ethical value. Nonetheless, this best
practice has been shown to consistently lead to more ethical Al systems. Best practices have
been shown to have positive impacts in many domains, and best practices can usually be
adopted and deployed in industry contexts. Discussion at the workshop centered on identifying
challenges and opportunities for the development, dissemination, and widespread adoption of
these best practices.

1.5 Potential Themes and Deliverables of a Convergence Accelerator Track

We here describe four high-level clusters of projects, challenges, and opportunities that
emerged from the Workshop.

e Human Centered Design methodologies around Values and Measures and Incentives.
e Proto Ethical Als: Algorithms or Systems or Pipelines across multiple domains.
e Best Practices for the design of ethical Als:
o Toolkits for designing, implementing and assessing Al systems.
o Platforms for Al Governance.
o Independent third-party audits for compliance and certification.
e Workforce development and education and training.

Human-Centered Design Methodologies:

The EDAIs Workshop articulated the need for human-centered and pragmatic design
methodologies around the themes of Values, Measures, and Incentives. Workshop participants
explored high-level guiding principles, while simultaneously identifying projects to ground them
in best practices. They identified the key challenges within each theme, and the relevant
research and design questions to address the challenges. They went on to identify the needs,
gaps and the obstacles that must be satisfied or overcome, to be successful. The detailed
outcomes of the discussions are in an Appendix.

Ethical Al systems must support the values of key stakeholders, but there are few concrete
methods, tools, or frameworks for systematic value elicitation, or for the translation of values into
measures, or for the generation of constraints during design, development, and deployment. For
example, simple prototypes are useful for helping non-technical individuals to identify and
articulate their values, but there are few systems to port values into measures that can apply to
real-world prototypes. The ethical design of Al systems would be greatly enhanced by tools and
processes that can translate natural language expressions of values, i.e., what people naturally
produce, into design- and development- stage measures and / or constraints. Deliverables of an
EDAIs Convergence Accelerator Track could range from validation of relevant methodologies, to
the development of tools and APIs, to use cases and training material.

Proto Ethical Als:

EDAIs Workshop participants were invited to explore use-inspired and domain- or
application-specific Proto Ethical Als. Participants addressed the following questions: What are
the major ethical and social concerns for this specific application domain? How can ethical



design address these concerns? What major gaps are left unaddressed? Several of these use
cases are presented in Section 2.

A Convergence Accelerator Track could include Proto Als that range from compact modular
systems to complex engineering pipelines. Proto Ethical Als can help to uncover the potential
mismatch(es) between the representations and cognitive machinery employed by humans
versus those implemented within the Als. Deliverables could include an examination of how well
Als can (or cannot) articulate values, implement measures, provide assessments, and reflect
incentives that promote human well-being.

Best Practices - Toolkits for the Design of Ethical Als:

There was much discussion and enthusiasm around the development of Best Practices and
Toolkits for the design and assessment of ethical Als. This is a fertile opportunity for
partnerships across multiple stakeholders. Deliverables could include the following:

e The development of best practices and protocols around datasheets, model cards, triage
checklists, etc. [55,56].

e Best practices for the design of systems that mitigate ethical issues. Plenary speakers
Kearns and Etzioni described examples of such systems, e.g., systems that learn
accurately for protected minority classes [57] and systems that exhibit common sense
reasoning about ethics [58].

e Tools for testing data for representativeness. Tools that assess systems for ethical
issues, e.g., a higher error rate in protected minority classes.

Best Practices - Platforms and Support for Al Governance:

There are close connections between design and governance. Effective design requires some
understanding of the goals that governance helps to achieve. Governance must be sensitive to
opportunities and more important, constraints, during design and development. Al Governance
can also vary dramatically based on the size and complexity of the Als as well as the
organizations that are developing or deploying these Als. The following deliverables of a
Convergence Accelerator Track would help to guide or strengthen Al governance:

e Systems to identify relevant regulation. Frameworks or approaches to comply with
regulatory requirements, e.g., appropriate methods to audit for biases.

e Protocols and checklists for Governance-in-a-box solutions that can be readily deployed.
Approaches for customization of in-a-box solutions to specific application domains.

e Governance deliverables could range from simple checklists to APIs and services to
powerful sandboxes for training, testing and evaluation.

Best Practices - Independent Third Party Audits for Compliance and Certification:

The government has an important role to play on behalf of consumers, in particular for
applications and domains such as medical diagnostics, credit scoring, sentencing or parole
decisions, etc. They can do this by establishing standards or through regulatory frameworks.
Independent third party audits are then needed to ensure that Als are compliant with regulations
and/or meet standards and certifications. Deliverables could include the following:

e Tactics, techniques, and procedures (TTPs) to allow for rapid auditing.
e Automatic measures that can evolve at the pace of new product updates and releases.
e Support for large-scale auditing, and customization.



Workforce Development, Education, and Training

Training and education are needed to develop interdisciplinary collaboration skills. There is also
a need for workforce development, e.g., training for roles within ethical Al ecosystems.
Workshop participants highlighted some of the following objectives and deliverables:

e Educating the public about the benefits and the potentially harmful limitations of Als.

e Leveraging lessons learned from other domains or historical inventions, to build an
understanding of current Al technology & best communication practices.

e Training technologists in ethics and training ethicists about technology.

e Providing the relevant training for non-technologists who are professionals in the law,
regulation, and compliance, or in domains in which Als are extensively deployed, so they
can contribute meaningfully to ensuring positive outcomes and minimizing harm.

e Educating human-centered designers and users on the need to address the landscape
after the successful deployment of an Al.

e Deliverables in this area could include the following:

o Repositories for courses and curriculum.

o Data sets that illustrate problems/challenges in the design of ethical Als.

o Case Studies on ethical failures, how they occurred, and how they can be
prevented or mitigated.

1.6 The Ethical Al Ecosystem

Workshop participants hailed from a wide range of reference disciplines and application
domains, and expressed interest in establishing partnerships across academia, industry and
government agencies, to address the challenges that were identified during the event. Below is
a list, undoubtedly not exhaustive, of groups and individuals who have expressed interest in
something like an EDAIls Convergence Accelerator track.

Academic Researchers:

e Computer Science and Engineering: An interest in Al systems development or research
in Al technologies or human-centered design.

e Social Sciences: Apply theories and methods from the social sciences to study the
impact of technology on users, organizations and society.

e Humanities, including Philosophy: Explore foundational issues about values, ethics, and
the broader impacts of ethical Als.

e Human-Computer Interaction and design.

Law and Public Policy: Legal scholarship, regulations, and compliance.

e Professional disciplines - Medicine, Public Health, Business, and Management, etc.:
Domain-specific expertise in both Al technology as well as Al ethics.

Industry:

e Information technology companies that design and deploy Als (Google, Meta, Microsoft,
Amazon, etc.) or companies that design and manufacture tools and devices and
instruments (Intel).

e Companies that are involved in the deployment of Als in specific domains including
finance (FICO, Mastercard, Experian, JP Morgan Chase), entertainment (Netflix, Hulu),
legal services (Thomson Reuters), defense (Boeing, Lockheed Martin), healthcare (GE
Health), consulting and auditing (big four US consulting firms).

e While large public companies get the most visibility, there are many successful small



businesses and startups in the field (HuggingFace, Humanyze, Distributed Al Research
Institute, Al Ethics Lab, Redgrave Data).
e Developer PaaS companies, e.g., AWS, Azure, Google Engine.

Government can play a range of roles in the design and use of Ethical Als:

As a procurer and consumer of Ethical Al technologies.

As a source of training and ground truth data.

As a developer and enforcer of regulations as well as best practices.

As legislators creating laws that enforce Al ethics, e.g., data privacy such as GDPR.

Participants from the Departments of Justice and Defense played a key role in the EDAIs
Workshop and were interested in the above activities.

e A convener of researchers in the Ethical Al space, producing reports and
recommendations, e.g., OSTP and NIST.

e Agencies that fund Ethical Al include scientific agencies (NSF, NIH, NIST, DARPA,
IARPA), government research laboratories such as the Naval Research Laboratory, and
mission-focused agencies including the Department of Defense, Agriculture, and the
Department of Education.

Not-for-profit companies and foundations:

e Al Labs such as the Allen Institute For Artificial Intelligence, Open Al, and Machine
Intelligence Research Institute.

e Foundations that fund research on Ethics and Society such as the Mellon Foundation,
Open Philanthropy, Schmidt Futures, Ford Foundation, MacArthur Foundation, and
Omidyar Network.

e Advocacy groups such as ACLU, Leadership Conference for Civil and Human Rights,
Color of Change, Movement Alliance Project.

e Technology policy organizations such as the Center for Democracy and Technology,
Upturn, Algorithmic Justice League.

e Nonprofit research institutes such as the Data & Society Research Institute, and Ada
Lovelace Institute.

Independent third-party Al auditors and reviewers:

e Associations and companies that provide consumer protection, independent review and
testing and safety, such as the Underwriters Laboratories, Consumer Reports, yelp, etc.

e Technical reporters such as the Vox, Wirecutter, the Al Incidents Database, etc., and
review sites such as yelp.

International Organizations:

e OECD, UNESCO, WEF, GPAI, PAI, CERN
e EU, Council of Europe, UN



2 Use Inspired Ethical Al Design Exemplars

2.1 Large Language Models

Large Language Models (LLMs) such as GPT-3 [43] are trained on very large databases of text
usually found on the internet, such as Wikipedia or social media data. They tune millions to
billions of parameters that allow a model to predict what words might be relevant in a certain
context, given a prompt. They can be used for a variety of purposes including machine
translation of text, correcting grammar, auto-completing words or sentences, question
answering, generating new bodies of text such as news articles and essays, and beyond
[Brown]. The set of potential applications has grown rapidly in recent years to encompass
attempts to write scientific papers (e.g., Galactica), to engage in creative word-based games
(e.g., Al Dungeon), to act as virtual teaching assistants (e.g., Jill Watson), and for code
generation (e.g., Codex).

https://www.technologyreview.com/2022/11/22/1063618/trust-large-language-models-at-your-ow
n-peril/

However, LLMs can also be used for malicious uses, such as the mass generation of false news
and misinformation.

https://cset.georgetown.edu/event/large-language-models-and-the-future-of-disinformation/

The use of LLMs through chatbots has been particularly controversial, demonstrating certain
key ethical problems, as LLMs can reflect whatever biases are in the corpus they are trained on.
Further, with billions of parameters, it is difficult to identify and correct for numerous types of
biases related to gender, race/ethnicity, language, cultural appropriateness, etc. The following
examples illustrate such problems:

e Microsoft’s Al Twitter bot Tay was pulled after posting racist and sexist tweets [44]. In this
case, the bot learned to incorporate and react to people’s conversations on the internet
without considering whether modeling these internet users was appropriate. Numerous
studies have found biases in LLMs [45].

e Further illustrating the potential harms to rights and safety, a Medical chatbot using
OpenAl’'s GPT-3 told a fake patient to kill themselves [46]. The problem exists because
although statistically generating plausible replies may appear to be reasonable on the
surface, LLMs lack the knowledge, common sense, or human experience to understand
the implications of the text that they generate.

e After the workshop concluded, yet another large language model (Galactica) was
released and shut down in two days because “it spewed misinformation.”
https://www.cnet.com/science/meta-trained-an-ai-on-48-million-science-papers-it-was-sh
ut-down-after-two-days/

Additional concerns involve the representativeness of data, transparency of the models, and
human accountability as third-party vendors and open source LLMs are increasingly used in the
public and private sectors.

What are the Ethical and Societal Concerns?
e What is the appropriate way to delineate the responsibilities of LLM providers versus
users?
e How can we open up access to powerful models for beneficial purposes, transparency,
and accountability, while minimizing the potential for malicious uses like misinformation?
What are the appropriate guardrails, conditions, or legal contracts to balance these
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issues?

With respect to the ethical risks of LLMs and understanding them, such as biases, what
constitutes sufficient testing? How do we measure domain-specific performance (e.g.,
LLMs in a legal setting versus in a healthcare setting)? How do we measure uncertainty
in the quality of LLM output?

What are the possible emergent capabilities of LLMs? How can we make them more
predictable or controllable?

How can interdisciplinary teams or approaches be used to evaluate the risks and
implications of LLMs? What is the role of interdisciplinary thinking here?

When should humans be in the loop regarding LLMs? During the training process,
during use of LLMs?

What kinds of data are appropriate to use in LLM training? What are best practices in
data acquisition and cleaning, including considerations about the ethics of sourcing
public or copyrighted data?

What types of filters can be applied to ensure LLM output is appropriate, e.g., private
information filters, cultural sensitivity filters, filters about race/ethnicity or gender
representation, etc.?

What types of normative constraints, human common sense, or human-in-the-loop
training processes can be leveraged to improve LLM quality and ethical soundness?
How should LLM developers collaborate to help collectively manage LLM development
and use, in light of competition and trade secrecy concerns?

How can LLMs be improved to serve different language speakers, or operate effectively
and appropriately in different regions and cultures?

How do you track the carbon footprint in training or fine-tuning LLMs, especially when
LLMs are trained via cloud service providers? What would a balanced framework look
like that does not cause excessive environmental harm while also preserving the
capacity for experimentation and invention? Relatedly, what are the article costs for
post-deployment model monitoring or explainability techniques used outside of the initial
model training process? And how often is it appropriate to re-train models?

How can Ethical Design Help?

Creating better tools and accepted pipelines/workflows for LLM development could
improve the sustainability, replicability, traceability, and trust of LLMs

Providing open source infrastructure could facilitate increased research by academics
and civil society, and allow for testing and transparency

Identifying a “CI/CD” or a continuous way to introduce ethical testing and make available,
e.g., as a standard across industry and academia, could allow us to test violations
against ethical principles

Promoting open source methods for responsible LLM development (e.g., red teaming,
test kitchens) could allow for more collective oversight and learning

What Gaps Remain?

Al ethics research should expand its focus beyond data science, to include Al pipelines
and software engineering approaches. This will help to understand key issues and
identify relevant solutions.

Powerful LLMs may increasingly constitute mission-critical systems, meriting heightened
rigor for their safety, efficacy, and impact.

Conversations on ethics and safety (and across social science, humanities, CS, and
engineering) can be united to provide a more holistic understanding of LLMs.



2.2 Criminal Justice

Decision making in the criminal justice domain raises significant issues of ethical and societal
concern. While the deployment of Als can further propagate existing human biases and potential
unethical outcomes, there is also the potential that the introduction of Als can mitigate or
overcome some of these challenges.

Consider the very common scenario of police decisions to search an automobile for drugs or to
detain the auto for a canine search. The ability to use NLP/ML approaches to analyze a large
number of cases may result in the identification of factors on which courts and police may
reasonably rely, to determine whether an officer has reasonable suspicion to search or detain the
automobile. Eventually, such findings could assist federal, state, and local jurisdictions to
promote a fairer administration of drug laws in the criminal justice system. It could also provide Al
tools to guide future police and judicial decision-making. One benefit would be in collecting data
with which to assess whether the police/judicial decisions and the factors they rely upon actually
correlate to the discovery of drugs in a vehicle.

The design of such tools for guiding police decision-making in the field raises potential ethical
design issues to be discussed.

What are the Ethical and Societal Concerns?

e How can one anticipate and identify the potential for misuse of the tool such as gaming
the system by police officers?

e How to track and manage how user inputs may be biased? This is an acute issue in a
domain that has given rise to the phenomenon of “driving while black”.

e How to teach users about the limitations of the Al system and its proper use? Training
police in how to use the tool, how it can help them, and why it is important to use it
properly will be a key challenge.

e How to deal with users’ over or under trust of the system’s recommendations?

e How to avoid the effects of presenting predictions with respect to priming users or
biasing their judgments?

e How to track conditions that require a change of control between the
system and a user?

How can Ethical Design Help?

e A key is to understand the contexts in which users (i.e., police officers or judges) would
be using these tools. What problems are they dealing with and how could the tools help
them, while at the same time encouraging accurate inputs and recording truthful data?

e For example, police also may be recorded orally and visually in a way that provides a
kind of reality check against which their data entries could be assessed for accuracy.

e To better understand the factors and how police and courts apply them, it would be
desirable to assess the case texts for racial or ethnic bias (explicit or implicit) to see their
effect on decision-making.

What Gaps Remain?

e |dentification of explicit or implicit racial bias in case decisions should be technically
feasible, but it is an empirical question.

e Enabling NLP/ML to identify factors in case texts is feasible but can it be done well
enough to enable reliable statistical analysis of factor weights?

e Assuming these technical challenges can be met, can the results inform policy
decision-making, enable building a tool, and support acceptance of such a tool by police
departments and the judiciary?



e It will be important to engage the law enforcement community early in the design
process and to identify whether the above ethical concerns/challenges can be met.

What are the incentives to build an ethical Al?

e The legal standard governing police/judicial determinations of “reasonable suspicion” is
vague. There are too many cases for judges or police to read or take into account.

e |f we can compute the weights of factors from many cases, we could bring a level of
objectivity to these determinations and use it to provide guidance through a tool. The
data the tool provides about factors and decisions could then be related to whether
drugs were actually found. This could lead to an objective policy assessment about
whether the factors and decisions make sense.

2.3 Health and Well-Being Decision Support

Artificial intelligence has the potential for improved healthcare outcomes. Als can assist doctors
during diagnosis or in specialized tasks such as image analysis. Genomics can also lead to
personalized medical care [47]. Currently, most medical Al systems make recommendations to
clinicians who can use their judgment to override, but not to collaboratively come to a
conclusion. Medical Al systems have the potential to reinforce and amplify existing biases [48,
49] and perhaps to introduce new and difficult to detect biases [50]. Consider a well-known
example where machine learning reinforced existing biases against African Americans in
healthcare [51]. An analysis of the cause of this bias found that an initial system was designed
to reduce the overall cost of healthcare rather than maximize the outcome of patient health. As
a consequence of this design choice, some patient populations were underserved. They were
not recommended for (more expensive) treatments that may have led to better outcomes; this
consequently led to lower healthcare expenditure for these patients. Unfortunately, the context
of cost reduction as a goal was not considered when learning from this patient population. The
Al learned that this patient population did not need as many treatments and their healthcare
costs were lower. The NIH has begun to incorporate some ethical principles in its research
community, e.g., by requiring that research data is findable, accessible, interoperable, and
reusable (FAIR). However, to reap the benefits of Al, without the possible negative effects,
designers need to take transparency, fairness, representativeness, and explainability into
account, at all stages of the treatment pipeline.

What are the Ethical and Societal Concerns?

e A need to be explicitly inclusive in creating datasets for Al algorithms. The need for
training of computer scientists on the impacts of choices made at early stages such as
the curation of training data.

e Getting representative data (age, race, gender, ethnicity). (Melanoma database
example). Data collected in low-income communities is often not as well-integrated into
electronic health record (EHR) systems that are the major source for training data.
Representative sampling is a huge challenge and this is a domain where convenience
samples are extremely problematic.

e Medical Al systems often use sensitive information without explicit notification or
understanding of the impacts, e.g. identifying gender or race from retina images may
lead to non-representative data.

e Decision-making on mental health issues can be judgmental. How do you define “harm”
and when to trust someone’s judgment, e.g., in suicidal contexts?

e Misdiagnosis and its impacts. An example is an awareness of the complexity of



diagnosis, e.g. along the autism spectrum. Differences in the racialization of disease,
e.g., African American children are less likely to be diagnosed. Cultural differences in
finding specialists.

Health Hazards introduced by Al capabilities (Al functionality controlling safety-critical
health data, statistics, and making decisions on the health of people)

How Data (integrity/assurance) is captured, analyzed and verified/validated to make
health decisions? (Is/can data be defined as “Safety Significant (critical) data”?

Related to rare data, images, etc. can synthetic data and different approaches to
evaluation help?

Al is more likely to learn existing practices and biases, instead of discovering and
correcting for such biases.

ML methods need to be carefully employed in domains where causal reasoning is
important (e.g. when predictions are based on past data generated by unknown policies
which could be biased, simple, etc.)

How do we define and validate the measurements that go into all the Al algorithms
(labels, use of predictions, etc)?

There are some serious concerns with the undesirable outcomes of well-intended
decisions by humans and the use of such outcome data for labels. This is actually
related to defining ‘harm’ versus ‘no-harm’ or ‘hate speech’ versus’ non-hate-speech’
How do you define “do no harm” for training or coding Als Including physical and other
harm?

Concerns about agency in Al-Brain interfaces. Data privacy. Who is reviewing and
testing the tech in brain/Al interfaces, and under what governance model (FDA not
knowing how to deal with Al)

How can Ethical Design Help?

Standardization of policy. Standards addressing Ethical Principles across all disciplines
would be a good first step to making progress in this domain.

More qualitative and behavioral research to identify the potential for harm during disease
diagnosis and disease management, e.g., a lack of diversity and the resulting
undesirable harm across mental health cases, including autism, dementia, age-related
dementia, etc.

Develop Al methods that can handle different levels of uncertainty across labels.

Clear specification of the explicit uses of Al capabilities as well as ensuring that there is
appropriate testing and assurance within those defined uses across the entire life-cycle.
Establish the expectation and standards for ethical review and testing of Al systems
before deployment.

Establish standards (thresholds, cases, applications) to differentiate when anAl system
could potentially substitute for human judgment versus when an Al system should only
augment/assist in human decision-making.

What Gaps Remain?

Gaps between data capture and analysis methodology, and gaps when interpreting
results to make decisions on safety and risk.

Data for mental health and neurological diseases are still not sufficient.

Need more training data and methodologies for student causal-effect analysis.
Raising awareness about the harm caused to target subpopulations, in particular,
protected minority groups.



2.4 Increasing Ethics in Commercial MLOps Platforms

Because of the promise and advanced capabilities of Al/ML (Al models trained using ML), many
start-ups aim to train and integrate Al into their end-user applications. Often, businesses
procure MLOps platforms to accelerate their data scientists’ ability to quickly train, test, and then
deploy Al models into operations. However, the MLOps platforms currently provide basic
features and can be improved to help foster more ethical and socially responsible Al.

We focus on ethics and data privacy. Today MLOps platforms will train models using whatever
data is provided — regardless of whether these data contain private or sensitive data (e.g., faces
with associated names) which would violate new data privacy regulations. In addition, there is
no means in the MLOps platforms to trace the provenance of personal data within training data
(e.g., photographs of individuals, text written by certain authors) so that these data can be
removed from the model upon the person’s/author’s request. There are no means for
individuals or creators to opt out of having their information used for specific Al model
development.

Additionally, current MLOps platforms do not automatically create domain testing criteria nor do
they test that the optimization criteria considers the tradeoffs of benefits to individuals, groups,
and societies. In addition, MLOps platforms do not integrate well with developers’ DevOps
platforms to ensure that Al models are understood and correctly used by end-users through the
application interfaces.

What are the Ethical and Societal Concerns?

e Since MLOps platforms are used to create Al models from data, how are these platforms
helping to ensure Al ethical issues for individuals and societies?

e How can one obtain explicit permission to use one’s personal information for training an
AlI/ML model?

e How can one remove data from the dataset and have the Al model forget what it has
learned from the data — without retraining from scratch?

e How can we obtain a consensus about what models are ethical to build and which
should not be attempted?

e How does one measure ethics and societal concerns so that they can be integrated into
the optimization criteria of AI/ML?

e How can one create optimization criteria that trade-off the competing goals an ethicist
must consider — including balancing individual freedoms with societal benefits?

e Who is responsible for deciding on how these tradeoffs should be weighed?

How can Ethical Design Help?

e Having individuals knowingly opt-in (i.e., giving permission to use their data) to train
specific Al models will provide evidence of compliance with data privacy regulations

e Having individuals knowingly opt-in can also be used as evidence for the ethical
acceptance of the Al model’s purpose

e By creating measures of MLOps ethics, companies can have an independent assurance
that they are utilizing best practices in their AI/ML design and implementation

What Gaps Remain?

e Explicitly tracking the training data provenance and permissions for any personal
information.

e Development of mechanisms within platforms that deny usage of data that have no
verified opt-in metadata associated with them.



In those instances where data provenance is unavailable, the ability to test models to
uncover the inclusion of unallowable data that needs to be removed.

Being able to remove training data from the dataset upon request of individuals,
ensuring that the Al has forgotten this data without retraining the Al models from scratch.
Optimization criteria that consider ethical tradeoffs between individual, organizational,
and societal concerns — and who has the responsibility to make these tradeoffs.
Considering the end-to-end development, there are three primary areas where there are
substantial gaps that need to be filled regarding ethics in Al.

Issues related to how data are gathered, cleaned, normalized, and harmonized against
the task at hand and desired learning outcomes.

Issues related to how algorithms are selected, specific features of the data are selected,
and the model is iteratively trained and tested.

How are user interactions designed and developed to facilitate functionality and
usability? While post-ML training, there are questions that developers need to be able to
answer as they impact the performance of the systems into which the models are
embedded.

How can we remove biases and data privacy issues from open-source data sets and Al
models that serve as foundational models used on MLOps platforms?

What are the incentives to build an ethical MLOps platform?

Because of societal pressures, many companies would like to know that they are doing
everything possible to create ethical and equitable Al — to build trust with their
customers.

New regulations on data privacy will push industry to analyze its collection and use of
data

MLOps platforms can provide independent assessments that ethical Al development of
best practices are being observed

Independent testing and certification of MLOps platforms could assure the platform
customers that using the platforms will help their data scientists create Al/ML faster and
more ethically — in a manner that garners their customer trust.



3. Research Background on Human-Centered Al, Ethics, and the Law

Researchers in Al and related communities, both academic and industry-focused, have become
increasingly concerned with the social and ethical dimensions of Al. This concern has led to a
new field of investigation, labeled as Ethics and Al, sometimes as Human-Centered,
Human-Compatible, or Humane Al. Regardless of labeling, the goal of this field is to develop the
conceptual and technical frameworks that are needed to advance Al in a way that is not only
ethical but also promotes human well-being.

Multiple overlapping groups of issues and approaches have emerged in recent years. For
simplicity, we summarize them in the following sections, without attempting to provide an
integrated or unified roadmap.

e Over the last decade, a range of organizations have published guidelines or policy
frameworks to stimulate progress in the application of ethical and social principles. We
summarize these guidelines and their limitations.

e There has been significant activity in the Al and ML community around the development
of Al systems that are trustworthy. Key characteristics of trustworthy Al systems include
transparency, fairness, representativeness, explainability, algorithmic accountability,
human control, and privacy.

e A major goal of Human Centered Al centers around the design of autonomous systems
capable of reasoning with laws, regulations, and ethical norms. This challenge spans the
fields of knowledge representation (KR) and machine learning (ML) in computer science
but also involves central issues in moral and legal philosophy. We summarize the main
approaches for the design of Al systems that can acquire, represent, and act on the
basis of normative information, such as ethical principles or social and legal norms.

e An important set of issues involves the development of appropriate legal and regulatory
frameworks for the development of Al systems, as well as techniques for verifying that
the resulting laws and regulations are satisfied.

e A final section deals with specific Design Guidelines. This includes strategies that
incorporate human-centered design principles into the design of User Interfaces (Uls).
Another set of guidelines address the tasks of defining objective functions, datasets and
metrics, to test the success and limitations of prototype Al solutions in some selected
domains.

We note that we refer to the concept of improving human well-being as it applies to the
population at large. We recognize that different population segments may have very different
experiences with respect to ethical and social norms. This includes young adults,
under-represented or marginalized communities, as well as segments that have been
disproportionately impacted in a negative manner with respect to access to credit, or health
outcomes, or incarceration or exposure to violence. It has been well recognized that the
introduction of Als can further have a negative outcome on these segments [2, pp. 34-39]. This
issue is addressed briefly when we consider evaluation metrics, training data, etc. but it is not
explored in depth. We expect to address this more fully during the workshop but we note that
this is an important topic that merits a separate line of research and best practices.

3.1 Ethical Guidelines: Benefits and Limitations

Over the last decade, international and national organizations ranging from the Association of
Computing Machinery (ACM) to the US National Academies of Science [1] to the High Level
Expert Group on Atrtificial Intelligence appointed by the European Commission to the expert
group on Al in Society of the Organisation for Economic Co-operation and Development
(OECD) to the National Institutes of Science and Technology (NIST) [3] have published
guidelines or policy frameworks [4, 5].

Eleven overarching ethical values and principles have emerged from the content analysis of



over eighty documents reported in [4]. These are, in decreasing order of frequency of the
number of sources in which they were featured, as follows: transparency; justice and fairness;
non-maleficence; responsibility; privacy; beneficence; freedom and autonomy; trust; dignity;
sustainability; and solidarity. The first five, from transparency to privacy, are the most discussed
values and principles. We note that transparency and fairness, the two most frequent values,
are also the values most studied within the Al and ML technical communities. However, values
such as representativeness, explainability and algorithmic accountability did not attract much
attention in the policy guidelines.

While relevant and comprehensive, the majority of these guidelines have two serious
shortcomings that limit their impact. The first is that the guidelines are typically identified in very
abstract terms, with high level goals, but lacking in the granular details that may lead to specific
design criteria or other types of constraints [6]. Adding to this shortcoming is that these
principles are each explored independently, with little effort made to understand when they may
lead to potential conflicting scenarios, in specific domains or Al solutions. There is also no
discussion of any path forward to address conflicts, e.g., providing priority to one principle over
another for specific use case scenarios.

3.2 Trustworthy Al

An important set of challenges involves the ethical and social problems presented by the
increasing sophistication of Al and its prevalence in society. Many of these problems are
amenable to traditional avenues of investigation from ethics and the social sciences. However,
they have also led to important new areas of technical investigation within computer science
itself, especially on how principles of trustworthy Al can be incorporated into the design phase
and formally represented so that they may be verified. In particular, enormous technical efforts
have been undertaken in machine learning to meet ethical targets like transparency, fairness,
representativeness, explainability, algorithmic accountability, promotion of human agency, and
preservation of privacy:

e Transparency: Indicates the availability, to a given stakeholder, of sufficient information
about how an Al system works and more importantly, if it can be reproduced [7, 8].

e Fairness: Refers to the goal of minimizing algorithmic harms deriving, for instance, from
algorithmic bias [9, 10].

e Representativeness: Refers to the extent to which the data used to evaluate (and in
some cases train) an Al system matches the situation in which the system will be
deployed [11, 12].

e Explainability: Refers to the problem of making it possible for human users to understand
and justify the output created by machine learning algorithms [13, 14].

e Algorithmic accountability: Refers to the problem of ascribing responsibility for
discriminatory and inequitable outcomes caused by Al systems [15].

e Human agency: Refers to the problems of determining how much control human users
should have over Al systems and of developing Al methods that give humans the
appropriate amount of control [16].

e Privacy: Refers to the problem of developing regulations, practices, and technical
features of Al systems that aim at protecting the privacy of individuals given that ML
systems often process personal data.

3.3 Knowledge Representation and Reasoning

There are two general approaches to the problem of designing autonomous systems capable of
reasoning with laws, regulations, and ethical norms, with, again, well-known advantages and
disadvantages. The first is the top-down approach, according to which normative information is
explicitly encoded in a symbolic formalism, such as a logic programming language [17-20] or a
deontic logic [21, 22]. The main advantage of this top-down approach is that the symbolic



representations it relies on tend to support a style of computation that leads to transparent,
explainable decisions. The central disadvantage of the approach is that it is simply not realistic
to imagine that any significant body of normative information could be encoded by hand, due to
the exception-laden nature of normative rules and the fact that these rules are often stated
using open-textured predicates, which would require further interpretation.

Standing in contrast to the top-down approach is the bottom-up approach, according to which, in
its more usual formulations, normative information is acquired through ML techniques, such as
reinforcement learning or inverse reinforcement learning [23—-25] and encoded, for example, in a
reward function or in a distribution of weights in a neural network. The central advantage of this
bottom-up approach is that it avoids the knowledge acquisition bottleneck—complex normative
information need not be hand-coded but can be extracted from the training data. Further, the ML
techniques at work in typical bottom-up systems have proved to be strikingly successful in other
domains, such as pattern recognition, facial recognition, and text understanding. It is therefore
not unreasonable to hope that these techniques might allow a machine to learn complex moral
information as well.

The central disadvantage of the bottom-up approach is that, although learning may indeed take
place, it is often unclear exactly what normative information has been learned: how are
decisions based on this information supposed to be explained or justified?

Because of the difficulties facing pure top-down or pure bottom-up approaches to the acquisition
and representation of normative information, a number of researchers have begun to explore
hybrid approaches, combining explicit symbolic representation with machine learning. These
hybrid approaches have been developed in different domains and adapted for different
reasoning tasks. For example, one early, well-known system, initially explored in the bioethical
domain, but then extended to several others [26, 27], represents particular decisions as vectors,
with the vector components standing for the extent to which various prima facie moral principles
are satisfied or violated, as a result of that decision; these decisions are classified as right or
wrong by domain experts, and then the general rules thought to guide this classification arrived
at through inductive logic programming. More recently, it has been suggested [28] that a
particular hybrid architecture might help medical professionals make allocation decisions for
organ donations. On this approach, morally relevant features of potential donor recipients are
first identified by domain experts; preferences over competing clusters of these features are
elicited from members of a population, and on the basis of these preferences, ML techniques
allow the system to offer recommendations.

3.4 Compliance and Verification

In the fields of Human-Centered Al and, more generally, human-robot interaction, four main
approaches to the problem of validation and verification have emerged, with well-known
advantages and disadvantages:

e Formal verification: Relies on either theorem provers [29-31] or model checkers [22] to
exhaustively examine all of a system’s possible choices. There is an underlying limitation
that this is appropriate when one can provide a largely simplified representation of the
environment.

e Simulation-based testing of human-computer interactions [32] can be carried out against
the background of a more realistic environmental model. A limitation is that it only
simulates human-computer interactions rather than considering real ones.

e User evaluations [26, 27] are based on the evaluation of real observations of
human-computer interactions. They have been controversial since users are often
deeply divided on fundamental issues of moral import as well as meta-ethical intuitions.

e In light of this, a number of researchers have begun to explore an approach that



combines different verification and validation techniques, to tackle the analysis of safety
in human-computer interactions in a more holistic manner [33].

3.5 Human-Centered Design Principles

A strategy to design Al technologies that centers around human capabilities and involvement is
presented in [34]. It starts with a change of design metaphors, e.g., from intelligent agents to
Al-infused tools, or from social robots to active appliances and moved on to Al operation and
control centers, in the spirit of Network Operations Centers. We focus here on the design of user
interface (Ul) guidelines for ensuring human control and human-centered objective functions,
datasets and metrics.

3.5.1 User Interface (Ul) Guidelines: Ul guidelines should provide users of Al-infused tools
and active appliances a greater understanding of the state of the machine, its step by step
behavior, and its potential for failure. Users require feedback (e.g., via inclusive visual, auditory,
or haptic previews) so they can control execution, similar to the control of cameras or navigation
systems. The Ul guidelines must accommodate a range of users and expertise; some may wish
to have a simpler interface with less options and controls, while others may desire a greater
level of feedback granularity and greater control over actions. Ul guidelines should follow the
Human-Control Mantra: Preview first, select and initiate, then view execution. Similarly, Ul
guidelines must involve innovations that lower the barriers for users to directly influence the Al
models that are supporting their tools. This could include the training regime, accessibility and
inclusion and personalization. Examples include interfaces that can enable blind users to train
an object recognizer with their photos or machine teaching that allows for observations and
reflections and promotes user experimentation that can spark counterfactual thinking for adults
and children.

3.5.2 Human-Centered Objective Functions and Datasets and Evaluation Metrics:
Traditionally, objective functions had a focus on accuracy and were often brittle. More recently,
they have been modified to incorporate considerations of fairness, diversity, or equity.
Extensions consider preferences or value judgment aggregation techniques from the
computational social choice literature. Additional consideration must be paid to avoid harm or
other shortcomings, e.g., when language models only recognize binary values for human
gender. They can also be extended along a dimension of noise or a surprise element, to
prioritize aspects of creativity. Objective functions may also need to be tailored to specific
environments, e.g., large-scale collaborative innovation platforms.

Datasets must be constructed with human-centered values in their design. A first step is to
include a taxonomy to describe features or limits of the dataset. There has been interest in the
past in sourcing datasets from under-represented communities, persons with disabilities, etc. It
is important to make sure that technical, legal, and institutional privacy frameworks are also
developed in parallel. For instance, data sourced from people with disabilities may include
distinct data patterns that may be more susceptible to data abuse and misuse, e.g. risks of
inaccurate or non-consenting disclosure of a disability.
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Appendices

A1: Workshout Breakout Group Reports on Themes

A1.1 Best Practices

What are the key challenges that should be addressed within this theme? What are the
research questions that would be appropriate for these challenges?

How can we apply the lessons that have been learned from previous technological
revolutions into the ethical design of Als? How can we avoid reinventing various wheels?
How might we enable people to learn what worked (ethically) and what did not work?
How can we develop inclusive design protocols that engage all stakeholders?
We need a systems engineering process that supports the incorporation of ethical
design practices, from requirements gathering all the way through to deployment and
maintenance.
How do we develop co-design methods that can enable the precise elicitation of goals
for the design of ethical Als?
Best practices to address data quality and privacy challenges:

e How do we assure that Als do not have more errors on minority classes than on

the majority class?

e How might we connect data sources when some or all of the data are related to
protected populations?
How do we encourage increasing representativeness in data sets?
How do we identify and "complete" data gaps?
How do we determine that a given model / dataset is 'fit' for use?
How can we support transparency about what variables or outcomes are being
given priority?
How do we become proactive, e.g., predicting threats and developing community
standards to guard against harm, prior to the deployment of Als?
How do we design Als that are incentivized to limit gaming the system? How can we
encourage users / actors to provide accurate and unbiased information?
Can we create software libraries / frameworks that have safety "built-in"?
How do we identify high risk Al implementations that might cause harm to society as a
whole?
How do we establish best practices for the development of systems or pipelines with Al
components, beyond individual Als?
Many Al pipelines may include a need for a "human in the loop". Where in the loop do
we inject the human? Can we inject teams?
How do we identify scenarios where an approach, e.g., crowd-sourcing, might introduce
bias? What tools can be developed to help uncover problems in bias?
How do we make sure that Als do not reproduce or replicate traditional stereotypes, e.g.,
a female helper such as Siri or Alexa, whereas online medical diagnostic systems often
present as males? We need to recognize that gender and presentation and identification
go beyond voice or skin tone.
How can we increase the opportunities or reduce the barriers to deploy Als for beneficial
purposes? A caveat that this may simultaneously facilitate abuse and misuse.



A1.2 Ethical Al Governance

What are the key challenges that should be addressed within this theme? What are the
research questions that would be appropriate for these challenges?

How can one incentivize companies to develop (and use) best practices, starting early in
the design phase? This is in contrast to the more common first-to-market incentives.
e Can we provide tools that are easily available and easy to use, and that can help
to produce Als that are, for example, more equitable?
e Can we provide financial incentives to create open-source tools and open data
for training and testing?
e Can we ensure that the costs / benefits are (equally) shared across all
stakeholders, and that no one group is at a disadvantage?
How do we incentivize preventive / proactive approaches and self-governance over
reactionary punishment?
How do you create a policy framework to support / promote open data, explicit metadata
to capture data provenance, transparency around specific design decisions, etc.?
What approaches can be used to take the burden of proof off the people who experience
harm, both in specific cases and systemically?
How can we develop methods to translate norm-based governance into relevant
features? How can we check that the Al accurately captures the norms that are required
by the law or are important to stakeholders?
It is very hard to operationalize values in a domain-agnostic manner. How do you craft
regulations and other governance mechanisms - that seek to establish “standards” - to
be both domain relevant and more widely applicable?
How can you construct a governance mechanism to track changes? This could include
technology evolution and changes to stakeholder requirements.
What public/community/open resources can we make available to organizations, in
particular, NGOs or nonprofits, for a range of tasks? The tasks can be very focused, e.g.,
identifying bias in the outcomes of some Als, to broad brush, e.g., determining if a
company or product has performed due diligence / duty of care with respect to the
design or deployment of some Al.
How does one develop standards for accountability?
e Who is liable for harms that occur during the development of Als?
e Where does the responsibility of the Al developer end?



A1.3 Measures

What are the key challenges that should be addressed within this theme? What are the
research questions that would be appropriate for these challenges?

What is a formal (quantitative or qualitative) representation of a goal (measure) for
ethical AlI? [We use the terms goal and measure somewhat interchangeably.]
Systems often have multiple goals. Can we quantify the trade-off between these goals?
Can we capture these trade-offs using some measure?
Tradeoffs may depend critically on the requirements and values of specific communities
or problem domains. This makes it unlikely to produce a one-size-fits-all measure to
study tradeoffs.
How do we identify broad (background) assumptions that an Al is expected to meet?
How do we measure or evaluate the impact(s) of not meeting those expectations or of
potential violations of those assumptions?
What are some historical examples of safety evaluations (or similar) across a range of
application domains (not limited to Als)? What principles and frameworks and lessons
can be translated to Als?
What foundational changes in measurement theory are required to allow for dynamic
changes in goals, measures and Als? Can we build on existing work that allows
temporal changes in measures?
How can we support the validation and verification of goals and measures?

e What are the appropriate approaches for validation within an organization and /

or for independent third parties?
e There is a need for iterative refinement and validation, starting at the early stages
of the design of the Al.



A1.4 Values

What are the key challenges that should be addressed within this theme? What are the
research questions that would be appropriate for these challenges?

How do we apply democratic and participatory policy during the design of Al systems?
How do we overcome roadblocks like the lack of public understanding of Al systems?
What frameworks for values elicitation are appropriate, and for what contexts?

How do we formalize the process of value elicitation from stakeholders, contexts,
cultures, and normative frameworks?

Who decides which values are important? How should values that evolve over time be
addressed?

How do we operationalize values in Al systems?

How do we (designers, stakeholders, governance bodies) navigate trade-offs between
values? How do we navigate trade-offs between humans and Als?

How do we weigh values - privacy vs. benefit; fairness vs. benefit - when there are less
clear tradeoffs?

How can we (or the Al) determine the appropriate context to frame an ethical decision?

If we could solve these challenges, what would be the positive societal outcomes?

A common framework with which we can evaluate Al ethics debates, design processes,
and build systems.

Multi-stakeholder agreement, in the broadest sense, and in particular, an increased
engagement of impacted communities in the ethical Al design process.

Improved trust between communities and Al systems (and developers).

Improved awareness of, and education about, Al systems.

‘Who designs Al' becomes more open and more transparent.

Al doesn’t become the next automobile, i.e., yielding some benefits but eventually
leaving a disastrous impact.

Increased clarity in the specification of ethical values can lead to more Al research
achievements a la the positive impact of counterfactuals advancing machine learning.

A reevaluation of current/future systems to improve their match to stakeholder values.
Enhanced creativity and innovation due to the embrace of a multi-disciplinary,
multi-stakeholder approach.

A successful launch of an “Ethical Values by Design” standard for use across industry
and academia.



A1.5 Organizations and Incentives

What are the key challenges that should be addressed within this theme? What are the
research questions that would be appropriate for these challenges?

How do we know if / when ethical activities are making a difference? How do we
measure progress and understand if incentives and organizational structures are
working?

How do we incentivize practitioners to care about notions beyond test data performance,
e.g., safety? Metrics such as accuracy, precision, and area under the curve are easy to
quantify and to show improvement. How do we incentivize safety especially since it is
not easy to quantify or optimize safety around a safety metric.

How do we create incentives for “voluntary” external auditing and evaluation, perhaps by
independent third parties? Should we recommend the use of more transparent models,
in comparison to more opaque models, to identify cases for audit?

How do we make sure that interdisciplinary teams, e.g., HCI, ethics, and social scientists
are involved at all stages of the development and not included as an afterthought?

How do we encourage sharing and integrating data sets? How to address the problem
of a company saying "l can't show you my data because it's proprietary"? We need
mechanisms for data sharing that can allow for testing and validation without the need to
disclose entire datasets.

When it comes to the design of incentives, we should incorporate design research on
economic + experimental and behavioral + experimental design.

What specific organizational structures affect change? Boards? Risk committees? Lead
Al / ML Director? Where do they sit in org charts for most effectiveness?

What types of incentives actually work? This may include economic and non-economic
incentives, e.g., behavioral, brand / reputation, public service motivation, etc.

What types of interdisciplinary mechanisms / teams work? How can they be incentivized
to drive real world outcomes? What are the appropriate roles of different disciplines?
What kinds of practices should be shared or separated, and in what organizational
structures and processes? How do they fit into org structures and project management
best practices?

How do we make any of this work for smaller organizations without deep pockets and
many people?

If we could solve these challenges, what would be the positive societal outcomes?

Increased safety and Al that mitigates / eliminates vs. reinforces existing inequities and
disparities.

Reduced quantity / impact of Al incidents (failures, abuses, misuses, etc.).

Broader adoption or benefit of Al/ML technologies, particularly those not directly for
commercial gain, e.g., in government, civil society, non-profit, education, etc.
Improved regulations that permit technological progress while avoiding negative
consequences.

AN understanding of what incentives and organizational practices should be taught in
educational settings.

Guidelines for the robust interdisciplinary practice of safe and ethical Al.
Professional development for “Responsible Al” career paths.



A1.6 Training and Education

What are the key challenges that should be addressed within this theme?

Educating the public and / or users about the benefits and the potentially harmful
limitations of Als.

Leveraging lessons learned from other domains or historical inventions, to build an
understanding of current Al technology & best communication practices.

Training technologists in ethics and training ethicists about technology.

Providing the relevant training for non-technologists who are professionals in the law,
regulation and compliance, or in domains in which Als are extensively deployed, so they
can contribute meaningfully to ensuring positive outcomes and minimizing harm.
Educating human-centered designers and users on the need to address the landscape
after the successful deployment of an Al.

What are the research questions that would be appropriate for these challenges?

What specific information do technologists across the Al lifecycle need to know about
ethics in order to create ethical Al products/outcomes? What are the best methods to
disseminate this information? What are some specific tools that will aid them?

What previous lessons in building public understanding or public acceptance from other
past technologies or domains can be incorporated when we think about societal
adoption of Al? [Note: Public understanding does not equal public acceptance.]

How can we balance providing members of the public the right information about Al’'s
limitations with also encouraging continued use in domains where Al has great
potential?

How can one design Al systems that anticipate and monitor improper use of the system?
How can one build incentives into an Al system to encourage its proper use and avoid
gaming the system?

How can education and training of users and designers help to ensure that the Al
system is used properly?

What are the obstacles/hurdles/needs within these challenges that must be satisfied in
order for you to succeed?

Clear terminology that can be expressed across disciplines and remain accessible to
public audiences outside of academia

Easily understandable metrics for assessing ethical standing for an Al system

Lack of educational best practices/modules/specific actionable information that can be
taken to the public

Need for different discipline communities to understand each other’s methodologies

Recommendations for Training and Education:

Develop case studies that illustrate best practices.
Develop educational courses / materials for technologists to learn standardized
information about ethics.
o Could piece together elements from different courses that already exist in some
institutions.
o Could be targeted for students receiving CS/AI/END degrees or targeted at
career level professionals.
Develop a prototype of an educational course/materials for ethicists and legal experts to



learn standardized information about Al technology.
Develop a prototype of an educational course/materials for ethicists and legal experts to
learn standardized information about Al technology.

o Pros: could help cut through the hype and misinformation about Als.

o Cons: might be difficult to keep up to date as the technology changes/evolves.

Develop an educational workshop with both tech developers and ethicists to discuss
developing an Al model and navigating potential ethical issues during the design
process.

Develop an ongoing training across the Al lifecycle for users who weren’t involved with
the original development.



A2: NSF EDAIs Workshop Schedule
September 22 2022

1:00 PM EDT Overview of the program

1:20 PM EDT Maja Mataric, USC (Introduced by llaria Canavotto)

1:40 PM EDT Michael Kearns, Penn (Introduced by John Horty)

2:00 PM EDT Discussion (Led by Jim Hendler)

2:10 PM EDT Ece Kamar, Microsoft (Introduced by Ryan Jenkins)
2:30 PM EDT Molly Steenson, CMU (Introduced by Daniel Schiff)
2:50 PM EDT Discussion (Led by Leora Morgenstern)

3:00 PM EDT Survey Discussion (Michael Pazzani)

3:10 PM EDT Wrap up discussion on EDAls Challenges (David Danks)

September 29 2022

12:00 pm Welcome

12:25 pm Breakout Activity

01:05 pm Breakout Activity

01:45 pm Break

02:10 pm Theming

02:40 pm What's Missing?

03:00 pm Provocateur: Oren Etzioni, Allen Institute for Artificial Intelligence
03:15 pm Breakout Activity

October 06 2022

12:00 pm Welcome

12:10 pm Clustering Challenges

12:35 pm Reflect on the Themes / Break
01:05 pm What's missing & voting

01:25 pm Break

01:40 pm Sign-up & Breakout time
02:45 pm Report Back with Feedback
03:25 pm Closing & Next Steps

October 20 2022
12:00 PM Presentation - "Why Do Ethical Al?" David Danks
12:20 PM Industry Panel - "Real User Needs"

Diane Staheli, Chief, Responsible Al, US Department of Defense
Chief Digital and Al Office

Aruna Rajan, Director of Applied ML, Google India

Erica Smith, Unit Chief, Bureau of Justice Statistics

Mona Diab, Lead for Responsible Al, Meta

1:00 PM Breakouts Round 1
1:15 PM Report Back

1:50 PM Breakout Round 2
2:20 PM Closing Statements

Appendix A3: Subset of NSF grants related to Al & Ethics
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Combat the Spread of Antibiotic Resistance

RAPID: Using a professional code of ethics to promote
ethical and responsible research

RI: Medium: Recognizing, Mitigating and Governing Bias
in Al

RI: Small: Foundations of Ethics for Multiagent Systems

Robot-Mediated Learning: Exploring School-Deployed
Collaborative Robots for Homebound Children

S&AS: FND: Context-Aware Ethical Autonomy for
Language Capable Robots

S&AS: FND: Reliable Semi-Autonomy with Diminishing
Reliance on Humans

S&AS: INT: COLLAB: Do the Right Thing: Competing
Ethical Frameworks Mediated by Moral Emotions in
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Bimal Nepal

Karen Levy

Tom Yeh

Kristen
Venable

Georgia Tech

Texas A&M

Cornell
University

University of
Colorado at
Boulder

University of
West Florida

Human Robot Interaction

S&AS:INT:COLLAB:Do the Right Thing: Competing
Ethical Frameworks Mediated by Moral Emotions in
Human-robot Interaction

Standard Research: Developing Ethical STEM Research
Competency and Self-Efficacy in High School and
College Engineering Courses

Standard: Collaborative Research: Emerging Cultures of
Data Science Ethics in the Academy and Industry

STEM+C: Integrating Al Ethics into Robotics Learning
Experiences

TRAVEL PROPOSAL: STUDENT PROGRAM OF THE
FIFTH CONFERENCE ON Al, ETHICS AND SOCIETY
(AIES 2022)
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Raesetje Sefala, DAIR Institute
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Munindar Singh, NCSU
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Brittany Smith, Schmidt Futures
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