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Abstract. We give an example of a real analytic reparametrization of a min-
imal translation flow on T5 that has a Lebesgue spectrum with infinite mul-
tiplicity. As a consequence, we see that the dynamics on a non-Diophantine
invariant torus of an almost integrable Hamiltonian system can be spectrally
equivalent to a Bernoulli flow.

1. Introduction. Inspired by Kolmogorov’s 1954 ICM talk [9], the following ques-
tions arise: Can a completely integrable Hamiltonian flow be perturbed in the real

analytic category so that the perturbed flow has an invariant torus exhibiting dy-

namics with a maximal spectral type equivalent to the Lebesgue measure on R? Can

a reparametrized translation flow of the torus have a maximal spectral type that is

equivalent to the Lebesgue measure on R? By a classical construction that we recall
below, a positive answer to the second question, with reparametrization functions
arbitrarily close to 1, immediately yields examples of perturbations that answer
positively the first question. The aim of this paper is to prove the following. Let
T = R/Z.
Theorem 1.1. There exists ↵ 2 T4

such that the translation flow on T5
of vector

(↵, 1) is minimal, and there exists a strictly positive real entire function � defined on

T5
, such that the reparametrization of the irrational flow (↵, 1) by � has a Lebesgue

spectrum with infinite multiplicity. Moreover, � can be chosen arbitrarily close to

1 on any bounded (complex) domain around T5
.

Note that arbitrarily small perturbations of the reparametrized flow, such as
changing slightly ↵ or �, can render the flow analytically conjugated to a translation
flow, who has a pure point spectrum.

Since the reparametrization function can be chosen arbitrarily close to 1, it is
a classical observation that this automatically gives examples of perturbations of
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integrable Hamiltonians with invariant tori carrying uniquely ergodic dynamics with
infinite Lebesgue spectrum (ILS). Moreover, the integrable Hamiltonian can be
chosen to be convex. Indeed, consider the completely integrable system on T5 ⇥R5

given by

H(✓, r) = �(✓)(
1

2

5X

j=1

r2
j
� 1).

Denote Xt

H
the corresponding flow. The energy surface {H = 0} is foliated by

invariant tori for Xt

H
on which the restricted flow is a reparametrization by � of

the translation flow of frequency vector r. One can then pick the vector r and the
function � to be as in the theorem and get the invariant torus with ILS.

Previous results on the spectral properties of reparametrizations of trans-
lation flows. Kolmogorov observed in [8] that any smooth reparametrization of a
minimal translation flow on T2 with Diophantine slope was conjugate to the original
translation flow, hence has a discrete spectrum with two independent frequencies.
He guessed that the reparametrized flows may exhibit exotic behaviors in the case of
Liouville slopes, which was later proved by Shklover [10] who gave examples of weak
mixing real analytic reparametrizations in that case. Katok [5] and Kochergin [6]
showed the absence of mixing for non-singular conservative C1 flows on the 2-torus.
The absence of mixing is based on the Denjoy-Koksma cancellation property (DKP)
for Birkho↵ sums above an irrational rotation.

For reparametrizations of minimal translation flows on higher dimensional tori
the situation is quite di↵erent. Yoccoz showed in [11] that the Denjoy-Koksma
cancellation property has no counterpart in higher dimensions.

Using the construction of Yoccoz of counterexamples to the Denjoy- Koksma
property, the second author constructed in [1] mixing analytic reparametrizations
for a class of minimal translation flows on T3. These flows can be viewed as special
flows above a minimal translations R� of the two torus with � 2 T2 as in [11], and
the mixing mechanism comes from the uniform stretch of the Birkho↵ sums of an
adequately chosen ceiling function ' above R� (see Figure Section 2 and Section 2
for the definition of the uniform stretch measurement St

J
).

Since the mixing mechanism of [1] will be the same one at play in the examples
we construct in this work, we explain its heuristics here : The starting point is
the disposition of the best approximations of �1 and �2 as in [11] such that the

denominators, q(1)n and q(2)n of the convergents of �1 and �2 are alternated and such

that each term in the increasing sequence . . . , q(1)n , q(2)n , q(1)
n+1, q

(2)
n+1, . . . is exponen-

tially larger than the precedent one. Then, consider a strictly positive function '
that is a sum of two functions '1(x1) + '2(x2) such that the ergodic sums 'm of
the function ', for any m su�ciently large, will be always stretching (i.e. have big
derivatives at most points), in one or in the other of the two directions, x1 or x2,

depending on whether m is far from {q(1)n } or far from {q(2)n } and this stretch will
increase when m goes to infinity.

As a consequence, the special flow above R� with special function ' will be
mixing for all t ! 1, because the image of a small typical interval from the base
T2 taken in the x1 or the x2-direction depending on t, will consist of a lot of almost
vertical curves whose projection on the base lies along a piece of a trajectory under
the translation R� .
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Figure 1. Mixing mechanism for special flows: the image of a
rectangle is a union of long narrow strips which fill densely the
phase space.

Infinite Lebesgue spectrum for time changed translation flows on T2 with
a rest point, and for other parabolic flows. Uniform stretch is also responsible
for mixing in the conservative surface flows with one degenerate singularity studied
by Kochergin in the 1970s [7]. Kochergin flows are special flows under an integrable
ceiling function with at least one power singularity (see Figures 2 and 3 and the
precise definition of special flows in Section 2). The uniform stretch of the Birkho↵
sums in this context comes from the shear between di↵erent orbits as they go near
the singularity.

Figure 2. Representation of a 2-torus flow with one degenerate saddle
as a special flow under a ceiling function with a power-like singularity.

The paper [3] proved ILS for Kochergin flows. To start with, it established
square summable decay of correlations for observables that are smooth cobound-
aries above the flow. This su�ces to conclude that the maximal spectral type is
absolutely continuous with respect to the Lebesgue measure. The use of smooth
coboundaries to get faster decay estimates than for general smooth observables or
characteristic functions was inspired from [4] that established Lebesgue maximal
spectral type for time changes of horocyclic flows. The crucial point in the use of
smooth coboundaries is that it allows to translate all the uniform stretch in speed
of mixing.

To establish ILS for Kochergin flows, as well as for time changes of horocyclic
flows, the paper [3] introduced a criterion based on the decay of correlations that al-
lows to deduce the ILS property. The criterion exploits the speed of equi-distribution
of small sets transversal to the flow direction to build observables that have almost
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orthogonal cyclic spaces and that have a spectral type close to being Lebesgue. An
abstract statement then allows to conclude the ILS property.

The delicate point with Kochergin flows, in comparison with time changes of
horocyclic flows for example, is that the shear between orbits is not uniform. Equiv-
alently, the stretch of the Birkho↵ sums of the ceiling function can vanish or be very
weak on parts of the phase space in a way that is also not uniform in time. The
key factor is how close to the singularity di↵erent orbits get to before time t.

Infinite Lebesgue spectrum for reparametrized translation flows. In the
mixing reparametrizations of translation flows of [1], the same phenomenon of non
uniform shear in space and time appears because the DKP still appears for some
special times on part of the phase space. A precise computation shows that, at time
t, given a direction of uniform stretch, the set with uniform stretch weaker than
t1�2� is of measure that can be compared to t��+✏, for any ✏ > 0 (see Corollary
5.4). This means that for times with only one direction of stretch as it happens for
the special flows above T2, we will get a uniform stretch larger than t1/2 away from
a set of measure t�1/4+✏. The size of the bad set in this case is too large since we
seek a square summable decay of correlations. However, if for each t there are 3
independent directions of stretch, the stretch will be stronger than t1/2+✏ on a set
of measure t�3/4+3✏ = o(t�1/2�✏).

A simple observation concerning the construction of the frequency vectors as in
[11, 1] allows to construct frequencies ↵ 2 R4 and ceiling functions ' such that
for each time t there are three directions of uniform stretch and gives examples of
special flows above T4 translations with ILS. This corresponds to reparametrizations
of minimal flows on T5. Our method, that insures that for each t the decay is less
than t�1/2�✏, does not allow to treat the case of T3 and T4.

In principle one could apply the strategy adopted in [3] to the case of the mixing
reparametrizations on T3 or T4. That is, accept the existence of a sequence of
special times (tn) (such as the multiples of the denominators of the convergents) at
which the small measure sets that are bad (with no strong uniform stretch) lead

to a decay slower than t�1/2
n , but still recover square summable correlations due to

the fact that for most of the times that are in a medium scale neighborhood of the
times tn, there is some small power decay of correlations on the bad set itself. This
is what was done for Kochergin flows in [3] because the decay was slower than t�1/2

for some special times. We believe the same can be done for reparametrized mixing
flows on T4 and possibly on T3, but the proof would then be much more technical
than the one given here for reparametrizations on T5.

2. Notations and definitions.

• Special flows above translations of the torus. Let R↵ : Td ! Td, R↵(✓) = ✓ +
↵ mod 1, where ↵ 2 [0, 1]d is a vector such that 1,↵1, . . . ,↵d are independent
over Z. Let ' 2 L1(Td,�Td) be a strictly positive function. We recall that the
special flow T t := T t

↵,'
constructed above R↵ and under ' is the flow defined

almost everywhere by

Td ⇥ R/ ⇠ ! Td ⇥ R/ ⇠
(✓, s) ! (✓, s+ t),

where ⇠ is the identification, defined on Td ⇥ R,
(✓, s+ '(✓)) ⇠ (R↵(✓), s) .
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Equivalently (see Figure 3), this special flow is defined for s � 0 and for all
times t 2 R such that t+ s � 0 (with a similar definition for times t 2 R such
that t+ s < 0) by

T t(✓, s) = (✓ +N(✓, s, t)↵, t+ s� SN(✓,s,t)'(✓)), (1)

where N(✓, s, t) is the unique integer such that

0  t+ s� SN(✓,s,t)'(✓)  '(✓ +N(✓, s, t)↵), (2)

and

Sn'(✓) =

8
<

:

'(✓) + . . .+ '(Rn�1
↵

✓) if n > 0
0 if n = 0

�('(Rn

↵
✓) + . . .+ '(R�1

↵
✓)) if n < 0.

Figure 3. The orbit of a point by the special flow above a transfor-
mation f and under a ceiling function ⌧ .

• We recall the notations M = {(x, s) 2 T4 ⇥R : 0  s < '(x)} for the config-
uration space of the flow T t

↵,'
and µ for the measure equal to the restriction

to M of the product of the Haar measures �4 := �T4 on the torus T4 and
� := �R on the real line R.

For a given ⇣ > 0, let us denote

M⇣ := {(x, s) 2 M : 0  s  '(x)� ⇣}. (3)

• For j 2 {0, . . . , 4}, we denote by Ij intervals in the j-direction : Ij ⇢ M is of
the form {z = (x1, x2, x3, x4, s) 2 M : xj 2 [a, b]}, for some 0  a < b  1.
We also call such intervals j-intervals.

• For a point z 2 M , we denote by z̄ its projection on the base T4. We denote
by ⇡j(z) the projection of z on the jth-coordinate of T4.

• On a j-interval Ij , we denote by � the Lebesgue measure.
• Given an interval I ⇢ M (in any direction) and t 2 R, we define

rt
I
= inf

z2I

|'0
N(z,t)(z̄)| (4)

St

I
= inf

z2I

('0
N(z,t)(z̄))

2

'00
N(z,t)(z̄)

. (5)

The quantity St

I
measures the uniform stretch of the Birkho↵ sums above

the interval I. Indeed, when St

I
is large, this corresponds to almost linear

expansion of the interval I ⇥ {0} ⇢ M under the flow at time t.
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3. The construction and precise statements.

3.1. The choice of the frequency vector. Following [11] (see also [1] in the
context of special flows), let Y ⇢ [0, 1]4 be the set of vectors ↵ := (↵1, ...,↵4) whose

sequences of denominators of best approximations q(1)n ,..., q(4)n satisfy the following
for some n0 2 N and for all n � n0 :

q(2)
n

� enq
(1)
n , q(3)

n
� enq

(2)
n , q(4)

n
� enq

(3)
n , q(1)

n+1 � enq
(4)
n . (6)

Moreover, we ask that all the q(j)n , j 2 {1, . . . , 4}, are primes for n su�ciently large.
As in [11], we have that

Lemma 3.1. The set Y is a dense uncountable set in [0, 1]4.

Proof of Lemma 3.1. First recall that any irrational number ↵ 2 R�Q can be
written as a continued fraction expansion

↵ = [a0, a1, ...] = a0 + 1/(a1 + 1/(a2 + ...1/an�1 + 1/an)...),

where {aj}j�1 is a sequence of integers � 1 and a0 = [↵] . Conversely, any infinite
sequence {aj}j�1 corresponds to a unique number ↵. The convergents (pn, qn) 2
Z⇥ Z⇤of ↵ are defined by aj in the following way

⇢
pn = anpn�1 + pn�2 for n � 2, p0 = a0, p1 = a0a1 + 1
qn = anqn�1 + qn�2 for n � 2, q0 = 1, q1 = a1.

(7)

For an arbitrary choice n0 and an arbitrary choice of a(j)n , for j 2 {0, . . . , 4}, n  n0,

it is straightforward from (7) to construct inductively a(1)
n0+1, a

(2)
n0+1, a

(3)
n0+1, a

(4)
n0+1,

a(1)
n0+2, . . . such that (6) holds. Indeed, suppose all coe�cients are chosen up to

a(4)n . Then we just have to take a(1)
n+1 > enq

(4)
n , then a(2)

n+1 > e(n+1)q(1)n+1 , then

a(3)
n+1 > e(n+1)q(2)n+1 , then a(4)

n+1 > e(n+1)q(3)n+1 . Since each time we have to pick a
coe�cient we can choose it in an infinite semi-interval of the integers, the set Y
is clearly uncountable. The fact that the coe�cients can be chosen arbitrarily for
n  n0 with n0 arbitrarily large, implies the density of the set Y .

Finally, to see that the q(j)n can be taken prime for su�ciently large n, we rely

as in Proposition 3 of [2] on the fact that q(j)n is always relatively prime with q(j)
n�1

and that by Dirichlet principle the arithmetic sequence a(j)
n+1q

(j)
n + q(j)

n�1 contains

infinitely many primes so that one can choose a(j)
n+1 so that in addition to the

growth condition, we can guarantee that q(j)
n+1 is prime.

Define for j 2 {0, . . . , 4}

�j

n
= [e

n
2 q

(j)
n ,

q(j)
n+1

n+ 1
] (8)

The important consequence from our definition of the set of Y is the following

Lemma 3.2. Every t � 0 belongs to at least three intervals �j

nj
. More precisely

one of the following holds

1. t 2 �1
n

T
�2
n

T
�3
n

2. t 2 �2
n

T
�3
n

T
�4
n

3. t 2 �3
n

T
�4
n

T
�1
n+1

4. t 2 �4
n

T
�1
n+1

T
�2
n+1



3712 FATNA ABDEDOU, BASSAM FAYAD AND AREZKI KESSI

Proof of Lemma 3.2. Let n be such that t 2 [e
n
2 q

(1)
n , e(n+1)q(1)n+1 ]. If t  q(2)n /n, then

t 2 �j

n�1 for every j = 2, 3, 4. If t 2 [q(2)n /n, q(3)n /n], then t 2 �j

n�1, for j = 3, 4 and

t 2 �(1)
n . If t 2 [q(3)n /n, q(4)n /n], then t 2 �4

n�1, t 2 �(j)
n , for j = 1, 2.

3.2. The choice of the ceiling function. Following [11, 1], let ' be the following
strictly positive real analytic function on T4

'(x1, ..., x4) = 1 +
4X

j=1

X

n�n0

cos(2⇡q(j)n xj)

eq
(j)
n

,

where n0 is chosen su�ciently large so that ' is strictly positive.

3.3. The special flows. Now, for ↵ 2 Y and the function ', we denote by {T t

↵,'
}

the special flow above the translation R↵ on T4 and under the ceiling function '
(see Section 2 for the definitions). Our main result is the following

Theorem 3.3. For any ↵ 2 Y , the special flow constructed over the translation R↵
on T4

and under the ceiling function ' has countable Lebesgue spectrum.

From Theorem 3.3 and the correspondence between special flows above transla-
tions and reparametrizations of translation flows on the torus, we derive the follow-
ing result that gives a precise example of a flow as in Theorem 1.1.

Corollary 3.4. For any ↵ 2 Y , there exists a strictly positive real analytic function

� defined on T5
, such that the reparametrization of the irrational flow (↵, 1) by 1/�

has countable Lebesgue spectrum.

Proof. We sketch the proof and refer to [1, Proposition 6] for the details. Define

�(x1, . . . , x5) = 1 + <
 1X

n=n0

d(j)
n

ei2⇡(q
(j)
n xj+l

(j)
n x5)

!

where we choose l(j)n to be the closest relative integer to �q(j)n ↵j , and

d(j)
n

=
i2⇡(q(j)n ↵j + l(j)n )

ei2⇡(q
(j)
n ↵j+l

(j)
n ) � 1

e�q
(j)
n .

Then, if n0 is su�ciently large, � is a real analytic strictly positive function on T5,
that satisfies

'(x1, . . . , x4) =

Z 1

0
�(x1 + s↵1, . . . , x4 + s↵4, s)ds.

Hence the reparametrization of the flow of frequency (↵, 1) with the function 1/�
can be viewed as the special flow above R↵ on T4 with the ceiling function '. Hence
the function � satisfies the conclusion of Corollary 3.4.

3.4. Square summable decay for smooth coboundaries. We recall that f is
called a smooth coboundary over the flow T t

↵,'
if there exists a smooth function �

such that, for any a < b,
Z

b

a

f(T t(x0, t0))dt =

Z
b

a

f(x0, t0 + t)dt = �(x0, t0 + b)� �(x0, t0 + a).

The function � is called the transfer function of f .
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Definition 3.5. For ⇣ > 0, we denote by F⇣ the set of smooth coboundaries
f over (T t

↵,'
,M) such that the transfer function � is supported inside M⇣ . Let

F = [⇣>0F⇣ .

Proposition 3.6 (Proposition 3.1 of [3]). The subspace F is dense in L2
0(M,µ).

We recall the proof of [3].

Proof. Every function g 2 L2
0(M,µ), which belongs to the orthogonal space F? ⇢

L2
0(M,µ), is by definition orthogonal to the Lie derivative along the flow of every

smooth function with support contained in M⇣ for some ⇣ > 0. It follows that
for every t > 0 the function g � T t

↵,'
� g is orthogonal to all smooth functions

with support in M⇣ , for every ⇣ > 0, hence it is orthogonal to all square-integrable
functions, as the space of smooth functions with support contained in M⇣ for some
⇣ > 0 is dense in L2(M,µ). It follows that for any t > 0, the function g � T t

↵,'
� g

vanishes, hence g is invariant and constant by the ergodicity of the flow. As g has
zero average, it is equal to the zero function.

Hence to prove that the maximal spectral type of T t

↵,'
is absolutely continuous

with respect to Lebesgue measure on R, it su�ces to show the following

Theorem 3.7. For every ⇣ > 0, for every f 2 F⇣ , there exists a constant C(↵,',
⇣, f) > 0 such that, for every t, it holds that

����
Z

M

f(T t

↵,'
z)f(z)dµ

����  C(↵,', ⇣, f)t�1/2�✏.

The square summability of the correlations in Theorem 3.7 implies that the spec-
tral measure of f 2 F⇣ is absolutely continuous with respect to Lebesgue measure
on R. The absolute continuity of the maximal spectral type of T t

↵,'
follows then

from Proposition 3.6.

4. Birkho↵ sums and their uniform stretch on good intervals. First of all
we state a standard result on the uniform behavior of N(x, t) due to the unique
ergodicity of R↵ and continuity of '.

Lemma 4.1. For any t su�ciently large, for any x 2 T4

N(x, t) 2 [
t

2
, 2t].

Proof. By the definition of N(x, t),

0  t� 'N(x,t)(x)  '(RN(x,t)
↵

x)  k'k.

This shows that N(x, t) ! 1 uniformly as t ! 1. Since by unique ergodicity
of R↵ we have that 'N(x,t)/N(x, t) !

R
T4 '(x)dx = 1, we get the bounds of the

lemma.

For n 2 N and ✓ > 0 we define for every j 2 {1, . . . , 4}

W(n, ✓, j) =

⇢
x 2 T1/{q(j)

n
x} 2 [2✓,

1

2
� 2✓] [ [

1

2
+ 2✓, 1� 2✓]

�

Definition 4.2 (Good intervals). We say that a j-interval Ij ⇢ M is (n, ✓, j)-good
if ⇡j(Ij)

T
W(n, ✓, j) 6= ;.
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Recall the definition of �j

n
= [e

n
2 q

(j)
n ,

q
(j)
n+1

n+1 ] given in (8). Let

�̄j

n
:= [e

n
2 q

(j)
n /10, 10

q(j)
n+1

n+ 1
], j = 1, ..., 4.

We will need the following estimate on uniform stretch that is similar to the one
in [1]. For the convenience of the reader, we sketch the proof below.

Proposition 4.3. For any m 2 �̄j

n
, for ✓ > 0 such that ✓ � m�1/2

, if Ij is a

j-interval that is (n, ✓, j)-good, then the following holds

1. inf
x2Ij

| @'m

@x
|� ✓mq

(j)
n

eq
(j)
n

,

2. sup
x2Ij

| @
2
'm

@x2 | Cm.

Proof. The bound on the second derivatives is immediate since ' is smooth. Observe
that for any m 2 N, we have

@xj'm(x) = Re
�
i2⇡q(j)

n

Xj(m,n)

eq
(j)
n

ei2⇡q
(j)
n xj

�
+I + II

where

Xj(m, l) =
1� ei2⇡mq

(j)
l ↵j

1� ei2⇡q
(j)
l ↵j

,

and

I =Re
� n�1X

l=1

i2⇡q(j)
l

Xj(m, l)

eq
(j)
l

ei2⇡q
(j)
l xj

�

II =Re
� 1X

l=n+1

i2⇡q(j)
l

Xj(m, j)

eq
(j)
l

ei2⇡q
(j)
l x1

�

The proof of the lower bound of 4.3 is based on general upper bounds of Xj(m, l),
and on a lower bound of Xj(m, l) for m 2 �̄j

n
. The assumption that Ij is an (n, ✓, j)-

good with ✓ � m�1/2 plays a crucial role to avoid the small values of sin(2⇡q(j)n xj)
in the main term of @xj'm(x) (see the key equation (11)).

Lemma 4.4 ([1]). We have the following inequalities:

(a) For all m 2 N, | Xj(m, l) | m.

(b) For all m 2 N,| Xj(m, l) | q(j)
l

.

(c) For any m  q
(j)
l+1

2 , | Xj(m, l) |� 2m
⇡
, and |arg(Xj(m, l))|  ⇡(m�1)

q
(j)
l+1

.

Proof of Lemma 4.4. The proof of the first inequality is obvious. The others follow
from the fact that

| Xj(m, l) |=

�����
sin(⇡mq(j)

l
↵j)

sin(⇡q(j)
l
↵j)

����� , arg(Xj(m, l)) = ⇡(m� 1)kq(j)
l
↵jk,

and the fact that by the definition of denominators of best approximations, q(j)
l

satisfies

kq(j)
l�1↵jk < kl↵jk, 8l < q(j)

l
, l 6= q(j)

l�1,
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as well as
1

q(j)
l

+ q(j)
l+1

 kq(j)
l
↵jk <

1

q(j)
l+1

.

To prove 1., observe that (b) of Lemma 4.4 implies that for some constant C > 0

|I| 
X

ln�1

2⇡q(1)
l

q(1)n

eq
(1)
l

 Cq(1)
n

. (9)

Next, (a) of Lemma 4.4 implies that for some C > 0

|II| 
X

l�n+1

2⇡q(1)
l

m

eq
(1)
l

 C. (10)

Finally, (c) implies that for x in an (n, ✓, 1)-good interval
����Re
�
i2⇡q(1)

n

X1(m,n)

eq
(1)
n

ei2⇡q
(1)
n x1

����� � 2
✓mq(1)n

eq
(1)
n

. (11)

Putting together (9)–(11), and the fact that ✓m � m
1
2 � e

n
4 q

(j)
n , we get the lower

bound 1. of Proposition 4.3.

As an immediate corollary of Proposition 4.3 and the definitions (4) and (5) and
Lemma 4.1, we get that

Corollary 4.5. For any t 2 �j

n
, for ✓ > 0 such that ✓ � t�1/2

, if Ij is a j-interval
that is (n, ✓, j)-good, then the following holds

1. rt
Ij � ✓t1�✏/100

2. St

Ij � ✓2t1�✏/50

5. From uniform stretch to absolutely continuous spectrum. Proof of
Theorem 3.7.

5.1. Decay of correlations on good intervals due to uniform stretch. In
this section, we consider a pair of functions (f, g) satisfying the following criteria: f
is a coboundary function f 2 F⇣ for some ⇣ > 0 (see Definition 3.5), and g 2 C1(M)
with support restricted to M⇣ . We define for every j 2 {1, . . . , 4}

N0(f, g) := k k0kgk0 and (12)

N1(f, g, j) := (kfk0 + k k0)kgk1,j + (kfk1,j + k k1,j)kgk0 , (13)

where kfk0 denotes the C0 norm of a function f and kfk1,j = kfk0 + k@xjfk0. We
also define N1(f, g) = maxj2{0,...,4} N1(f, g, j).

In [1] the uniform stretch estimates above good intervals as in Corollary 4.5 (with
✓ bounded from below) are used to prove equi-distribution of good intervals and
then mixing by a Fubini argument. For the proof of countable Lebesgue spectrum,
we look for square summable estimates on the decay of correlations, and this is why
we use observables that are coboundaries. The following proposition that relates
uniform stretching of the Birkho↵ sums and the decay of correlations is taken from
[3, Proposition 6.1].
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Proposition 5.1. For ⇣ > 0, there exists a constant C = C(⇣) > 0, such that for

any j-interval Ij 2 M with endpoints (a, s) and (b, s) and for any t 2 �j

n
, we have

����
Z

Ij

f(T t

↵,'
z)g(z)d�(z)��(Ij)

����  C

✓
N0(f, g)

�(Ij)

St

Ij

+N1(f, g, j)
�(Ij)

rt
Ij

◆
,

where �(Ij) = g(a,s) (T t(a,s))
@j'N(a,s)(a)

� g(b,s) (T t(b,s))
@j'N(b,s)(b)

.

Remark 5.2. In the criterion of Theorem 3.7, absolutely continuous spectrum fol-
lows from the control of the decay of correlations for coboundary functions. How-
ever, when computing the correlations of a pair of di↵erent functions, it will be
su�cient for the control of the decay to have one of the functions being a cobound-
ary.

Proof. The proof of the proposition is the same as that of Proposition 6.1 of [3]. In
[3] the intervals were all in the same direction since the base was one dimensional,
while here the intervals are taken in turns in one of the 4 base directions. This is
why the norms involved in the upper bound of Proposition 5.1 are the ones from
(13) that take into account the direction of the intervals on which the correlations
are measured.

The main step in the proof of Proposition 5.1, is the following lemma that esti-
mates the correlation of coboundaries based on the stretching of the Birkho↵ sums
of the roof function.

Let J := [u, v]⇥ {s} ⇢ Ij be such that |v � u|  t�10.

Lemma 5.3. For ⇣ > 0, there exists a constant C = C(⇣) > 0, such that for all

t > 0 we have ����
Z

J

f(T t

↵,'
(z))g(z)dz ��(J)

����  CN1(f, g, j)
�(J)

rt
Ij

, (14)

where N1(f, g, j) is as in (13) and rt
u
:= �@j'N(u,t)(u) and

�(J) :=
1

rt
u

⇥
g(v, s)�(T t

↵,'
(v, s))� g(u, s)�(T t

↵,'
(u, s))

⇤
.

The proof of the lemma relies on a change of variable that transforms the corre-
lations integral along a small interval in the j-direction into an integral on a long
stretched interval. The fact that one of the observables in the integral is a cobound-
ary plays a fundamental role in the argument. The proof follows very closely the
lines of the proof of Lemma 6.2 of [3]. For the convenience of the reader, we include
it below.

Proof. We use the notation

T t(u,s)
↵,'

= (ũ, s̃) = (u+N(u, t)↵, t+ s� 'N(u,t)(u)),

where 0  s̃  '(u+N(u, t)↵). We also denote ṽ = v +N(u, t)↵.
In the remainder of this proof we will denote for simplicity the integer N(u, t) by

N . We will suppose that rt
u
= �@j'N (u) � rt

Ij
� 0, the case where rt

u
< 0 being

similar. Let us also denote
Bt

I
:= sup

✓2I

@2
j
'N (✓).

We will use the notation X = O(Y ) if there exists a constant C > 0 such that
X  CY .
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We have for ✓ 2 [0,�(J)] that T t

↵,'
(u + ✓, s) = (ũ + ✓, s̃ + 'N (u) � 'N (u + ✓)).

By the intermediate value theorem, since rt
Ij

⌧ �(J)�1, we have
Z

J

f(T t

↵,'
(✓, s))g(✓, s)d✓

=

Z
�(J)

0
f(ũ+ ✓, s̃+ 'N (u)� 'N (u+ ✓))g(u+ ✓, s)d✓

=g(u, s)

Z
�̄(J)

0
f(ũ+ ✓, s̃+ 'N (u)� 'N (u+ ✓))d✓ +O(kfk0kgk1,j

�(J)

rt
Ij

).

Now, since 'N (u)� 'N (u+ ✓) ⌧ 1 we also have

Z
�(J)

0
f(ũ+ ✓, s̃+ 'N (u)� 'N (u+ ✓))d✓

=

Z
�(J)

0
f(ṽ, s̃+ 'N (u)� 'N (u+ ✓))d✓ +O(kfk1

�(J)

rt
Ij

),

and by the definition of Bt

I
, we have |'N (u)�'N (u+✓)� rt

u
✓|  Bt

Ij
✓2. Therefore,

Z

J

f(T t

↵,'
(✓, s))g(✓, s)d✓ = g(u, s)

Z
�(J)

0
f(ṽ, s̃+ rt

u
✓)d✓

+O(kfk0kgk1,j
�(J)

rt
I

) +O(kfk1,jkgk0
�(J)

rt
I

).

For simplicity let us denote w(f, g) := kfk0kgk1,j+kfk1,jkgk0. A change of variable
then gives

Z

J

f(T t

↵,'
(✓, s))g(✓, s)d✓ =

1

rt
u

g(u, s)

Z
r
t
u�(J)

0
f(ṽ, s̃+ ✓)d✓ +O(w(f, g)

�(J)

rt
Ij

)

=
1

rt
u

g(u, s)
⇥
�(ṽ, s̃+ rt

u
�(J))� �(ṽ, s̃)

⇤
+O(w(f, g)

�(J)

rt
Ij

)

but T t

↵,'
(v, s) = (ṽ, s̃ + 'N (u) � 'N (v)) = (ṽ, s̃ + rt

u
�(J) + E) with E  Bt

Ij
�(J)2,

hence
Z

J̄

f(T t

↵,'
(✓, s))g(✓, s)d✓ =

1

rt
u

g(u, s)
⇥
�(T t

↵,'
(v, s))� �(ṽ, s̃)

⇤

+O(w(f, g)
�(J)

rt
Ij

+ kgk0k�k1
�(J)

rt
Ij

)

=
1

rt
u

⇥
g(v, s)�(T t

↵,'
(v, s))� g(u, s)�(T t

↵,'
(u, s))

⇤

+O(N1(f, g, j)
�(J)

rt
I

) ,

which is precisely formula (14).

The rest of the proof of Proposition 5.1 can now follow exactly the same lines as
the proof of Proposition 6.1 of [3] and consists of partitioning Ij into finitely many
intervals of size less than t�10 and applying (14) to every one of them.
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As a direct consequence of Propositions 4.3 and 5.1 we have the following crucial
estimate on the decay of correlations of the flow T t

↵,'
(when, as assumed in all this

section, one of the functions is a smooth coboundary):

Corollary 5.4. For ⇣ > 0, there exists a constant C = C(⇣) > 0, such that if Ij is

a j-interval that is (n, t�1/4+✏, j)-good, and if t 2 �j

n
, it holds that

����
Z

Ij

f(T t

↵,'
z)g(z)d�(z)

����  CN1(f, g, j)�(I
j)t�1/2�✏.

5.2. Partial partitions into good intervals. From Lemma 3.2, every t 2 R
belongs to at least three intervals �j

nj
. Fix now t such that t 2 �1

n

T
�2
n

T
�3
n
, the

other cases being treatable in exactly a similar fashion.

Proposition 5.5. For any ⇣ > 0, if t is su�ciently large, there exists a partial

partition of M , Gt such that the atoms of Gt are j-intervals that are (n, t�1/4+✏, j)-
good, with j 2 {1, 2, 3} and µ(Gc

t
\M⇣)  t�1/2�✏

.

Note that we cannot take j to be the same for all the intervals in Gt.

Proof. We first consider the partial partition P1 of T into intervals that are the
connected components of

W(n, t�1/4+✏, 1)

=

⇢
x 2 T1/{q(1)

n
x} 2 [t�1/4+✏,

1

2
� t�1/4+✏] [ [

1

2
+ t�1/4+✏, 1� t�1/4+✏]

�

. Next we consider on T4 the partial partition G(1) consisting of 1-intervals of the
form I⇥(x2, x3, x4) where I ranges over all the intervals of P1 and where (x2, x3, x4)
ranges over all points in T3. The union of the atoms of G(1) covers all T4 except

for a set E1 that is the union of the bands x1 2 �(1)
n,k

and x1 2 �̄(1)
n,k

, where �(1)
n,k

=

[ k

q
(1)
n

� t
�1/4+✏

q
(1)
n

, k

q
(1)
n

+ t
�1/4+✏

q
(1)
n

] and �̄(1)
n,k

= 1

2q(1)n
+�n,k, and k 2 {0, . . . , q(1)n � 1}.

Next, we consider the partial partition P2 of T into intervals that are the con-
nected components of W(n, t�1/4+✏, 2). Next, we take a partial partition G(2) of the
set E1 into 2-intervals that are of the form x1 ⇥ I ⇥ (x3, x4) where I ranges over all
intervals of P2 and (x3, x4) over all points in T2 and x1 2 � where � ranges over

all bands �(1)
n,k

and �̄(1)
n,k

, for k 2 {0, . . . , q(1)n � 1}.
The union of the atoms of G(1) and G(2) covers all T4 except for a set E2 that is

the union of the bands (x1, x2) 2 �⇥�0 where � ranges over all the sets �(1)
n,k

and

�̄(1)
n,k

, for k 2 {0, . . . , q(1)n � 1} and �0 ranges over all the sets �(2)
n,k

and �̄(2)
n,k

, for

k 2 {0, . . . , q(2)n � 1}.
Finally, we consider the partial partition P3 of T into intervals that are the

connected components of W(n, t�1/4+✏, 3). Next, we take a partial partition G(3)

of the set E2 into 3-intervals that are of the form (x1, x2) ⇥ I ⇥ x4 where I ranges
over all intervals of P3 and x4 over all points in T and (x1, x2) over all points in the
projection of E2 on the first and second coordinates of T4.

We let G be the partial partition of T4 consisting of the atoms of G(1) and G(2)

and G(3). The union of the atoms of Gt covers all T4 except for a set E3 that is the
union of the one dimensional bands (x1, x2, x3) 2 �⇥�0⇥�00 where � ranges over

all the sets �(1)
n,k

and �̄(1)
n,k

, for k 2 {0, . . . , q(1)n � 1}, and �0 ranges over all the sets

�(2)
n,k

and �̄(2)
n,k

for k 2 {0, . . . , q(2)n � 1}, and �00 over all the sets �(3)
n,k

and �̄(3)
n,k
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for k 2 {0, . . . , q(3)n � 1}. Clearly the set E3 has a Haar measure on T4 bounded by
43t�3/4+3✏ = o(t�1/2�✏).

To conclude, we want to extend the partial partition G to the phase space M
of the special flow {T t

↵,'
}. It is here that we need to use the sets M⇣ . For a fixed

⇣ > 0, we define for su�ciently large t, the partial partition Gt as follows. For
every interval I 2 G we include in Gt all the intervals of the form I ⇥ s that satisfy
I ⇥ s \ M⇣ 6= ; and I ⇥ s \ M c

⇣/2 = ;. The latter condition insures that all the
intervals we end up including in Gt are all disjoint since they were disjoint in G.
The former condition insures that µ(Gc

t
\M⇣)  �4(G) = o(t�1/2�✏).

5.3. Square summable decay of correlations. Proof of Theorem 3.7. Given
f 2 F⇣ , the definition of being a coboundary with a transfer function supported in
M⇣ , implies that f is supported in M⇣ .

Also, recall that by Proposition 5.5 we have a partial partition Gt in good intervals
of various directions. Since µ(Gc

t
\M⇣)  t�1/2�✏, we can thus apply Corollary 5.4

in the various directions depending on the interval of the partial partition that we
consider, we get by Fubini the required decay. More precisely, for every atom of Gt

that is a good interval I in some direction j, Corollary 5.4 implies that
����
Z

I

f(T t

↵,'
(z))f(z)d�(z)

����  CN1(f, f)�(I)t
�1/2�✏.

By Fubini, we get
����
Z

Gt

f(T t

↵,'
(z))f(z)dµ(z)

����  CN1(f, f)t
�1/2�✏,

which implies, since g vanishes on M c

⇣
that

�����

Z

Gt[M
c
⇣

f(T t

↵,'
(z))f(z)dµ(z)

�����  CN1(f, f)t
�1/2�✏,

which implies, since µ(Gc

t
\M⇣)  t�1/2�✏ that

����
Z

M

f(T t

↵,'
(z))f(z)dµ(z)

����  CN1(f, f)t
�1/2�✏,

as required. ⇤

6. Infinite Lebesgue spectrum.

6.1. Criterion for infinite Lebesgue spectrum. In this subsection, we state a
version adapted to our context of the criterion for countable Lebesgue spectrum
that was proved in [3]. For a multi-interval J = I1 ⇥ . . . ⇥ I4 ⇢ T4, let TJ be the
maximal real number such that T t(J, 0) \ (J, 0) = ; for every 0 < |t| < TJ .

For T  TJ we define the tower above J

RT

J
:=

[

t2(�T,T )

T t(J, 0),

and define the flow-box FT

J
above J with range RT

J
as

FT

J
(x, t) = T t(x, 0) , for all (x, t) 2 J ⇥ (�T, T ).

The flow-box FJ := FTJ
J

will be called a maximal flow-box over the base J ⇢ M .
Given a flow-box FT

J
, we define, for any ⇣ > 0, the set ST

⇣
(J) ⇢ R as follows

ST

⇣
(J) := {t 2 (�T, T ) : T t(J) \M c

⇣
= ;} .
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By definition we have that ST

⇣
(J) is an open subset (which in general may be empty).

We can now define the functions supported on flow-boxes that we will be working
with.

Definition 6.1. Given a flow-box FT

J
and constants C, ⇣ > 0, we define G(J, T, C, ⇣)

to be the class of all functions g 2 C1(M), that vanish outside RT

J
, while on RT

J

they are defined as

g
�
FT

J
(x, t)

�
:= �J(x) (t) , if (x, t) 2 J ⇥ (�T, T ) ,

with  2 C1
0 (R,R),  vanishes outside ST

⇣
(J), and has C1 norm bounded above

by C, and �J 2 C1
0 (J) such that

R
J
�2
J
d�J = 1, and

k�Jk0  C�4(J)
�1/2, k�Jk1,j  C�4(J)

�1/2|Ij |�1. (15)

The class F(J, T, C, ⇣) is the subset of G(J, T, C, ⇣) consisting of smooth cobound-
aries.

The general criterion for countable Lebesgue spectrum stated in [3] implies in
our context the following. We use the notation

hf � T t, gi =
Z

M

f � T t

↵,'
(z)g(z)dµ(z) .

Theorem 6.2. Assume {T t

↵,'
} has an absolutely continuous maximal spectral type.

If there exists a sequence of non empty multi-intervals Jn such that lim�(Jn) = 0
and if for any T > 0, C > 0 and ⇣ > 0, for any family {(fn, gn)} of pair of functions

such that fn, gn 2 F(Jn, T, C, ⇣), we have

inf
n

Z

R\[�TJn ,TJn ]
|hfn � T t, gni|2dt = 0 . (16)

Then the flow {T t

↵,'
} has countable Lebesgue spectrum.

The statement of Theorem 6.2 is almost identical to Theorem 6 of [3], with this
important di↵erence that in the class of functions that we consider is more general
in that we replaced in (15) the condition

k�Jk1  C�4(J)
�1/2�1

that was used in [3] by a less stringent and more precise one that distinguishes
between C1 norms according to the direction in which the derivatives are considered.
Our condition is the natural one to control the derivatives of a function supported
inside J and with L2 norm bounded away from 0 and 1. It is important for us
to have a di↵erentiated control of the derivatives of the observables along di↵erent
directions because when we show that the decay condition (16) holds for the flow
{T t

↵,'
}, we will use mixing estimates for intervals in various directions, and these

estimates naturally involve derivatives along the direction of the interval as stated
in Proposition 5.1.

In [3], the criterion for CILS was stated for general flow-boxes above multi-
intervals, but it was used for flows for which the decay of correlations did not
distinguish between various directions, a more precise statement such as the one
given here was not necessary.

Remark 6.3. In [3], M⇣ consisted of points in M that avoid a neighborhood of
the ceiling function, but that also avoid the singularity of the flow. For the latter
reason if one wanted to have the range of the flow-box above an interval J to spend
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most of its time in M⇣ , then it was necessary, in addition to taking ⇣ small, to start
with an interval J whose first iterates avoid the neighborhood of the singularity. In
our case, there is no singularity and we do not need any extra assumption on the
multi-interval J besides its measure going to 0.

Remark 6.4. Compared to [3], we dropped the unnecessary condition on higher
derivatives since only the C1 norms of the observables play a role in the decay of
correlations estimates.

The proof of Theorem 6.2 will be given in Section 7. As in [3], the proof will be
based on an abstract criterion that is very much the same as in Theorem 5 in [3].
For completeness, we do include a proof of the abstract criterion, that is slightly
simpler than the one given in [3]. For the rest of the proof of Theorem 6.2, we follow
exactly the same steps as in the proof of Theorem 5 in [3], and we only insist on
the di↵erences that are imposed by the di↵erentiated control of the derivatives of
the observables along di↵erent directions.

6.2. Verification of the criterion for {T t

↵,'
}. We prove below that the hypothe-

ses of Theorem 6.2 are verified for {T t

↵,'
}. First of all, we know from Theorem 3.7

that {T t

↵,'
} has an absolutely continuous maximal spectral type.

We consider the following family of maximal flow boxes. For j 2 {0, . . . , 4}, let
Jj,n = [1/(8q(j)n ), 1/(4q(j)n )] and take Jn = J1,n ⇥ . . . ⇥ J4,n. Note that by Lemma

4.1, and because by the definition of the set Y in §3.1, all the q(j)n are distinct prime

numbers for n large, it holds that TJn � q(1)n q(2)n q(3)n q(4)n .

Theorem 6.5. For any T > 0, C > 0, and ⇣ > 0, for any sequence of pair of

functions {(fn, gn)} such that fn 2 F(Jn, T, C) and gn 2 G(Jn, T, C, ⇣) we have

lim
n!0

Z

R\[�TJn ,TJn ]
|hfn � T t

↵,'
, gni|2dt = 0 .

Proof. Having fixed T > 0, we have that T 2 (0, T 1/2
Jn

) for n su�ciently large. Let
|t| � TJn . WLOG we can assume t > 0 since the argument for t < 0 is similar.

We will decompose the interval of integration in two parts: t  q(1)
n+1/(n+1) and

t > q(1)
n+1/(n+ 1).

First, we consider the case of t 2 [TJn , q
(1)
n+1/(n + 1)] ⇢ T 1

n
. We want to use the

estimate in Proposition 5.1. Observe that the function gn is supported in FT

Jn
\M⇣ .

We start by including FT

Jn
\ M⇣ in a union of intervals in the direction 1. By

Lemma 4.1, there exists a set An that is a disjoint union of sets of the form
(Rk

↵
Jn, s) ⇢ M, |k|  10T such that

FT

Jn
\M⇣ ⇢ An, µ(An)  2µ(FT

Jn
). (17)

Because J1,n = [1/(8q(1)n ), 1/(4q(1)n )], and since |k|  10T while T is independent of
n, we see that An is a union of disjoint 1-interval I that are (n, 1/50, 1)-good.

Since gn vanishes on Ac

n
, it is enough to prove bounds on
Z

An

fn � T t

↵,'
(z)gn(z)dµ(z) .

Consider any 1-interval I in the decomposition of An. Observe that since fn, gn 2
G(Jn, T, C) (see Definition 6.1) then

N0(fn, gn)  C|Jn|�1, N1(f, g, 1)  Cq(1)
n

|Jn|�1  t✏/100�4(J)
�1.
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Since fn 2 F(Jn, T, C), Propositions 4.3 and 5.1 and the fact that the 1-interval I
is (n, 1/50, 1)-good, imply

����
Z

I

f(T t

↵,'
z)g(z)d�(z)

����  C{N0(f, g))
�(I)

St

I

+N1(f, g, 1)
�(I)

rt
I

},

 Ct�1+2✏|Jn|�1�(I).

Integrating over I, we get by Fubini
����
Z

M

f(T t

↵,'
z)g(z)dµ(z)

���� =
����
Z

An

f(T t

↵,'
z)g(z)dµ(z)

����  Ct�1+2✏|Jn|�1µ(An)

 Ct�1+2✏. (18)

For t > q(1)
n+1/(n + 1), we use Corollary 3.7 and the fact that N1(fn, gn) 

(q(1)
n+1)

✏/100
to see that

����
Z

M

f(T t

↵,'
z)g(z)dµ

����  t�1/2�✏/2. (19)

In conclusion, we have proved that for |t| � TJn����
Z

M

f(T t

↵,'
z)g(z)dµ

����  Ct�1/2�✏/2.

Squaring and integrating and using TJn ! 1 as n ! 1 we get the desired
decay.

6.3. Proof of Theorem 3.3. The proof follows directly from Theorems 3.7, 6.2,
and 6.5. ⇤

7. The decay of correlations criterion for infinite Lebesgue spectrum.

7.1. The general abstract criterion. Our criterion for countable Lebesgue spec-
trum of smooth flows is based on the following abstract criterion that gives lower
bounds on the multiplicity of a strongly continuous one-parameter unitary group
{�t}t2R on a separable Hilbert space H with absolutely continuous spectrum. The
criterion is essentially the same as in Theorem 5 in [3]. The proof that we give of
this theorem is slightly simpler than the one in [3].

Before we state the criterion, recall that the spectral theorem asserts that for ev-
ery f 2 H, there exists a positive spectral measure ⌫f on R such that hf ��t, fi =R
R e(t✓)d⌫f (✓), where e(·) = ei2⇡·. Since we assume that {�t} has absolutely contin-
uous spectrum, we have that ⌫f is given by a positive density function with respect
to the Lebesgue measure.

Given a measurable set C ⇢ R and an L2 function G on R, we denote by
kGkL2(C) the L2 norm of the restriction of G on C. Unless specified, L2 norms
will be considered with respect to the Lebesgue measure � on R.

Theorem 7.1. For a fixed n 2 N, let us assume that for every bounded set C ⇢
R \ {0} of positive Lebesgue measure there exists ✏n,C > 0 such that the following

holds. For every ✏ 2 (0, ✏n,C) there exist vectors f1, . . . , fn 2 H such that

khfi � �t, fjikL2  �ij + ✏ , for all i, j 2 1, . . . , n ; (20)

kF 2
i
� 1kL2(C)  ✏, for all i 2 1, . . . , n , (21)

where F 2
i
(·) is the density of the spectral measure associated to fi.
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Then the spectral type of {�t}t2R is Lebesgue with multiplicity at least n.

Proof. Let
L

k2N Hk denote the orthogonal decomposition of H into cyclic sub-
spaces of �t such that for all i 2 N, we have Hk ' L2(R, µk). We can assume that
the sequence (µk) is given by µk = �k(✓)

1
1+✓2 d✓ where �k are the characteristic

functions of nested measurable sets Ck on R since the maximal spectral type is
absolutely continuous with respect to the Lebesgue measure.

Let us assume by contradiction that the spectrum is not Lebesgue with multi-
plicity at least n. Then, there exists a compact set bC of positive Lebesgue measure
such that �k = 0 on bC for every k � n.

Take C = bC, and f1, .., fn 2 H be as in Theorem 7.1 with ✏ ⌧ 1 to be specified
later.

Now for any U 2 L1(R,�) such that kUk1  1, take h = hC,U 2 L2(R) to be
the inverse Fourier transform of �CU :

�C(✓)U(✓) =

Z

R
h(s)e(✓s)ds.

We have that khkL2  �(C).
For every i 2 {1, . . . , n}, let f1

i
, f2

i
, . . . denote the successive orthogonal projec-

tions of fi on the spectral decomposition
L

L2(R, µk). By the definition of the
spectral isomorphism the projections of fi ��s are given by e(s·)f1

i
(·), e(s·)f2

i
(·), . . .

For every i 2 {1, . . . , n}, introduce the function ⌫i 2 H:

⌫i =

Z

R
h(s)fi � �sds.

We apply assumption (20) to (fi, fj) for any (i, j) 2 {1, . . . , n}2 with i 6= j. By
the Cauchy Schwarz inequality, we obtain

< ⌫i, fj > =

Z

R
< h(s)fi � �s, fj > ds

=

Z

R
h(s) < fi � �s, fj > ds

 khkL2k < fi � �s, fj > kL2

 �(C)✏.

(22)

We compute the same quantity using the spectral identification

|< ⌫i, fj >| =|
Z

R
< h(s)fi � �s, fj > ds |

=|
Z

R

1X

k=1

�C(✓)U(✓)fk

i
(✓)fk

j
(✓)�k(✓)

1

1 + ✓2
d✓ |

=|
Z

C

U(✓)(
n�1X

k=1

fk

i
(✓)fk

j
(✓))�k(✓)

1

1 + ✓2
d✓ |,

(23)

where the last equality is justified by the fact that µk(C) = 0.
By Chebyshev’s inequality we get from (22) and (23) that for ✏ > 0 su�ciently

small

�

 (
✓ 2 C : 9i, j 2 {1, . . . , n} with i 6= j, |

n�1X

k=1

fk

i
(✓)fk

j
(✓)| > ✏1/10

)!
< ✏0.8.

(24)
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We now observe that

F 2
i
(✓) =

1X

k=1

|fk

i
(✓)|2�k(✓)

1

1 + ✓2
.

Hence, the second assumption (21) of the theorem implies that

k
n�1X

k=1

|fk

i
(✓)|2�k(✓)

1

1 + ✓2
� 1kL2  ✏.

This implies that

�

 (
✓ 2 C : 9i 2 {1, . . . , n},

n�1X

k=1

|fk

i
(✓)|2 /2 [1/2, 2]

)!
< ✏0.9. (25)

Finally, fix some ✏ < 10�10n and observe that conditions (24) and (25) imply
that there exists ✓0 such that the vectors

vi = (f1
1 (✓0), .., f

n�1
i

(✓0)), i 2 {1, . . . , n},
satisfy for all (i, j) 2 {1, . . . , n}2, j 6= i

|(vi|vj)| < ✏0.10 , (vi|vi) 2 [
1

2
, 2],

where (·|·) denotes the Euclidean scalar product on Cn�1.
Since this is impossible, we conclude that the spectrum is Lebesgue with multi-

plicity at least n.

7.2. The proof of Theorem 6.2. We want to use the assumption of Theorem
6.2 to check the validity of the criterion of Theorem 7.1. In this section, the proofs
will be exactly the same as the ones given in Section 7 of [3], except for (27) where
the control on the derivatives of the compactly supported functions that we use in
the construction are given in the various directions of the base J . Notice that the
control that we require in (27) is exactly the one that allows to guarantee the fast
decay of correlations that we obtained in Theorem 6.5.

First of all, we recall the following corollary of Theorem 7.1 that was proved in
[3].

Corollary 7.2. Let us assume that for every n 2 N, for any even functions

!1, . . . ,!n 2 S(R) (the Schwartz space), and for any any ✏ > 0, there exist f1, . . . , fn
2 H such that, for all i, j 2 {1, . . . , n}, we have

khfi � �t, fji �
d2

dt2
!i ⇤ !i(t)�ijkL2(R)  ✏ .

Then the spectral type of the strongly continuous one-parameter unitary group �R
is Lebesgue with countable multiplicity.

The proof of the fact that Theorem 7.1 implies Corollary 7.2 is exactly the same
as that of Corollary 4 from Theorem 5 in [3]. For the convenience of the reader, we
give a sketch of it.

Sketch of the proof of Corollary 7.2 . Let C be a given compact subset of R\{0} of
positive Lebesgue measure. By the Lebesgue density theorem, it is not restrictive to
assume that there exists an interval [a, b] with 0 < a < b such that Leb(C \ [a, b]) �
(b � a)/2. The case when C \ R+ = ; is similar. Let �C : R ! [0, 1] denote
any smooth odd function with compact support in [�2b,�a/2][ [a/2, 2b] such that
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�2
C
⌘ 1 on [�b,�a][[a, b]. For all i 2 {1, . . . , n+1} let !i be the function determined

by the identity

F(!i)(⌧) =

p
�1

⌧

�C(⌧)

k�2
C
k1/2
L2(R)

, for all i 2 {1, . . . , n+ 1} .

The functions !i are all even, and we can take f1, . . . , fn+1 as in the statement of
the corollary. We then check that the functions f1, . . . , fn+1 satisfy the conditions
of Theorem 7.1.

By Theorem 7.1 it follows that the strongly continuous one-parameter unitary
group {�R} has Lebesgue spectrum with multiplicity at least n. Since n 2 N is
arbitrary, it has Lebesgue spectrum with countable multiplicity.

We will derive Theorem 6.2 from Corollary 7.2. Since we only control the decay
of correlations for functions in the classes F(J, T, C, ⇣) and G(J, T, C, ⇣), we need
a simple approximation lemma to approximate the target functions !1, . . . ,!n by
functions supported inside sets of the type ST

⇣
(J), that we take as is from [3].

Lemma 7.3 ([3, Lemma 7.4]). Let � = {FJ} be a family of maximal flow-boxes.

For every ✏ > 0, and even function ! 2 S(R), there exist ⌧ := ⌧(✏,!) > 0 with the

following property. For every T � ⌧ , there exist constants C := C(✏,!, T ) > 0 and

⇣ := ⇣(✏,!, T ) > 0 such that, for any FJ 2 � with TJ > T , there exists an even

function  2 C1
0 (�T, T ) satisfying

(a) d 

dt
2 C1

0 (ST

⇣
(J) \ (�ST

⇣
(J)));

(b) the C2
norm is bounded above by C;

(c)

k d2

dt2
( ⇤  )� d2

dt2
(! ⇤ !)kL2(R) < ✏ .

Proof of Theorem 6.2. Let us fix ✏ > 0 and any given number n 2 N \ {0} of even
Schwartz functions !1, . . . ,!n 2 S(R). Let � = {FJ} be a family of maximal
flow-boxes.

By Lemma 7.3 there exists ⌧ > 0 and, for all T > ⌧ , there exists ⇣ > 0
(small) such that, for every multi-interval J = I1 ⇥ . . . ⇥ I4 ⇢ T4, with TJ > ⌧ ,
there exist even functions  i 2 C1

0 ((�T, T )), i = 1, . . . , n, with the property that
d i

dt
2 C1

0 (ST

⇣
(J)) and with C2 norm uniformly bounded above by a constant

C 0 := C 0(✏,!1, . . . ,!n, T ) > 0, such that

k d2

dt2
( i ⇤  i)�

d2

dt2
(!i ⇤ !i)kL2(R) < ✏/2 . (26)

We will use the following

Claim. There exists �(1)
J

, . . . ,�(n)
J

2 C1
0 (J) such that

Z

J

�(i)
J
�(j)
J

d� = �ij , for all i, j 2 {1, . . . , n} ,

and such that for j 2 {1, . . . , 4}

k�(i)
J
k0  C 00�4(J)

�1/2, k�(i)
J
k1,j  C 00�4(J)

�1/2|Ij |�1, (27)

where C 00
depends only on n.
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Proof. Take �(1)
0 , . . . ,�(n)

0 2 C1
0 ([0, 1]4,R) such that

Z

[0,1]4
�(i)
0 �(j)

0 d� = �ij , for all i, j 2 {1, . . . , n} .

WLOG, suppose now J = [0,�1] ⇥ . . . ⇥ [0,�4] and let �(i)
J

= �4(J)�1/2�(j)
0 (��1

1 ·,
��1
2 ·,��1

3 ·,��1
4 ·). These functions satisfy the requirements of the claim.

Let C > max{C 0, C 00}. For every i 2 {1, . . . , n}, let f (i)
J

2 F(J, T, C, ⇣) be the
function defined on the range RT

J
of the flow-box map FT

J
as

f (i)
J

� FT

J
(x, t) := �(i)

J
(x)

d

dt
 i(t) , if (x, t) 2 J ⇥ (�T, T ) ,

and defined as f (i)
J

= 0 on M \RT

J
.

We then compute the correlations. Let TJ/2 > max{T, ⌧/2}. For all t 2
[�TJ , TJ ] we have (since the functions  1, . . . , n+1 are all even)

hf (i)
J

� T t, f (j)
J

i =
Z

J

Z
T

�T

�(i)
J
(x)�(j)

J
(x)

d i

dt
(� + t)

d j

dt
(�)d�dx

= (
d i

dt
⇤ d j

dt
)(t) �ij =

d2

dt2
( i ⇤  j)(t)�ij .

By the assumption of Theorem 6.2 that we are proving, if �4(J) is small enough,
for every i, j 2 {1, . . . , n} we have:

khf (i)
J

� T t, f (j)
J

ikL2(R\[�TJ ,TJ ])  ✏/2 .

Note that, since the functions  i are supported in [�T, T ] and T < TJ/2, we also
have

d2

dt2
( i ⇤  j)(t)�ij = 0, for t 2 R \ [�TJ , TJ ]. (28)

By putting together formulas (26)–(28), it follows that if �4(J) is small enough

(hence TJ is large enough), the functions f (i)
J

, with i 2 {1, . . . , n}, satisfy the
assumptions of Corollary 7.2:

khf (i)
J

� T t, f (j)
J

i � d2

dt2
(!i ⇤ !j)�ijkL2(R)  ✏ .

It follows then by Corollary 7.2 that, under the hypotheses of Theorem 6.2, the flow
{T t} has countable Lebesgue spectrum, hence the argument is completed.
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